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#### Abstract

In this article, we consider a jump diffusion process $\left(X_{t}\right)_{t \geq 0}$, with drift function $b$, diffusion coefficient $\sigma$ and jump coefficient $\xi^{2}$. This process is observed at discrete times $t=0, \Delta, \ldots, n \Delta$. The sampling interval $\Delta$ tends to 0 and the time interval $n \Delta$ tends to infinity. We assume that $\left(X_{t}\right)_{t \geq 0}$ is ergodic, strictly stationary and exponentially $\beta$-mixing. We use a penalized least-square approach to compute adaptive estimators of the functions $\sigma^{2}+\xi^{2}$ and $\sigma^{2}$. We provide bounds for the risks of the two estimators.
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## 1 Introduction

We consider the stochastic differential equation (SDE):

$$
\begin{equation*}
d X_{t}=b\left(X_{t^{-}}\right) d t+\sigma\left(X_{t^{-}}\right) d W_{t}+\xi\left(X_{t^{-}}\right) d L_{t}, \quad X_{0}=\eta \tag{1}
\end{equation*}
$$

with $\eta$ a random variable, $\left(W_{t}\right)_{t \geq 0}$ a Brownian motion independent of $\eta$ and $\left(L_{t}\right)_{t \geq 0}$ a pure jump centered Lévy process independent of $\left(\left(W_{t}\right)_{t \geq 0}, \eta\right)$ :

$$
L_{t}=\int_{0}^{t} \int_{|z|<1} z(\mu(d t, d z)-\nu(d z) d t)+\int_{0}^{t} \int_{|z| \geq 1} z \mu(d t, d z)
$$

where $\mu$ is a Poisson measure of intensity $\nu(d z) d t$, with $\int_{\mathbb{R}}\left(z^{2} \wedge 1\right) \nu(d z)<\infty$. The process $\left(X_{t}\right)_{t \geq 0}$ is assumed to be ergodic, stationary and exponentially $\beta$-mixing. It is observed at discrete times $t=0, \Delta, \ldots, n \Delta$ where the sampling interval $\Delta$ tends to 0 and the time of observation $n \Delta$ tends to infinity. Our aim is to construct adaptive non-parametric estimators of $\xi^{2}+\sigma^{2}$ and $\sigma^{2}$ on a compact set $A$. We do not assume that the jumps are of finite intensity, only that $L_{\Delta}$ is centred (that is $\int_{|z| \geq 1} z \nu(d z)=0$ ) and has a moment of order 8 .

Diffusions with jumps become powerful tools to model processes in biology, physics, social sciences, medical sciences, economics, and finance. They are used in the study of dynamical systems

[^0]when the noise is discontinuous or too intensive to be modeled by a Brownian motion, like polymerarization phenomenons (see Berestycki (2004)), telephone noise or infinite capacity dam (Protter and Talay (1997)). In finance, they are used to model a variety of financial applications such as interest rate modelling or capital asset pricing (which includes fair pricing of options). Indeed, the standard model was the Black-Sholes model, but the prices in the market are not continuous and often have jumps. The jump diffusions are therefore more and more used to model asset prices (see Aït-Sahalia and Jacod (2009) and Protter and Talay (1997) for instance).

There already exists numerous articles dealing with adaptive estimation for Lévy processes (see for instance Kappus (2014) and Comte and Genon-Catalot (2009) for pure jump Lévy processes and Neumann and Reiß (2009) and Gugushvili (2009) for more general Lévy processes. The estimators are based on the characteristic function. Non-parametric estimation of the coefficients of a diffusion without jumps is also well known (e.g Hoffmann (1999) or Comte et al. (2007)). However, to our knowledge, there do not exist adaptive estimators for the coefficients of a jump diffusion. Moreover, the non-parametric estimators are pointwise and constructed only in the finite intensity case. Shimizu (2008) construct maximum-likelihood parametric estimators of $\sigma^{2}$ and $\xi^{2}$ when the process $\left(X_{t}\right)$ is stationnary. Their estimators converge with rates $\sqrt{n}$ and $\sqrt{n \Delta}$ respectively. Mancini and Renò (2011) and Hanif et al. (2012) both use local times to construct pointwise, nonadaptive estimators in the finite intensity cas. Mancini and Renò (2011) construct kernel estimators of $\sigma^{2}$. Hanif et al. (2012) provide local polynomials estimators of $\sigma^{2}+\xi^{2}$. They both prove the convergence and the asymptotic normality of their estimators.

In this paper, we construct $L^{2}$ adaptive estimators of the two functions $\sigma^{2}+\xi^{2}$ and $\sigma^{2}$ under the asymptotic framework $n \Delta \rightarrow \infty, \Delta \rightarrow 0$. To estimate the second infinitesimal moment $\sigma^{2}(x)+\xi^{2}(x)$ on a compact set $A$, we consider the following random variables

$$
T_{k \Delta}:=\frac{\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{2}}{\Delta}=\sigma^{2}\left(X_{k \Delta}\right)+\xi^{2}\left(X_{k \Delta}\right)+\text { noise }+ \text { remainder }
$$

We introduce a sequence of increasing subspaces $S_{m}$ of $L^{2}(A)$ and we construct a sequence of estimators $\hat{g}_{m}$ by minimizing over each $S_{m}$ a contrast function

$$
\gamma_{1, n}(t)=\frac{1}{n} \sum_{k=1}^{n}\left(T_{k \Delta}-t\left(X_{k \Delta}\right)\right)^{2}
$$

We bound the risk, then we introduce a penalty function $\operatorname{pen}_{1}(m)$ and we minimize on $m$ the function $\gamma_{1, n}\left(\hat{f}_{m}\right)+\operatorname{pen}_{1}(m)$. Our estimator satisfies an oracle inequality (up to a multiplicative constant). As the penalty $\operatorname{pen}_{1}(m)$ depends on a unknown constant $\Sigma_{1}$, we construct an estimator $\hat{\Sigma}_{1}$ and show that the robust estimator obtained by minimizing $\gamma_{1, n}\left(\hat{f}_{m}\right)+\widehat{\operatorname{pen}}_{1}(m)$ satisfies the same oracle inequality.

To estimate the function $\sigma^{2}$, we consider the randow variables

$$
Y_{k \Delta}=\frac{\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{2}}{\Delta} \mathbb{1}_{\left|X_{(k+1) \Delta}-X_{k \Delta}\right| \leq \sqrt{\Delta} \ln (n)}=\sigma^{2}\left(X_{k \Delta}\right)+\text { noise }+ \text { remainder } .
$$

We show that these variables are close to the continuous part of the increments, then we construct an adaptive robust estimator of $\sigma^{2}$ as for $\sigma^{2}+\xi^{2}$. The risk of this estimator depends on the Blumenthal-Getoor index of $\nu$ and automatically realizes a bias-variance compromise.

This article is composed as follows: in Section 2, we specify the model and its assumptions. In Sections 3 and 4 , we construct the estimators and bound their risks. Section 5 is devoted to the
simulations and proofs are gathered in Section 6. The technical tools (the definition of the Besov spaces, some properties of the Fourier transforms, the Talagrand's and Bennett's inequalities, the Berbee's coupling lemma and the Burkholder-Davis-Gundy inequality) are set in Appendix A.

## 2 Model

We consider the stochastic differential equation (1). We assume that the following assumptions are fulfilled:

Assumption A1. The functions $b, \sigma$ and $\xi$ are Lipschitz.
This assumption ensures that a unique strong solution of (1) exists.
Assumption A2. The process $\left(X_{t}\right)$ is ergodic, exponentially $\beta$-mixing and there exists a unique invariant probability.

See Masuda (2007) for sufficient conditions for this assumption. For instance, it is satisfied if:
a. The Lévy measure $\nu$ is symetric.
b. The function $b$ is elastic: $\exists c>0, M \geq 0, \forall x,|x| \geq M, x b(x) \leq-c|x|$.
c. The function $\sigma^{2}$ and $\xi^{2}$ are bounded.
d. The function $\sigma$ is bounded by below: $\forall x, \sigma(x) \geq \sigma_{0}>0$.

We can now assume:

## Assumption A3.

a. The process $\left(X_{t}\right)$ is stationary.
b. Its stationary measure has a density $\pi$ which is bounded from below and above on any compact set. In particular, there exists $\pi_{0}$ and $\pi_{1}$ such that for any $x \in A$, there exist two constants $0<\pi_{0} \leq \pi(x) \leq \pi_{1}<\infty$.

We need also some technical assumptions on the Lévy measure and on the functions $\sigma^{2}$ and $\xi^{2}$ :
Assumption A4. The Lévy measure $\nu$ satisfies:
a. $\nu(\{0\})=0$ and $\quad I_{8}:=\int_{-\infty}^{+\infty} z^{8} \nu(d z)<\infty$.
b. $\mathbb{E}\left(X_{t}^{8}\right)<\infty$ (it is not always a consequence of the previous item, see also Masuda (2007) for sufficient assumptions).
c. The Blumenthal-Getoor index is strictly less than 2: there exists $\beta \in\left[0,2\left[\right.\right.$ such that $\int_{-1}^{1}|z|^{\beta} \nu(d z)<$ $\infty$.
This is not a strong assumption, as the Lévy measure already satisfies $\int_{-1}^{1} z^{2} \nu(d z)<\infty$.
d. $\int_{-\infty}^{+\infty} z^{2} \nu(d z)=1$. This item ensures the identifiability of the function $\xi$ (if not, we estimate the function $\sigma^{2}(x) I_{2}$ where $\left.I_{2}:=\int_{-\infty}^{+\infty} z^{2} \nu(d z)\right)$.
e. The functions $\sigma$ and $\xi$ are bounded from below and above: $\exists \sigma_{1}^{2}, \xi_{1}^{2}$ such that

$$
\forall x \in \mathbb{R}, 0<\sigma^{2}(x) \leq \sigma_{1}^{2} \quad \text { and } \quad 0<\xi^{2}(x) \leq \xi_{1}^{2}
$$

To simplify the notations, let us set

$$
\begin{equation*}
B_{k \Delta}=\int_{k \Delta}^{(k+1) \Delta} b\left(X_{s}\right) d s, \quad Z_{k \Delta}=\int_{k \Delta}^{(k+1) \Delta} \sigma\left(X_{s}\right) d W_{s} \quad \text { and } \quad J_{k \Delta}=\int_{k \Delta}^{(k+1) \Delta} \xi\left(X_{s^{-}}\right) d L_{s} \tag{2}
\end{equation*}
$$

We introduce the $\sigma$-algebra $\mathscr{F}_{t}=\sigma\left(\eta,\left(W_{s}\right)_{0 \leq s \leq t},\left(L_{s}\right)_{0 \leq s \leq t}\right)$.
The following lemma follows directly from the Burkholder-Davis-Gundy inequality.
Lemma 1. For any $p \geq 1$, if $I_{2 p}:=\int_{\mathbb{R}} z^{2 p} \nu(d z)<\infty$ and $\mathbb{E}\left(X^{2 p} \mid \mathscr{F}_{k \Delta}\right)<\infty$, we have:

$$
\forall u \geq 0, \quad \mathbb{E}\left(\sup _{0 \leq s \leq \Delta}\left(X_{s+u}\right)^{2 p} \mid \mathcal{F}_{u}\right) \lesssim\left(1+\left|X_{u}\right|^{2 p}\right)
$$

and

$$
\begin{equation*}
\forall u \geq 0, \quad \mathbb{E}\left(\sup _{0 \leq s \leq \Delta}\left(X_{s+u}-X_{u}\right)^{2 p}\right) \lesssim \Delta I_{2 p}+\Delta^{p} \tag{3}
\end{equation*}
$$

where $A \lesssim B$ means $\exists C, A \leq C B$ and $C$ does not depend on $\Delta$ or on $n$. Then, as $b, \sigma^{2}$ and $\xi^{2}$ are Lipschitz:

$$
\begin{aligned}
& \mathbb{E}\left(B_{k \Delta}^{2 p} \mid \mathscr{F}_{k \Delta}\right)=\Delta^{2 p} b^{2 p}\left(X_{k \Delta}\right)+C \Delta^{2 p+1 / 2} \\
& \mathbb{E}\left(Z_{k \Delta}^{2 p} \mid \mathscr{F}_{k \Delta}\right)=\Delta^{p} \sigma^{2 p}\left(X_{k \Delta}\right) \mathbb{E}\left(N^{2 p}\right)+C \Delta^{p+1 / 2} \quad \text { where } \quad N \sim \mathscr{N}(0,1) \\
& \mathbb{E}\left(J_{k \Delta}^{2 p} \mid \mathscr{F}_{k \Delta}\right)=\Delta \xi^{2 p}\left(X_{k \Delta}\right) I_{2 p}+C \Delta^{3 / 2} .
\end{aligned}
$$

To bound the risk of the adaptive estimator of $g=\sigma^{2}+\xi^{2}$, we need bounded variables (or at least bounded variables with high probability). As exponential moments are needed, the functions $\sigma$ and $\xi$ have to be bounded. The big jumps must also be under control.

## Assumption A5.

a. The Lévy measure $\nu$ is sub-exponential:

$$
\exists \lambda, C>0, \quad \forall|z|>1, \quad \nu(]-z, z\left[^{c}\right) \leq C e^{-\lambda|z|}
$$

b. The random variables $\left(X_{\Delta}, \ldots, X_{n \Delta}\right)$ have exponential moments: $\exists \mu, K>0$,

$$
\mathbb{E}\left(\exp \left(\mu X_{\Delta}\right)\right) \leq K
$$

c. There exists $\delta, 0<\delta<1$, such that $\Delta=O\left(n^{-\delta}\right)$.

This assumption ensures that there is not too much big jumps in a fixed-time interval. Indeed, the terms $\left|J_{k \Delta}\right|$ are bounded by a constant $C$ with high probability. This allow us to bound the terms $B_{k \Delta}, Z_{k \Delta}$ and $J_{k \Delta}$ :

## Lemma 2.

a. Under Assumptions A1-A4, $\forall \epsilon \in] 0,1\left[, \forall r>0, \mathbb{P}\left(\left|B_{k \Delta}\right| \geq \Delta^{1-\epsilon}\right) \lesssim n^{-r}\right.$.
b. Under A1-A4 and A5e, for any $r>0, \mathbb{P}\left(\left|Z_{k \Delta}\right| \geq r \sigma_{1} \Delta^{1 / 2} \ln (n)\right) \leq 2 n^{-r}$.
c. For the jumps, we have two bounds. Indeed, one term of jump can be quite big, but we can control fairly well a mean of jump terms. Let us set $q_{n}=c r \ln (n) / \Delta$. Under Assumptions A1-A5, for any $p>0$, for any $r>0$, for $c$ large enough,

$$
\mathbb{P}\left(\left|J_{k \Delta}\right| \geq \frac{r^{2} C_{J} \ln (n)}{\lambda}\right) \lesssim n^{-r} \quad \text { and } \quad \mathbb{P}\left(\frac{1}{q_{n}} \sum_{k=1}^{q_{n}} J_{k \Delta}^{2 p} \geq(r+1)^{2} C_{p} \xi_{1}^{2 p} \Delta \ln ^{2 p}(n)\right) \lesssim n^{-r}
$$

where the constans $C_{J}$ and $C_{p}$ will be precised later.
To estimate $\sigma$, we cut off the jumps. The following assumption ensures that the (not too small) jumps can be detected and removed.

## Assumption A6.

a. The function $\xi$ is bounded from below: $\exists \xi_{1}, \forall x \in \mathbb{R}, \xi^{2}(x) \geq \xi_{0}^{2}>0$.
b. There exists $0<\delta<1$ such that $\Delta=O\left(n^{-\delta}\right)$.

To estimate the constant in the penalty function, we need an additional assumption on the stationary density. We need the following assumption:

Assumption A7. The stationary density $\pi$ is continuous on $A$.
Our aim is to estimate the functions $g:=\sigma^{2}+\xi^{2}$ and $\sigma^{2}$ non parametrically on the compact set $A$. Estimating directly a function is difficult. To do so, we introduce a sequence of increasing subspaces $\left(S_{m}\right)_{m \in \mathscr{M}_{n}}$ of $L^{2}(A)$. Then, as in the linear regression framework, we construct a sequence of estimators by minimizing over each $S_{m}$ a mean square contrast function $\gamma_{n}(t)$. Finally we select the "best" estimators $\hat{g}_{\hat{m}}$ and $\hat{\sigma}_{\hat{m}}^{2}$ thanks to a penalty function. As usual in nonparametric estimation, the risk of our estimators can be decomposed in a variance term and a bias term which depends of the regularity of the estimated function. We choose to use the Besov spaces to caracterize the regularity, which are well adapted to $L^{2}$ estimation (particularly for the wavelet decomposition).

First, we need some conditions on the subspaces $S_{m}$.

## Assumption A8.

a. The subspaces $S_{m}$ have finite dimension $D_{m}$ and are increasing: $\forall m, S_{m} \subseteq S_{m+1}$.
b. The $\|\cdot\|_{L^{2}}$ and $\|\cdot\|_{\infty}$ norms are connected:

$$
\exists \phi_{1}, \forall m, \forall t \in S_{m}, \quad\|t\|_{\infty}^{2} \leq \phi_{1} D_{m}\|t\|_{L^{2}}^{2}
$$

with $\|t\|_{L^{2}}^{2}=\int_{A} t^{2}(x) d x$ and $\|t\|_{\infty}=\sup _{x \in A}|t(x)|$. This implies that for any orthonormal basis $\left.\left(\varphi_{\lambda}\right)_{\lambda \in \Lambda_{m}}\right)$ of $S_{m}, \forall x \in \mathbb{R}$,

$$
\sum_{\lambda \in \Lambda_{m}} \varphi_{\lambda}^{2}(x) \leq \phi_{1} D_{m}
$$

c. For any $m \in \mathbb{N}$, there exists an orthonormal basis $\left(\psi_{\lambda}\right)_{\lambda \in \Lambda}$ of $S_{m}$ such that

$$
\forall \lambda, \operatorname{card}\left(\lambda^{\prime},\left\|\psi_{\lambda} \psi_{\lambda^{\prime}}\right\|_{\infty} \neq 0\right) \leq \phi_{2}
$$

d. For any function $t$ belonging to $\mathscr{B}_{2, \infty}^{\alpha}$, the Besov space of regularity $\alpha \leq r$ (see Appendix A),

$$
\exists c, \forall m,\left\|t-t_{m}\right\|_{L^{2}}^{2} \leq c D_{m}^{-2 \alpha}
$$

where $t_{m}$ is the orthogonal projection $L^{2}$ of $t$ on $S_{m}$.
These conditions are classical in nonparametric estimation. The vectorial subspaces generated by piecewise polynomials of degree $r$, spline functions of degree $r$ or wavelets of regularity $r$ satisfy these properties (see Meyer (1990), Proposition 4 p50, and DeVore and Lorentz (1993) for the proof of (d)).

## 3 Estimation of $\sigma^{2}+\xi^{2}$.

To estimate $\sigma^{2}$ for a diffusion process (without jumps), we can consider the random variables

$$
T_{k \Delta}=\frac{\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{2}}{\Delta}
$$

(see Comte et al. (2007) for instance). For jump diffusions,

$$
X_{(k+1) \Delta}-X_{k \Delta}=B_{k \Delta}+Z_{k \Delta}+J_{k \Delta}
$$

and therefore $T_{k \Delta}$ is a rough estimator of $\sigma^{2}\left(X_{k \Delta}\right)+\xi^{2}\left(X_{k \Delta}\right)$, not of $\sigma^{2}\left(X_{k \Delta}\right)$ alone. We can write:

$$
T_{k \Delta}=\sigma^{2}\left(X_{k \Delta}\right)+\xi^{2}\left(X_{k \Delta}\right)+E_{k \Delta}+F_{k \Delta}+G_{k \Delta}
$$

where
$\Delta E_{k \Delta}:=\left(B_{k \Delta}+Z_{k \Delta}+J_{k \Delta}\right)^{2}-\left(Z_{k \Delta}+J_{k \Delta}\right)^{2}+\mathbb{E}\left(\left(Z_{k \Delta}+J_{k \Delta}\right)^{2} \mid \mathscr{F}_{k \Delta}\right)-\Delta\left(\sigma^{2}\left(X_{k \Delta}\right)+\xi^{2}\left(X_{k \Delta}\right)\right)$ is a remainder term and

$$
\Delta F_{k \Delta}:=Z_{k \Delta}^{2}-\mathbb{E}\left(Z_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right), \quad \Delta G_{k \Delta}:=J_{k \Delta}^{2}-\mathbb{E}\left(J_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)+2 J_{k \Delta} Z_{k \Delta}
$$

are centred. The random variable $F_{k \Delta}$ comes from the Brownian terms, and $G_{k \Delta}$ from the jump and Brownian terms.

The following lemma derived from Proposition 1 and the Burkholder-Davis-Gundy inequality. It is proved in Section 6.
Lemma 3. Under Assumptions A1-A4,

- $\mathbb{E}\left(E_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right) \lesssim \Delta, \mathbb{E}\left(E_{k \Delta}^{4} \mid \mathscr{F}_{k \Delta}\right) \lesssim \Delta$.
- $\mathbb{E}\left(F_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0, \mathbb{E}\left(F_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)=2 \sigma^{4}\left(X_{k \Delta}\right)+C \Delta^{1 / 2}, \mathbb{E}\left(F_{k \Delta}^{4} \mid \mathscr{F}_{k \Delta}\right) \lesssim 1$.
- $\mathbb{E}\left(G_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0, \mathbb{E}\left(G_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)=\Delta^{-1} \xi^{4}\left(X_{k \Delta}\right) I_{4}+C \Delta^{-1 / 2}$.
- $\mathbb{E}\left(\left(G_{k \Delta}+F_{k \Delta}\right)^{2} \mid \mathscr{F}_{k \Delta}\right)=\Delta^{-1} \xi^{4}\left(X_{k \Delta}\right) I_{4}+C \Delta^{1 / 2}$
where $C$ is a constant that does not depend on neither on $\Delta$ and is not the same in two different lines.


### 3.1 Estimation for fixed $m$

For any $m \in \mathscr{M}_{n}=\left\{m, D_{m} \leq \mathscr{D}_{n}\right\}$ where the maximal dimension $\mathscr{D}_{n}$ satisfies $\mathscr{D}_{n} \leq \sqrt{n \Delta} / \ln (n)$, we construct an estimator $\hat{g}_{m}$ of $g=\sigma^{2}+\xi^{2}$ by minimizing on $S_{m}$ the mean square contrast function

$$
\gamma_{1, n}(t)=\frac{1}{n} \sum_{k=1}^{n}\left(t\left(X_{k \Delta}\right)-T_{k \Delta}\right)^{2}
$$

We can always find a function minimizing $\gamma_{1, n}(t)$, but it may not be unique. On the contrary, the random vector $\left(\hat{g}_{m}\left(X_{\Delta}\right), \ldots, \hat{g}_{m}\left(X_{n \Delta}\right)\right.$ is always uniquely defined. Therefore we consider the empirical risk $\mathscr{R}_{n}\left(\hat{g}_{m}\right)$, where

$$
\mathscr{R}_{1, n}(t)=\mathbb{E}\left(\left\|t-g_{A}\right\|_{n}^{2}\right) \quad \text { with } \quad\|t\|_{n}^{2}=\frac{1}{n} \sum_{k=1}^{n} t^{2}\left(X_{k \Delta}\right)
$$

and $g_{A}:=g \mathbb{1}_{A}$. We introduce the $L_{\pi}^{2}$-norm $\|t\|_{\pi}^{2}:=\int_{A} t^{2}(x) \pi(x) d x$, and $g_{m, \pi}$ the orthogonal projection of $g$ on $S_{m}$ for the $\pi$-norm.

Proposition 4 (Bound of the empirical risk). Under Assumptions A1-A4 and A8, if $m \in \mathscr{M}_{n}$, the risk of the estimator $\hat{g}_{m}$ is bounded by:

$$
\mathscr{R}_{1, n}\left(\hat{g}_{m}\right) \leq\left\|g_{m, \pi}-g_{A}\right\|_{\pi}^{2}+12 \Sigma_{1} \frac{D_{m}}{n \Delta}+C \Delta
$$

where the constant $C$ does not depend on $m$, nor on $n$ and $\Delta$ and

$$
\Sigma_{1}:=\min \left(\xi_{1, A}^{4} I_{4}, \frac{\Phi_{1}}{\pi_{0}} I_{4} \int_{\mathbb{R}} \xi^{4}(z) \pi(z) d z\right)
$$

whith $\xi_{1, A}=\sup _{x \in A} \xi(x)$.
Corollary 5 (Bound of the $L^{2}$-risk). The bound for the $L_{\pi}^{2}$-risk is less sharp. Under Assumptions A1-A4 and $A 8$, if $m \in \mathscr{M}_{n}$

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-g_{A}\right\|_{\pi}^{2}\right) \leq 9\left\|g-g_{m, \pi}\right\|_{\pi}^{2}+24 \Sigma_{1} \frac{D_{m}}{n \Delta}+2 C \Delta
$$

For any function $t$ on the compact set $A,\|t\|_{\pi}^{2} \leq \pi_{1}\|t\|_{L^{2}}^{2}$. Then, if we denote by $g_{m}$ the orthogonal projection ( $L^{2}$ ) of $g$ on $S_{m}$, we get that $\left\|g_{m, \pi}-g_{A}\right\|_{\pi}^{2} \leq\left\|g_{A}-g_{m}\right\|_{\pi}^{2} \leq \pi_{1}\left\|g_{A}-g_{m}\right\|_{L^{2}}^{2}$ and, under the same assumptions,

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-g_{A}\right\|_{L^{2}}^{2}\right) \leq 9 \pi_{1}\left\|g-g_{m}\right\|_{L^{2}}^{2}+24 \Sigma_{1} \frac{D_{m}}{n \Delta}+2 C \Delta
$$

This estimator converges when $n \Delta \rightarrow \infty$. This is quite logical: indeed, for a compound Poisson process, we have approximatively $n \Delta$ jumps in the time interval $[0, n \Delta]$. We can remark that, quite naturally, the empirical risk and the $L_{\pi}^{2}$-risk converges with rate $\sqrt{n \Delta}$.

We have to find a good compromise between the bias term, $\left\|g_{m}-g_{A}\right\|_{L^{2}}^{2}$, which decreases when $m$ increases, and the variance term, proportional to $D_{m} /(n \Delta)$. If $g$ belongs to the Besov space
$\mathscr{B}_{2, \infty}^{\alpha}(A)$ (with $\alpha \geq 1$ ), then $\left\|g_{m}-g_{A}\right\|_{L^{2}}^{2}$ is proportional to $D_{m}^{-2 \alpha}$. The risk is then minimal for $m_{\text {opt }}=(n \Delta)^{1 /(1+2 \alpha)}$, and satisfies, when $n \Delta^{2} \rightarrow 0$,

$$
\mathbb{E}\left(\left\|\hat{g}_{m_{o p t}}-g_{A}\right\|_{L^{2}}^{2}\right) \lesssim(n \Delta)^{-2 \alpha /(2 \alpha+1)}
$$

Hanif et al. (2012) assume that $\sigma^{2}$ and $\xi^{2}$ belongs to $\mathscr{C}^{2}$. If $n \Delta^{3 / 2} \rightarrow 0$, they obtain the rate of convergence $(n \Delta)^{-2 / 5}$. We obtain the same rate of convergence for this regularity.

### 3.2 Adaptive estimator

We now have a collection of estimators $\hat{g}_{0}, \ldots, \hat{g}_{m}, \ldots$ Our aim is to select automatically the dimension $\hat{m}$, without any knowlege of the regularity of $g$. As the subspaces $S_{m}$ are increasing, the function $\gamma_{1, n}\left(\hat{\nu}_{m}\right)$ decreases when $m$ increases. To find an adaptive estimator, we need to add a penalty term $\operatorname{pen}_{1}(m)$. We take a penalty term proportional to the variance, that is $\operatorname{pen}_{1}(m)=$ $\kappa \Sigma_{1} \frac{D_{m}}{n \Delta}$ and choose the adaptive estimator $\hat{g}_{\hat{m}}$ by minimizing the function

$$
\hat{m}=\min _{m \in \mathscr{M}_{n}} \gamma_{1, n}\left(\hat{g}_{m}\right)+\operatorname{pen}_{1}(m)
$$

The random variables $F_{k \Delta}$ and $G_{k \Delta}$ are bounded with high probability thanks to Lemma 3. As they are also exponentially $\beta$-mixing, we can apply the Berbee's coupling lemma and a Talagrand's inequality for $\beta$-mixing random variables. We then obtain the following oracle inequality:

Theorem 6. Under assumptions A1-A5 and A8, there exists a universal constant $\kappa_{1}$ such that for any $\kappa \geq \kappa_{1}$,

$$
\mathbb{E}\left(\left\|\hat{g}_{\hat{m}}-g_{A}\right\|_{L^{2}}^{2}\right) \lesssim \inf _{m \in \mathscr{M}_{n}}\left\{\left\|g_{m}-g_{A}\right\|_{L^{2}}^{2}+\operatorname{pen}_{1}(m)\right\}+\Delta+\frac{\ln ^{3}(n)}{n \Delta}
$$

The adaptive estimator $\hat{g}_{\hat{m}}$ automatically realises the best (up to a multiplicative constant) compromise.

### 3.3 Robust estimator

It remains to find the constant in the penalty. The universal constant $\kappa_{1}$ can be explicitely bounded; the quantity

$$
\Sigma_{1}=\min \left\{\xi_{1, A}^{4} I_{4}, \frac{\phi_{1}}{\pi_{0}} \int_{\mathbb{R}} \xi^{4}(x) \pi(x) d x\right\}
$$

is unknown but can be bounded. We first estimate the function $h(x):=\xi^{4}(x) I_{4}$. Let us set

$$
V_{k \Delta}:=\frac{\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{4}}{\Delta}=\xi^{4}\left(X_{k \Delta}\right) I_{4}+\underbrace{L_{k \Delta}}_{\text {small term }}+\underbrace{H_{k \Delta}}_{\text {centred term }}
$$

We consider the estimator

$$
\begin{equation*}
\hat{h}_{m}=\arg \min _{t \in S_{m}} \gamma_{3, n}(t) \quad \text { where } \quad \gamma_{3, n}(t)=\frac{1}{n} \sum_{k=1}^{n}\left(V_{k \Delta}-t\left(X_{k \Delta}\right)\right)^{2} . \tag{4}
\end{equation*}
$$

Let us denote by $\mathscr{R}_{3, n}:=\frac{1}{n} \sum_{k=1}^{n}\left(h\left(X_{k \Delta}-t\left(X_{k \Delta}\right)\right)^{2}\right.$ the empirical risk.

Proposition 7. Under Assumptions A1-A5 and A8, for any m such as $D_{m} \leq \mathscr{D}_{n}=\sqrt{n \Delta / \ln (n)}$ :

$$
\mathbb{E}\left(\mathscr{R}_{3, n}\left(\hat{h}_{m}\right)\right) \leq\left\|h-h_{m}\right\|_{\pi}^{2} I_{4}+C \frac{D_{m}}{n \Delta}+C^{\prime} \Delta
$$

We set $\hat{h}_{1}=\sup _{x \in A} \hat{h}_{\ln (n)}$. Under assumptions A1-A5 and A8,

$$
\mathbb{P}\left(\left|\hat{h}_{1}-\xi_{1, A}^{4} I_{4}\right| \geq 1 / \ln (n)\right) \lesssim n^{-5}
$$

This result is sufficient to bound the penalty (which is all we need). However, the bound will be more precise if we estimate also the second term $\phi_{1} / \pi_{0} I_{4} \int_{\mathbb{R}} \xi^{4}(x) \pi(x) d x$. In the proof of Proposition 7 , we show that $\mathbb{E}\left(L_{k \Delta}^{2}\right) \lesssim \Delta$ and $\mathbb{E}\left(H_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0$. Then, we can remark that

$$
\mathbb{E}\left(V_{k \Delta}\right)=\mathbb{E}\left(\xi^{4}\left(X_{k \Delta}\right)\right) I_{4}+C \Delta^{1 / 2}
$$

We can estimate $\mathbb{E}\left(V_{k \Delta}\right)$ by the mean $\bar{V}_{n}$. As we are insterested in the minimum of $\pi$, it is better to take the kernel estimator. Indeed, computing the pointzise risk of the kernel estimator is quite natural, and this allows us to control the error on the minimum quite easily. Moreover, the kernel estimator is already implemented in some softwares. We consider the rectangular kernel $K(x):=\mathbb{1}_{|x| \leq 1} / 2$ and set

$$
\hat{\pi}_{h}(x)=\frac{1}{n} \sum_{k=1}^{n} K_{h}\left(X_{i}-x\right) \quad \text { with } \quad K_{h}(x)=h^{-1} K(x / h)
$$

We take a grid $\left(x_{1}, \ldots, x_{\ln ^{2}(n)}\right)$ of equally spaced points of $A$, and we compute the minimum of $\hat{\pi}_{\left.(n \Delta)^{-1 / 2}\right)}$ on this grid:

$$
\hat{\pi}_{0}:=\min _{1 \leq j \leq \ln ^{2}(n)} \hat{\pi}_{(n \Delta)^{-1 / 2}}\left(x_{j}\right)
$$

Let us set $\hat{\Sigma}_{1}=\min \left\{\hat{h}_{1}, \frac{\phi_{1}}{\hat{\pi}_{0}} \bar{V}_{n}\right\}$.
Lemma 8. Under assumptions A1-A5 and $A 7-A 8, \hat{\Sigma}_{1}$ is a consistent estimator of $\Sigma_{1}$ and more precisely, for C large enough

$$
\mathbb{P}\left(\left|\hat{\Sigma}_{1}-\Sigma_{1}\right| \geq \frac{1}{\ln (n)}\right) \lesssim n^{-5}
$$

Corollary 9. Under Assumption A1-A5 and A7-A8, for any $\kappa \geq \kappa_{1}$, the adaptive estimator $\hat{g}_{\tilde{m}}$ where

$$
\tilde{m}=\arg \min _{m \in \mathscr{M}_{n}}\left\{\gamma_{1, n}\left(\hat{g}_{m}\right)+\kappa\left(1+\frac{1}{\ln (n)}\right) \hat{\Sigma}_{1} \frac{D_{m}}{n \Delta}\right\}
$$

achieves the oracle inequality:

$$
\mathbb{E}\left(\left\|\hat{g}_{\tilde{m}}-g\right\|_{L^{2}}^{2}\right) \lesssim \inf _{m \in \mathscr{M}_{n}}\left\{\left\|g_{m}-g_{A}\right\|_{L^{2}}^{2}+\frac{D_{m}}{n \Delta}\right\}+\Delta+\frac{\ln ^{3}(n)}{n \Delta}
$$

## 4 Estimation of $\sigma^{2}$.

We have that

$$
T_{k \Delta}=\frac{\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{2}}{\Delta}=\sigma^{2}\left(X_{k \Delta}\right)+J_{k \Delta}^{2}+\text { small terms }+ \text { centred terms }
$$

The idea is to keep $T_{k \Delta}$ only when there is no jump. The continuous part of the increment is $B_{k \Delta}+Z_{k \Delta}$ and the jump part of the increments is $J_{k \Delta}$. If we could access the continuous part, we would consider the quantities

$$
U_{k \Delta}:=\frac{\left(B_{k \Delta}+Z_{k \Delta}\right)^{2}}{\Delta}
$$

We need to approximate these increments. As the stochastic term $Z_{k \Delta}$ is of order $\Delta^{1 / 2}$, we can only suppress the jumps of amplitude strictly greater than $\Delta^{1 / 2}$. Authors such as Gloter et al. (2016) or Mancini and Renò (2011) use a threshold proportional to $\Delta^{1 / 2-\varepsilon}$. We decide to use a slightly different threshold, proportional to $\ln (n) \Delta^{1 / 2}$. Then we consider:

$$
Y_{k \Delta}=\frac{\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{2}}{\Delta} \mathbb{1}_{\Omega_{X, k}}
$$

where $\left.\Omega_{X, k}=\left\{\omega,\left|X_{(k+1) \Delta}-X_{k \Delta}\right| \leq\left(\sigma_{1}+\xi_{1}\right) \ln (n) \Delta^{1 / 2}\right)\right\}$. This is a classical method to obtain the continuous increment of a Lévy process or a jump diffusion (see for instance Jacod (2007), , Shimizu and Yoshida (2006) ...)

Lemma 10 (Approximation of the continuous increment). Under assumptions A1-A4 and A6,

$$
\mathbb{E}\left(\left(U_{k \Delta}-Y_{k \Delta}\right)^{2 p}\right) \lesssim \ln ^{4 p}(n) \Delta^{1-\beta / 2}+\frac{1}{n}
$$

We recall that $\beta$ is the Blumenthal-Getoor index of the process $\left(X_{t}\right)$. For a compound Poisson process, $\beta=0$ and most of the jumps can be detected and removed. If $\beta$ is high (close to 2 ), there is more and more small jumps and it becomes more difficult to detect them. Under Assumptions A1- $A 4$ and $A 6$,

$$
\mathbb{P}\left(\left|U_{k \Delta}-Y_{k \Delta}\right| \geq \ln ^{2}(n)\right) \lesssim n^{-6}
$$

### 4.1 Estimation for fixed $m$

We consider the following contrast function and the empirical risk

$$
\gamma_{2, n}(t)=\frac{1}{n} \sum_{k=1}^{n}\left(t\left(X_{k \Delta}\right)-Y_{k \Delta}\right)^{2} \quad \text { and } \quad \mathscr{R}_{2, n}(t)=\mathbb{E}\left(\left\|t-\sigma^{2}\right\|_{n}^{2}\right)
$$

Let us set $\hat{\sigma}_{m}^{2}=\arg \inf _{t \in S_{m}} \gamma_{2, n}(t)$.
Proposition 11. Under Assumptions A1-A4, A6 and A8, the risk of the estimator $\hat{\sigma}_{m}$ is bounded by:

$$
\mathscr{R}_{2, n}\left(\hat{\sigma}_{m}^{2}\right) \leq\left\|\sigma_{A}^{2}-\sigma_{m}^{2}\right\|_{\pi}^{2}+\Sigma_{2} \frac{D_{m}}{n}+C \Delta^{1-\beta / 2} \ln ^{2}(n)
$$

where $\sigma_{A}^{2}(x)=\sigma^{2}(x) \mathbb{1}_{x \in A}$ and $\Sigma_{2} \leq \min \left\{\sigma_{1}^{4}, \frac{\phi_{1}}{\pi_{0}} \int \sigma^{4}(x) \pi(x) d x\right\}$.

The bias term $\left\|\sigma_{A}^{2}-\sigma_{m}^{2}\right\|_{L^{2}}^{2}$ and the variance term $\Sigma_{2} D_{m} n^{-1}$ are the same as for a diffusion without jumps. Nevertheless, the remainder term is $\Delta^{2}$ for a diffusion process (see for instance Comte et al. (2007)). Even for Poisson processes, the remainder term will be here proportional to $\Delta \ln ^{4}(n)$. This is due to the jumps: to bound the risk, we use a Taylor approximation of $X_{(k+1) \Delta}-X_{k \Delta}$. For a SDE without jumps, we can refine this Taylor approximation to obtain a smaller remainder term. Here, the difference $\left(X_{(k+1) \Delta}-X_{k \Delta}\right)^{2 p}$ is proportional to the probability of having a jump in the time interval $[k \Delta,(k+1) \Delta]$ and does not change with $p$ : we can not refine the approximation.

If $\sigma^{2}$ belongs to the Besov space $\mathscr{B}_{2, \infty}^{\alpha}$, then $\left\|\sigma_{A}^{2}-\sigma_{m}^{2}\right\|_{L^{2}}^{2} \lesssim D_{m}^{-2 \alpha}$. The best estimator is obtained for $D_{m_{\text {opt }}}=n^{-1 /(1+2 \alpha)}$ and its risk is bounded by $n^{-2 \alpha /(2 \alpha+1)}+\Delta^{1-\beta / 2}$.
Remark 12. Let us set $\Delta \sim n^{-\delta}$, with $0<\delta<1$. We have the following rates of convergence:

| $a$ | jump diffusions | diffusions |
| :---: | :---: | :---: |
| $0<\delta \leq \frac{2 \alpha}{2(2 \alpha+1)} \leq \frac{1}{2}$ | $\Delta^{1 / 2-\beta / 4}$ | $\Delta$ |
| $\frac{2 \alpha}{2(2 \alpha+1)} \leq \delta \leq \frac{2 \alpha}{(2 \alpha+1)(1-\beta / 2)} \wedge 1$ | $\Delta^{1 / 2-\beta / 4}$ | $n^{-\alpha /(2 \alpha+1)}$ |
| $\frac{2 \alpha}{(2 \alpha+1)(1-\beta / 2)} \wedge 1 \leq \delta<1$ | $n^{-\alpha /(2 \alpha+1)}$ | $n^{-\alpha /(2 \alpha+1)}$ |

If $\beta=0$, the adaptive estimator will reach the rate of convergence $n^{-\alpha /(2 \alpha+1)}$ for high frequency data $\left(n \Delta^{2 \alpha+1 /(2 \alpha)}=O(1)\right)$. This is the minimax rate of convergence for non-parametric estimation of $\sigma^{2}$ for diffusions processes (see for instance Hoffmann (1999)). If $\beta$ or $\alpha$ is too big (as soon as $\beta(\alpha+1 / 2)>1)$, even for high frequency data, the remainder term will be predominant in the risk. Mancini and Renò (2011) set $\delta=1(\Delta=1 / n)$ and assume that the derivative of $\sigma^{2}$ is bounded. They obtain a rate of convergence of $n^{-1 / 3}$. For $\delta$ close to 1 , we obtain the same rate if $\sigma^{2}$ belongs to the Besov space $\mathscr{B}_{2, \infty}^{1}$, that is if $g^{\prime} \in L^{2}$.

### 4.2 Adaptive estimator

Let us introduce a penalty function $\operatorname{pen}_{2}(m)=\kappa n^{-1} \Sigma_{2}$ and define the adaptive estimator $\hat{\sigma}_{\hat{m}}^{2}$ :

$$
\hat{m}=\arg \min _{m \in \mathscr{M}_{n}} \gamma_{2, n}\left(\hat{\sigma}_{m}^{2}\right)+\operatorname{pen}_{2}(m)
$$

where $\mathscr{M}_{n}=\left\{m, D_{m} \leq \mathscr{D}_{n}\right\}$. To bound the risk of the estimator $\hat{\sigma}_{\hat{m}}$, we use a Bernstein-type inequality and a decomposition on a lattice.

Theorem 13. Under Assumptions A1-A4, A6 and A8, there exists $\kappa_{2}$ such that, if $\kappa \geq \kappa_{2}$, we have the following oracle inequality:

$$
\mathscr{R}_{2, n}\left(\hat{\sigma}_{\tilde{m}}^{2}\right) \lesssim \min _{m \in \mathscr{M}_{n}}\left(\left\|\sigma_{A}^{2}-\sigma_{m}^{2}\right\|_{L^{2}}^{2}+\operatorname{pen}_{2}(m)\right)+\Delta^{1-\beta / 2} \ln ^{4}(n)+\frac{1}{n} .
$$

Again, the constant $\Sigma_{2}=\min \left\{\sigma_{1}^{4}, \frac{\phi_{1}}{\pi_{0}} \int \sigma^{4}(x) \pi(x) d x\right\}$ is unknown. Let us set $\hat{\sigma}_{1}^{2}=\sup _{A} \hat{\sigma}_{\ln (n)}^{2}$ and $\hat{M}_{4}^{c}=n^{-1} \sum_{k=1}^{n}\left(Y_{k \Delta}\right)^{2}$, and

$$
\hat{\Sigma}_{2}:=\min \left(\max \hat{\sigma}_{1}^{4}, \frac{\phi_{1}}{3 \hat{\pi}_{0}} \hat{M}_{4}^{c}\right)
$$

The estimator $\hat{\Sigma}_{2}$ converges toward $\Sigma_{2}$ with high probability:

Lemma 14. Under Assumptions $A 1-A_{4}$ and $A 6-A 7$,

$$
\mathbb{P}\left(\left|\hat{\Sigma}_{2}-\Sigma_{2}\right| \geq \frac{1}{\ln (n)}\right) \lesssim n^{-5}
$$

Then the estimator with the estimated penalty satisfies also an oracle inequality:
Corollary 15. Let us set $\widehat{\operatorname{pen}}_{2}(m)=\kappa\left(\hat{\Sigma}_{2}+\frac{1}{\ln (n)}\right) D_{m} /(n \Delta)$ with $\kappa \geq \kappa_{2}$ and $\tilde{m}=\arg \min _{m \in \mathscr{M}_{n}} \gamma_{2, n}\left(\hat{\sigma}_{m}^{2}\right)+$ $\widehat{\operatorname{pen}}_{2}(m)$. Then, for any $\kappa \geq \kappa_{1}$, under Asummptions A1-A4 and A6-A8, we have the following oracle inequality:

$$
\mathscr{R}_{n}\left(\hat{\sigma}_{\hat{m}}^{2}\right) \lesssim \min _{m \in \mathscr{M}_{n}}\left(\left\|\sigma_{A}^{2}-\sigma_{m}^{2}\right\|_{L^{2}}^{2}+\operatorname{pen}_{2}(m)\right)+\Delta^{1-\beta / 2} \ln ^{4}(n)+\frac{1}{n}
$$

## 5 Simulations

### 5.1 Models

In the first three models, we consider a stochastic process $\left(X_{t}\right)$ such that

$$
d X_{t}=b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d W_{t}+\xi\left(X_{t^{-}}\right) d L_{t}, \quad X_{0}=\eta
$$

with $L_{t}$ a compound Poisson process:

$$
L_{t}=\sum_{k=1}^{N_{t}} \zeta_{k}
$$

where $N_{t}$ is a compound Poisson process of intensity 1 , and $\left(\zeta_{k}\right)$ are centred, independent, and identically distributed random variables. We denote by $f$ the law of $\zeta_{k}$ and we assume that $\mathbb{E}\left(\zeta_{k}^{2}\right)=$ 1 and that the random variables $\left(\zeta_{k}\right)$ are independent of $\left(\eta,\left(W_{t}\right)_{t \geq 0}, N_{t}\right)$. The simulation is done by an Euler scheme: we first simulate the instants and the size of the jumps. We obtain a time vector $t_{1}, \ldots, t_{N}$ of the time of the jumps. Thanks to an Euler scheme, we simulate $X_{t}$ on the sorted vector: $\left(0, \Delta, \ldots, t_{1}, \ldots, t_{N}, \ldots, n \Delta\right)$. As $X_{t}$ can considerably vary after a jump, this method of simulation gives us a better accuracy than simulate $L_{\Delta}$ in one step.

The last two models have infinite jump activity: we nearly consider a stable Lévy process (with jumps smaller than 1). We use the same simulation algorithm as for the Poisson process, with an approximate simulaton of the jumps: we only compute the jumps greater than $\Delta$. The jumps smaller than $\Delta$ are replaced by a Gaussian.

All these models satisfy all the assumptions that we can check, that is A1, A2, A4, A5 and A6. We estimate the stationary density, and our models also seem to satisfy also Assumptions A3 and A7.

### 5.2 Method

We change $A$ into the set $[0,1]$ by an affine transformation. We use the vectorial subspaces generated by the spline functions:

$$
\begin{gathered}
S_{m, r}=\operatorname{Vect}\left(\varphi_{r, k, m}, k \in \mathbb{Z}\right), \quad \text { with } \quad \varphi_{r, k, m}=2^{m / 2} g_{r}\left(2^{m} x-k\right) \mathbb{1}_{x \in A} \\
\text { and } g_{r}=\mathbb{1}_{x \in A} * \ldots * \mathbb{1}_{x \in A} \quad(r+1) \text { time }
\end{gathered}
$$

Those subspaces nearly form a multi-resolution analysis of $L^{2}([0,1])$ of regularity $r$.
To construct the adaptive estimator, we compute $\hat{f}_{m, r}$ for $D_{m} \leq \sqrt{n \Delta}, 0 \leq r \leq 4$ and $0 \leq m \leq 7$. Indeed for $m=7$, we already have $D_{m}=128$. If $m$ was bigger, there will be a memory problem. The constants $\kappa_{1}$ and $\kappa_{2}$ are chosen by numerical calibration (see Comte and Rozenholc (2002), Comte and Rozenholc (2004) for a complete discussion). We take $\kappa_{1}=6$ and $\kappa_{2}=24$. Then we compute the adaptive estimators and the robust estimators. We minimize $\gamma_{n}\left(\hat{f}_{m, r}\right)+\widehat{\operatorname{pen}}(m, r)$ with respect to $m$, then $r$.

To obtain Figures 1-5, for each model, we realise 5 simulations and draw the 10 corresponding estimators: 5 with the true penalty constant, and five with the estimated penalty constant (the robust estimator). To construct the tables, for each set $(n, \Delta)$ and each model, we make 50 simulations, and for each simulation, we compute the adaptive estimators $\hat{g}_{\hat{m}, \hat{r}}$ or $\hat{\sigma}_{\hat{m}, \hat{r}}^{2}$ and the robust estimator $\hat{g}_{\tilde{m}, \tilde{r}}$ or $\hat{\sigma}_{\tilde{m}, \tilde{r}}^{2}$, the selected dimension $(\tilde{m}, \tilde{r})$, the estimated penalty constant $\hat{\Sigma}_{1}$ or $\hat{\Sigma}_{2}$, and the empirical errors

$$
\operatorname{risk}=\frac{1}{n} \sum_{k=1}^{n}\left(\hat{g}_{\tilde{m}, \tilde{r}}\left(X_{k \Delta}\right)-g\left(X_{k \Delta}\right)\right)^{2} \mathbb{1}_{X_{k \Delta} \in A}, \quad \text { err }=\frac{1}{n} \sum_{k=1}^{n}\left(\hat{g}_{\hat{m}, \hat{r}}\left(X_{k \Delta}\right)-g\left(X_{k \Delta}\right)\right)^{2} \mathbb{1}_{X_{k \Delta} \in A}
$$

Or for estimating $\sigma^{2}$

$$
\text { risk }=\frac{1}{n} \sum_{k=1}^{n}\left(\hat{\sigma}_{\tilde{m}, \tilde{r}}^{2}\left(X_{k \Delta}\right)-\sigma^{2}\left(X_{k \Delta}\right)\right)^{2} \mathbb{1}_{X_{k \Delta} \in A}, \quad \text { err }=\frac{1}{n} \sum_{k=1}^{n}\left(\hat{\sigma}_{\hat{m}, \hat{r}}^{2}\left(X_{k \Delta}\right)-\sigma^{2}\left(X_{k \Delta}\right)\right)^{2} \mathbb{1}_{X_{k \Delta} \in A}
$$

We also compute the empirical error for each $\hat{g}_{m, r}\left(\right.$ or $\left.\hat{\sigma}_{m, r}^{2}\right)$. Then we deduce the dimension $\left(m_{\min }, r_{\text {min }}\right)$ that minimizes the empirical error (denoted by $\operatorname{err}_{\min }$ ). In the tables, we write the following informations:

- mean and standard deviation of the risk of the robust estimators $\hat{g}_{\tilde{m}, \tilde{r}}$ and $\hat{\sigma}_{\tilde{m}, \tilde{r}}^{2}$ (in fact, we give the squrare roots of these quantities, that is $\sqrt{\mathrm{mean}(\text { risk })}$ and $\sqrt{\mathrm{sd}(\text { risk })}$ to compare more easily the error and the values of the function).
- A criteria of comparison between the risks of the adaptive estimator and the robust estimator; orpen $=\operatorname{mean}(\ln ($ risk $/ \mathrm{err}))$. The quantity orpen is positive if the robust estimator is worse, and negative if the robust estimator is better.
- An oracle to compare the risks of the robust estimator and the 'oracle' estimator; or $=$ mean $\left(\ln \left(\right.\right.$ risk $/$ err $\left.\left._{\min }\right)\right)$. This quantity is always positive.
- the mean and the standard deviation of the selected dimension $D_{\tilde{m}, \tilde{r}}$.
- the mean and standard deviation of the estimated penalty constant $\hat{\Sigma}_{1}$ or $\hat{\Sigma}_{2}$.

The best results for risk are written in bold.

### 5.3 Results

The estimation of $\sigma^{2}$ seems very good for models $1-3$, that is when the Blumenthal-Getoor index is equal to 0 . For $\Delta$ small enough $\left(\Delta=10^{-2}\right.$ or $10^{-3}$ for Model $1, \Delta=10^{-3}$ for Models 2 and 3), the risk of the robust adaptive estimator $\hat{\sigma}_{\tilde{m}, \tilde{r}}^{2}$ is inversely proportional to $n$, that is proportional to
the variance term. When $\beta$ is not equal to 0 (models 4-5), we overestimate $\sigma^{2}$ : this is because the small jumps can not be cut. The risk mostly depends on $\Delta$ : the remainder term is predominant. The effect is more important for Model 5 (with Blumenthal-Getoor index equal to $3 / 2$ ) than for Model 4 (with Blumenthal-Getoor index equal to $1 / 2$ ): this is consistent with Remark 12 . The best results are obtained for $\Delta=10^{-3}$ and $n=10^{5}$.

The results for function $g=\sigma^{2}+\xi^{2}$ are quite different. Indeed, the variance term is bigger (it is proportional to $1 / n \Delta$ and not $1 / n$ ). The convergence is good for Ornstein-Uhlenbeck models (Models 1, 4 and 5); when $\Delta$ is small enough $\left(\leq 10^{-2}\right)$, the risk in inversely proportional to $n \Delta$. This is not exactly the case Models 2 and 3, as we have to find a good trade-off between the bias and the variance terms. But, when $\Delta \leq 10^{-2}$, the risk seems to depends only on $n \Delta$. The larger $n \Delta$, the larger the selected dimension: our estimator is really adaptive.

The risk of the robusts estimators seems to be either comparable, either even better (for the Ornstein-Uhlenbeck models) than the adaptive estimator with known penalty constant. For the Ornstein-Uhlenbeck, we tend to overestimate the penalty, which is better than underestimate it.

The constant $\hat{\Sigma}_{2}$ seems to converge, even very slowly. For $\hat{\Sigma}_{1}$, it is more difficult to see a pattern. This is quite understandable: the rate of convergence of $\hat{\Sigma}_{2}$ really depends on $\Delta$ and on $n$, whereas the one of $\hat{\Sigma}_{1}$ depends on $\Delta$ and on $n \Delta$.

## 6 Proofs

### 6.1 Proof of Lemma1

The first two inequalities are fairly classical, so we do not give the proof here. The process being stationary, we only prove the result for $k=1$.

For any function $f$ Lipschitz, by Hölder inequality and equation (3),

$$
\begin{align*}
\mathbb{E}\left(\left(\int_{k \Delta}^{(k+1) \Delta} f\left(X_{s}\right)-f\left(X_{k \Delta}\right) d s\right)^{2 p} \mid \mathscr{F}_{k \Delta}\right) & \leq \Delta^{2 p-1} \mathbb{E}\left(\int_{k \Delta}^{(k+1) \Delta}\left(f\left(X_{s}\right)-f\left(X_{k \Delta}\right)\right)^{2 p} d s \mid \mathscr{F}_{k \Delta}\right) \\
& \lesssim \Delta^{2 p+1} I_{2 p}+\Delta^{3 p} . \tag{5}
\end{align*}
$$

Let us set

$$
\begin{gather*}
\tilde{B}_{k \Delta}:=\int_{k \Delta}^{(k+1) \Delta}\left(b\left(X_{s}\right)-b\left(X_{k \Delta}\right)\right) d s, \quad \tilde{Z}_{k \Delta}:=\int_{k \Delta}^{(k+1) \Delta}\left(\sigma\left(X_{s}\right)-\sigma\left(X_{k \Delta}\right)\right) d W_{s} \\
\tilde{J}_{k \Delta}:=\int_{k \Delta}^{(k+1) \Delta}\left(\xi\left(X_{s}\right)-\xi\left(X_{k \Delta}\right)\right) d L_{s} . \tag{6}
\end{gather*}
$$

We have that
$\mathbb{E}\left(B_{\Delta}^{2 p} \mid \mathscr{F}_{0}\right)=\mathbb{E}\left(\left(\Delta b\left(X_{k \Delta}\right)+\tilde{B}_{k \Delta}\right)^{2 p} \mid \mathscr{F}_{0}\right)=b\left(X_{0}\right)^{2 p} \Delta^{2 p}+\sum_{i=1}^{2 p} C_{2 p}^{i} b\left(X_{0}\right)^{2 p-i} \Delta^{2 p-i} \mathbb{E}\left(\tilde{B}_{k \Delta}^{i} \mid \mathscr{F}_{0}\right)$
Then by, as the function $b$ is Lipschitz, by (5),

$$
\mathbb{E}\left(B_{\Delta}^{2 p}-\Delta^{2 p} b\left(X_{0}\right)^{2 p} \mid \mathscr{F}_{0}\right) \lesssim \sum_{i=1}^{2 p} \Delta^{2 p-i} \Delta^{i+1 / 2} \lesssim \Delta^{2 p+1 / 2}
$$

Figure 1: Model 1: Ornstein-Uhlenbeck and binomial jumps $(\beta=0)$

$$
d X_{t}=-2 X_{t} d t+d W_{t}+d L_{t}
$$

with binomial jumps: $\mathbb{P}\left(\zeta_{k}=1\right)=\mathbb{P}\left(\zeta_{k}=-1\right)=0.5$. Then $\xi_{1}^{4} I_{4}=1$ and $\sigma_{1}^{4}=1$.

Estimation of $\sigma^{2}$

$n=10^{5}, \Delta=10^{-3}$
-. : estimator with true penalty constant

Estimation of $\sigma^{2}+\xi^{2}$

$n=10^{5}, \Delta=10^{-2}$

Estimation of $\sigma^{2}+\xi^{2}$

| $\Delta$ | $n$ | Risk <br>  |  |  |  |  |  | mean | sd |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| orpen | or | $D_{\tilde{m}, \tilde{r}}$ |  | $\hat{\Sigma}_{1}$ |  |  |  |  |  |
| $10^{-1}$ | $10^{3}$ | 0.28 | 0.26 | -0.26 | 0 | 1 | 0 | 3.8 | 1.4 |
| $10^{-1}$ | $10^{4}$ | 0.26 | 0.14 | -0.10 | 0.0046 | 1.0 | 0.2 | 2.9 | 1.2 |
| $10^{-1}$ | $10^{5}$ | 0.27 | 0.079 | -0.00060 | 0.12 | 3.0 | 0.1 | 2.1 | 0.3 |
| $10^{-2}$ | $10^{3}$ | 0.34 | 0.42 | -0.31 | 0 | 1 | 0 | 4.3 | 3.7 |
| $10^{-2}$ | $10^{4}$ | 0.11 | 0.16 | -0.19 | 0 | 1 | 0 | 2.4 | 1 |
| $10^{-2}$ | $10^{5}$ | $\mathbf{0 . 0 4 9}$ | 0.054 | -0.057 | 0.087 | 1.0 | 0.1 | 1.5 | 0.35 |
| $10^{-3}$ | $10^{4}$ | 0.34 | 0.41 | -0.24 | 0 | 1 | 0 | 4.3 | 2.8 |
| $10^{-3}$ | $10^{5}$ | 0.11 | 0.13 | -0.16 | 0 | 1 | 0 | 2.2 | 0.9 |


| $\Delta$ | $n$ | Estimation of $\sigma^{2}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mean | sd | orpen | or | $D_{\tilde{m}, \tilde{r}}$ |  | $\hat{\Sigma}_{2}$ |  |
| $10^{-1}$ | $10^{3}$ | 0.74 | 0.43 | -0.15 | 0.0011 | 1.0 | 0.07 | 7.5 | 3.7 |
| $10^{-1}$ | $10^{4}$ | 0.74 | 0.24 | -0.034 | 0.0034 | 1.125 | 0.47 | 4.90 | 1.05 |
| $10^{-1}$ | $10^{5}$ | 0.75 | 0.13 | -0.0019 | 0.014 | 3.0 | 0.2 | 4.2 | 0.3 |
| $10^{-2}$ | $10^{3}$ | 0.050 | 0.059 | -0.035 | 0 | 1 | 0 | 2.3 | 2.7 |
| $10^{-2}$ | $10^{4}$ | 0.18 | 0.14 | -0.30 | 0.061 | 1.4 | 1.8 | 2.1 | 0.6 |
| $10^{-2}$ | $10^{5}$ | 0.90 | 0.26 | -0.017 | 0.031 | 18.6 | 13.5 | 4.4 | 0.7 |
| $10^{-3}$ | $10^{4}$ | 0.015 | 0.019 | -0.055 | 0 | 1 | 0 | 1.4 | 1.4 |
| $10^{-3}$ | $10^{5}$ | $\mathbf{0 . 0 0 5 2}$ | 0.0063 | 0 | 0 | 1 | 0 | 1.1 | 0.04 |

Figure 2: Model 2: square function and Laplace jumps $(\beta=0)$

$$
d X_{t}=-2 X_{t} d t+\frac{X_{t^{-}}^{2}+3}{X_{t^{-}}^{2}+1} d W_{t}+d L_{t}
$$

with Laplace jumps:

$$
f(d z)=\nu(d z)=0.5 e^{-|z \sqrt{2}|}
$$

Then $\xi_{1}^{4} I_{4}=6$ and $\sigma_{1}^{4}=81$.
Estimation of $\sigma^{2} \quad$ Estimation of $\sigma^{2}+\xi^{2}$


$$
n=10^{5}, \Delta=10^{-3}
$$

- : true function $\quad-$ : estimator with true penalty constant

$n=10^{5}, \Delta=10^{-2}$
...: robust estimator

Estimation of $\sigma^{2}+\xi^{2}$

| $\Delta$ | $n$ | Risk <br>  |  |  |  |  |  | mean | sd |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| orpen | or | $D_{\tilde{m}, \tilde{r}}$ |  | $\hat{\Sigma}_{1}$ |  |  |  |  |  |
| mean | sd | mean | sd |  |  |  |  |  |  |
| $10^{-1}$ | $10^{3}$ | 2.29 | 1.2 | -0.017 | 0.34 | 1.0 | 0.3 | 30 | 26 |
| $10^{-1}$ | $10^{4}$ | 2.04 | 0.9 | 0.097 | 0.13 | 2.1 | 1.0 | 26 | 12 |
| $10^{-1}$ | $10^{5}$ | 1.89 | 0.4 | $5.10^{-5}$ | 0.0053 | 3.0 | 0.1 | 19 | 4 |
| $10^{-2}$ | $10^{3}$ | 2.25 | 3.5 | -0.30 | 0.85 | 1.15 | 0.5 | 55 | 198 |
| $10^{-2}$ | $10^{4}$ | 1.29 | 1.1 | 0.76 | 1.20 | 1.9 | 1.0 | 32 | 41 |
| $10^{-2}$ | $10^{5}$ | $\mathbf{0 . 4 0}$ | 0.3 | -0.061 | 0.21 | 3 | 0 | 20 | 14 |
| $10^{-3}$ | $10^{4}$ | 1.64 | 1.7 | -0.62 | 0.71 | 1.7 | 1 | 27 | 80 |
| $10^{-3}$ | $10^{5}$ | 1.28 | 1.1 | 0.71 | 1.20 | 1.9 | 1.0 | 32 | 34 |

Estimation of $\sigma^{2}$

| $\Delta$ | $n$ | Risk |  |  |  |  |  | $D_{\tilde{m}, \tilde{r}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mean | $\hat{\Sigma}_{2}$ |  |  |  |  |  |  |  |  |
|  |  | mean | sd | orpen | or | mean | sd | mean | sd |
| $10^{-1}$ | $n^{3}$ | 1.97 | 0.8 | 0 | 0.52 | 1 | 0 | 48 | 9.0 |
| $10^{-1}$ | $10^{4}$ | 1.44 | 0.8 | -0.33 | 0.083 | 2.6 | 0.8 | 43 | 2.9 |
| $10^{-1}$ | $10^{5}$ | 1.28 | 0.3 | $4.10^{-5}$ | 0.013 | 3.0 | 0.07 | 43 | 1.1 |
| $10^{-2}$ | $10^{3}$ | 1.76 | 0.7 | 0.025 | 1.53 | 1.0 | 0.2 | 67 | 15.4 |
| $10^{-2}$ | $10^{4}$ | 0.38 | 0.3 | 0 | 0.22 | 3 | 0 | 72 | 5.6 |
| $10^{-2}$ | $10^{5}$ | 0.26 | 0.2 | -0.016 | 0.19 | 3.5 | 0.8 | 73 | 1.7 |
| $10^{-3}$ | $10^{4}$ | 0.32 | 0.3 | 0 | 0.29 | 3 | 0 | 76 | 6.1 |
| $10^{-3}$ | $10^{5}$ | $\mathbf{0 . 1 4}$ | 0.08 | -0.024 | 0.95 | 3.3 | 0.8 | 78 | 1.6 |

Figure 3: Model 3: sine function and Gaussian jumps $(\beta=0)$

$$
d X_{t}=\left(-2 X_{t}+\sin \left(3 X_{t}\right)\right) d t+\sqrt{2+0.5 \sin \left(\pi X_{t^{-}}\right)}\left(d W_{t}+d L_{t}\right)
$$

with normal jumps: $\zeta_{k} \sim \mathscr{N}(0,1)$. We have that $\sigma_{1}^{4}=6.25$ and $\xi_{1}^{4} I_{4}=18.75$.

Estimation of $\sigma^{2}$

$n=10^{5}, \Delta=10^{-3}$

Estimation of $\sigma^{2}+\xi^{2}$

$n=10^{5}, \Delta=10^{-2}$

- : estimator with true penalty constant
...: robust estimator
Estimation of $\sigma^{2}+\xi^{2}$

| $\Delta$ | $n$ | Risk |  |  |  |  |  | $D_{\tilde{m}, \tilde{r}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mean | $\hat{\Sigma}_{1}$ |  |  |  |  |  |  |  |  |
|  |  | mean | sd | orpen | or | mean | sd |  |  |
| $10^{-1}$ | $10^{3}$ | 0.98 | 0.7 | -0.029 | 0.44 | 1 | 0 | 32 | 23 |
| $10^{-1}$ | $10^{4}$ | 0.83 | 0.5 | 0.10 | 0.36 | 1.5 | 0.5 | 26 | 9 |
| $10^{-1}$ | $10^{5}$ | 0.67 | 0.25 | -0.0043 | 0.024 | 3.9 | 0.9 | 18 | 3.0 |
| $10^{-2}$ | $10^{3}$ | 1.42 | 1.5 | -0.24 | 0.17 | 1 | 0 | 53 | 72 |
| $10^{-2}$ | $10^{4}$ | 0.85 | 0.6 | -0.058 | 0.78 | 1.0 | 0.07 | 42 | 26 |
| $10^{-2}$ | $10^{5}$ | $\mathbf{0 . 4 0}$ | 0.3 | 0.039 | 0.87 | 2.0 | 0.3 | 27 | 8 |
| $10^{-3}$ | $10^{4}$ | 1.52 | 2.0 | -0.15 | 0.20 | 1 | 0 | 63 | 100 |
| $10^{-3}$ | $10^{5}$ | 0.82 | 0.5 | -0.018 | 0.82 | 1.0 | 0.07 | 41 | 21 |


| Estimation of $\sigma^{2}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta$ | $n$ | Risk <br> orpen |  |  |  | or | $D_{\tilde{m}, \tilde{r}}$ |  | $\hat{\Sigma}_{2}$ |  |
| mean | sd | mean | sd |  |  |  |  |  |  |  |
| $10^{-1}$ | $10^{3}$ | 0.67 | 0.4 | 0.00090 | 0.21 | 1.0 | 0.2 | 13.0 | 5.6 |  |
| $10^{-1}$ | $10^{4}$ | 0.99 | 0.4 | -0.013 | 0.030 | 2.3 | 0.84 | 12.5 | 1.8 |  |
| $10^{-2}$ | $10^{5}$ | 1.22 | 0.3 | -0.0066 | 0.0048 | 4.8 | 0.8 | 13.8 | 0.6 |  |
| $10^{-2}$ | $10^{3}$ | 0.36 | 0.2 | 0.10 | 1.31 | 1.1 | 0.32 | 8.3 | 4.0 |  |
| $10^{-2}$ | $10^{4}$ | 0.17 | 0.1 | 0.037 | 0.69 | 2.6 | 0.9 | 6.7 | 0.6 |  |
| $10^{-2}$ | $10^{5}$ | 0.20 | 0.09 | -0.00068 | 0.011 | 4.1 | 0.44 | 6.9 | 0.22 |  |
| $10^{-3}$ | $10^{4}$ | 0.14 | 0.01 | 0.020 | 1.40 | 2.6 | 0.9 | 6.4 | 1.2 |  |
| $10^{-3}$ | $10^{5}$ | $\mathbf{0 . 0 2 7}$ | 0.02 | 0 | 0.22 | 4 | 0 | 6.2 | 0.15 |  |

Figure 4: Model 4: stable jumps $(\beta=1 / 2)$

$$
b(x)=-2 x \quad \sigma^{2}(x)=\xi^{2}(x)=1, \quad \nu(d z)=\frac{3}{4 z^{3 / 2}} \mathbb{1}_{|z| \leq 1}
$$

the jumps have infinite activity. The Blumenthal-Getoor index is equal to $\beta=1 / 2$, and $\xi_{1}^{4} I_{4}=3 / 7$.

Estimation of $\sigma^{2}$
Estimation of $\sigma^{2}+\xi^{2}$


-. : estimator with true penalty constant
...: robust estimator

| Estimation of $\sigma^{2}+\xi^{2}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta$ | $n$ | mean | sd | Risk <br> orpen | or | mean | sd | mean | sd |
| $10^{-1}$ | $10^{3}$ | 0.29 | 0.2 | -0.12 | 0 | 1 | 0 | 2.6 | 1.3 |
| $10^{-1}$ | $10^{4}$ | 0.26 | 0.1 | -0.11 | 0.011 | 1.1 | 0.4 | 2.0 | 0.6 |
| $10^{-1}$ | $10^{5}$ | 0.27 | 0.07 | -0.00063 | 0.11 | 3.0 | 0.1 | 1.6 | 0.2 |
| $10^{-2}$ | $10^{3}$ | 0.24 | 0.3 | -0.090 | 0 | 1 | 0 | 1.8 | 1.7 |
| $10^{-2}$ | $10^{4}$ | 0.078 | 0.09 | -0.047 | 0 | 1 | 0 | 1.2 | 0.6 |
| $10^{-2}$ | $10^{5}$ | $\mathbf{0 . 0 3 7}$ | 0.04 | 0 | 0.052 | 1.0 | 0.1 | 0.74 | 0.16 |
| $10^{-3}$ | $10^{4}$ | 0.23 | 0.3 | -0.073 | 0 | 1 | 0 | 1.8 | 1.1 |
| $10^{-3}$ | $10^{5}$ | 0.076 | 0.09 | -0.047 | 0.0084 | 1.0 | 0.07 | 1.0 | 0.5 |


| $\Delta$ | $n$ | Estimation of $\sigma^{2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-1}$ | $10^{3}$ | 0.73 | 0.4 | -0.061 | 0 | 1 | $D_{\tilde{m}, \tilde{r}}$ | $\hat{\Sigma}_{2}$ |  |  |
| $10^{-1}$ | $10^{4}$ | 0.75 | 0.2 | -0.022 | 0.0015 | 1.1 | 0.4 | 4.7 | 0.85 |  |
| $10^{-1}$ | $10^{5}$ | 0.75 | 0.13 | -0.00049 | 0.014 | 3 | 0 | 4.2 | 0.25 |  |
| $10^{-2}$ | $10^{3}$ | 0.53 | 0.4 | -0.14 | 0.0024 | 1.0 | 0.07 | 7.7 | 11 |  |
| $10^{-2}$ | $10^{4}$ | 0.82 | 0.3 | -0.099 | 0.0038 | 1.2 | 0.5 | 5.0 | 1.3 |  |
| $10^{-2}$ | $10^{5}$ | 0.96 | 0.2 | -0.020 | 0.0018 | 2.1 | 3.1 | 4.5 | 0.4 |  |
| $10^{-3}$ | $10^{4}$ | $\mathbf{0 . 1 5}$ | 0.1 | -0.041 | 0.016 | 1.1 | 0.4 | 2.0 | 0.9 |  |
| $10^{-3}$ | $10^{5}$ | $\mathbf{0 . 2 1}$ | 0.07 | -0.017 | 0.0078 | 1.7 | 1.7 | 1.7 | 0.14 |  |

Figure 5: Model 5: stable jumps $(\beta=3 / 2)$

$$
b(x)=-2 x \quad \sigma^{2}(x)=\xi^{2}(x)=1, \quad \nu(d z)=\frac{1}{4 z^{5 / 2}} \mathbb{1}_{|z| \leq 1}
$$

Then the Blumethal-Getoor index is equal to $3 / 2$ and $\xi_{1}^{4} I_{4}=1 / 5$ and $\sigma_{1}^{4}=1$.
Estimation of $\sigma^{2}$
Estimation of $\sigma^{2}+\xi^{2}$

$n=10^{5}, \Delta=10^{-3}$
-. : estimator with true penalty constant


$$
n=10^{5}, \Delta=10^{-2}
$$

| Estimation de $\sigma^{2}+\xi^{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta$ | $n$ | Risk |  |  |  |  |  |  |  |  | $D_{\tilde{m}, \tilde{r}}$ |  | $\hat{\Sigma}_{1}$ |  |
|  |  | mean | sd | orpen | or | mean | sd | mean | sd |  |  |  |  |  |
| $10^{-1}$ | $10^{3}$ | 0.28 | 0.2 | -0.50 | 0 | 1 | 0 | 2.1 | 0.9 |  |  |  |  |  |
| $10^{-1}$ | $10^{4}$ | 0.27 | 0.13 | -0.16 | 0.012 | 1.1 | 0.39 | 1.8 | 0.5 |  |  |  |  |  |
| $10^{-1}$ | $10^{5}$ | 0.28 | 0.070 | -0.0032 | 0.11 | 3.0 | 0.1 | 1.4 | 0.14 |  |  |  |  |  |
| $10^{-2}$ | $10^{3}$ | 0.18 | 0.20 | -0.52 | 0 | 1 | 0 | 1.1 | 1.3 |  |  |  |  |  |
| $10^{-2}$ | $10^{4}$ | 0.069 | 0.08 | -0.13 | 0 | 1 | 0 | 0.68 | 0.3 |  |  |  |  |  |
| $10^{-2}$ | $10^{5}$ | $\mathbf{0 . 0 3 6}$ | 0.035 | -0.14 | 0.020 | 1.0 | 0.1 | 0.44 | 0.10 |  |  |  |  |  |
| $10^{-3}$ | $10^{4}$ | 0.16 | 0.2 | -0.32 | 0 | 1 | 0 | 0.96 | 0.7 |  |  |  |  |  |
| $10^{-3}$ | $10^{5}$ | 0.054 | 0.07 | -0.2 | 0.010 | 1.0 | 0.07 | 0.53 | 0.3 |  |  |  |  |  |


| Estimation de $\sigma^{2}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta$ | $n$ | Risk <br> orpen |  |  |  | or | $D_{\tilde{m}, \tilde{r}}$ |  | $\hat{\Sigma}_{2}$ |  |
|  |  | mean | sd | mean | sd | mean | sd |  |  |  |
| $10^{-1}$ | $10^{3}$ | 0.74 | 0.4 | -0.042 | 0 | 1 | 0 | 6.4 | 2.7 |  |
| $10^{-1}$ | $10^{4}$ | 0.74 | 0.21 | -0.018 | 0.0015 | 1.1 | 0.3 | 4.6 | 0.7 |  |
| $10^{-1}$ | $10^{5}$ | 0.74 | 0.12 | -0.00020 | 0.015 | 3.0 | 0.07 | 4.1 | 0.2 |  |
| $10^{-2}$ | $10^{3}$ | 0.77 | 0.42 | -0.083 | 0 | 1 | 0 | 9.3 | 11 |  |
| $10^{-2}$ | $10^{4}$ | 0.90 | 0.30 | -0.038 | 0.0009 | 1.0 | 0.25 | 4.9 | 0.98 |  |
| $10^{-2}$ | $10^{5}$ | 0.96 | 0.18 | -0.011 | 0.00026 | 1.2 | 0.52 | 4.3 | 0.3 |  |
| $10^{-3}$ | $10^{4}$ | $\mathbf{0 . 5 3}$ | 0.20 | -0.015 | 0.00076 | 1.0 | 0.1 | 3.3 | 1.2 |  |
| $10^{-3}$ | $10^{5}$ | $\mathbf{0 . 5 9}$ | 0.13 | -0.0078 | 0.00051 | 1.2 | 0.6 | 2.8 | 0.2 |  |

We now focus on the Brownian term.

$$
\begin{aligned}
\mathbb{E}\left(Z_{\Delta}^{2 p} \mid \mathscr{F}_{0}\right) & =\mathbb{E}\left(\left(\sigma\left(X_{0}\right) W_{\Delta}+\tilde{Z}_{k \Delta}\right)^{2 p} \mid \mathscr{F}_{0}\right) \\
& =\sigma\left(X_{0}\right)^{2 p} \mathbb{E}\left(W_{\Delta}^{2 p}\right)+\sum_{i=1}^{2 p} C_{2 p}^{i} \sigma\left(X_{0}\right)^{2 p-i} \mathbb{E}\left(W_{\Delta}^{2 p-i} \tilde{Z}_{\Delta}^{i} \mid \mathscr{F}_{0}\right)
\end{aligned}
$$

By Cauchy-Schwarz,

$$
\mathbb{E}\left(Z_{\Delta}^{2 p}-\sigma\left(X_{0}\right) \mathbb{E}\left(W_{\Delta}^{2 p}\right) \mid \mathscr{F}_{0}\right) \lesssim \sum_{i=1}^{2 p}\left(\mathbb{E}\left(W_{\Delta}^{4 p-2 i}\right) \mathbb{E}\left(\tilde{Z}_{k \Delta}^{2 i} \mid \mathscr{F}_{0}\right)\right)^{1 / 2} \lesssim \sum_{i=1}^{2 p}\left(\Delta^{2 p-i} \mathbb{E}\left(\tilde{Z}_{\Delta}^{2 i} \mid \mathscr{F}_{0}\right)\right)^{1 / 2}
$$

According to the Burkholder-Davis-Gundy inequality, Hölder inequality and (3),

$$
\begin{align*}
\mathbb{E}\left(\tilde{Z}_{\Delta}^{2 i} \mid \mathscr{F}_{0}\right) & \lesssim \mathbb{E}\left(\left(\int_{0}^{\Delta}\left(\sigma\left(X_{s}\right)-\sigma\left(X_{k \Delta}\right)\right)^{2} d s\right)^{i} \mid \mathscr{F}_{0}\right) \lesssim \Delta^{i-1} \mathbb{E}\left(\int_{0}^{\Delta}\left(\sigma\left(X_{s}\right)-\sigma\left(X_{k \Delta}\right)\right)^{2 i} d s \mid \mathscr{F}_{0}\right) \\
& \lesssim \Delta^{i+1} \tag{7}
\end{align*}
$$

Therefore, As $\mathbb{E}\left(W_{\Delta}^{2 p}\right)=\Delta^{p} \mathbb{E}\left(N^{2 p}\right)$ where $N$ is a centred reduced gaussian,

$$
\mathbb{E}\left(Z_{\Delta}^{2 p}-\sigma\left(X_{0}\right)^{2 p} \Delta^{p} \mathbb{E}\left(N^{2 p}\right) \mid \mathscr{F}_{0}\right) \lesssim \Delta^{p+1 / 2}
$$

To bound the jump term, let us first remark that $\mathbb{E}\left(L_{\Delta}^{2 p}\right)=\Delta I_{2 p}+C \Delta^{2}$. Then

$$
\mathbb{E}\left(J_{k \Delta}^{2 p} \mid \mathscr{F}_{0}\right)=\xi^{2 p}\left(X_{0}\right) \mathbb{E}\left(L_{\Delta}^{2 p}\right)+\sum_{i=1}^{2 p} C_{2 p}^{i} \xi^{2 p-i}\left(X_{0}\right) \mathbb{E}\left(L_{\Delta}^{2 p-i} \tilde{J}_{\Delta}^{i} \mid \mathscr{F}_{0}\right)
$$

By the Burkholder-Davis-Gundy inequality and (5), we get:

$$
\begin{align*}
\mathbb{E}\left(\tilde{J}_{\Delta}^{2 p}\right) & \lesssim I_{2 p} \int_{0}^{\Delta}\left(\xi\left(X_{s}\right)-\xi\left(X_{k \Delta}\right)\right)^{2 p} d s+\left(\int_{0}^{\Delta}\left(\xi\left(X_{s}\right)-\xi\left(X_{0}\right)^{2} d s\right)^{p}\right. \\
& \lesssim \Delta I_{2 p}\left(\Delta I_{2 p}+\Delta^{p}\right)+\Delta^{p}\left(\Delta I_{2}\right)^{p} \lesssim \Delta^{2} I_{2 p}^{2}+\Delta^{p+1} I_{2 p}+\Delta^{2 p} \tag{8}
\end{align*}
$$

By Cauchy-Schwarz, we obtain:

$$
\mathbb{E}\left(J_{k \Delta}-\xi^{2 p}\left(X_{0}\right) \mathbb{E}\left(L_{\Delta}^{2 p}\right) \mid \mathscr{F}_{0}\right) \lesssim \sum_{i=1}^{2 p}\left(\Delta \Delta^{2}\right)^{1 / 2} \lesssim \Delta^{3 / 2}
$$

which ends the proof.

### 6.2 Proof of Lemma 2

We introduce the compensated Poisson measure $\tilde{\mu}(s, z)=\mu(s, z)-\nu(z) s$, and we decompose the Lévy process as follows:

$$
\begin{align*}
& L_{s}^{(1)}=\int_{0}^{s} \int_{|z| \leq \Delta^{1 / 2}} z \tilde{\mu}(d s, d z), \quad L_{s}^{(2)}=\int_{0}^{s} \int_{\Delta^{1 / 2}<|z| \leq \Delta^{1 / 4}} z \tilde{\mu}(d s, d z) \\
& L_{s}^{(3)}=\int_{0}^{s} \int_{\Delta^{1 / 4} \leq|z| \leq 1} z \tilde{\mu}(d s, d z), \quad L_{s}^{(4)}=\int_{0}^{s} \int_{|z|>1} z \mu(d s, d z) \tag{9}
\end{align*}
$$

and the random variables $J_{k \Delta}^{(i)}=\int_{k \Delta}^{(k+1) \Delta} \xi\left(X_{s^{-}}\right) d L_{s}^{(i)}$. The Brownian and the very small jumps have a similar behaviour. One big jump term can be quite large, but as many terms are zero, its mean can be bounded.

## Bound of the drift terms

As $X_{k \Delta} \in A, b\left(X_{k \Delta}\right)$ is bounded. Let us set $\tilde{B}_{k \Delta}:=B_{k \Delta}-\Delta b\left(X_{k \Delta}\right)=\int_{k \Delta}^{(k+1) \Delta}\left(b\left(X_{s}\right)-b\left(X_{k \Delta}\right)\right) d s$. By Hölder inequality and Lemma 1 , as $b$ is Lipschitz, if $\mathbb{E}\left(X_{0}^{2 p}\right)<\infty$,

$$
\begin{align*}
\mathbb{E}\left(\left(\tilde{B}_{k \Delta}\right)^{2 p} \mid \mathscr{F}_{k \Delta}\right) & \leq \mathbb{E}\left(\int_{k \Delta}^{(k+1) \Delta}\left(b\left(X_{s}\right)-b\left(X_{k \Delta}\right)\right)^{2 p} d s\left(\int_{k \Delta}^{(k+1) \Delta} 1^{2 p /(2 p-1)}\right)^{2 p-1} \mid \mathscr{F}_{k \Delta}\right) \\
& \leq \mathbb{E}\left(\int_{k \Delta}^{(k+1) \Delta}\left(X_{s}-X_{k \Delta}\right)^{2 p} d s \Delta^{2 p-1} \mid \mathscr{F}_{k \Delta}\right) \lesssim \Delta^{2 p+1} . \tag{10}
\end{align*}
$$

Therefore, by Markov inequality, for any $\epsilon \in] 0,1[$, any $p \geq 1$,

$$
\mathbb{P}\left(\left|B_{k \Delta}\right| \geq \Delta^{1-\epsilon}\right) \lesssim \Delta^{-2 p+2 p \epsilon} \mathbb{E}\left(\tilde{B}_{k \Delta}^{2 p}\right) \lesssim \Delta^{1+2 p \epsilon} .
$$

By Assumption A5, $\Delta=O\left(n^{-\delta}\right)$ and then $\mathbb{P}\left(\left|B_{k \Delta}\right| \geq \Delta^{1-\epsilon}\right) \lesssim n^{-r}$.

## Bound of the Brownian terms

By Markov inequality,

$$
\begin{aligned}
\mathbb{P}\left(Z_{k \Delta} \geq r \sigma_{1} \Delta^{1 / 2} \ln (n)\right) & \leq n^{-r} \mathbb{E}\left[\exp \left(\frac{1}{\sigma_{1} \Delta^{1 / 2}} Z_{k \Delta}\right)\right] \\
& \leq n^{-r} \mathbb{E}\left[\exp \left(\frac{1}{\sigma_{1}^{2} \Delta} \int_{k \Delta}^{(k+1) \Delta} \sigma^{2}\left(X_{s}\right) d s\right)\right] \leq n^{-r} .
\end{aligned}
$$

By symmetry, $\mathbb{P}\left(Z_{k \Delta} \leq-r \sigma_{1} \Delta^{1 / 2} \ln (n)\right) \leq n^{-r}$ and $\mathbb{P}\left(\left|Z_{k \Delta}\right| \geq r \sigma_{1} \Delta^{1 / 2} \ln (n)\right) \leq 2 n^{-r}$.

## Bound of the small jumps.

The terms $J_{k \Delta}^{(1)}$ are small and can be bounded in the same way as the Brownian terms $Z_{k \Delta}$. As the terms are stationary, we focus on the bound of $J_{\Delta}^{(1)}$. Let us set

$$
K_{a, t}=\int_{0}^{t} \int_{-\Delta^{1 / 2}}^{\Delta^{1 / 2}}\left(e^{a \xi\left(X_{s}\right) z}-1-a \xi\left(X_{s}\right) z\right) \nu(d z) d s \quad \text { and } \quad V_{a, t}=a \int_{0}^{t} \xi\left(X_{s^{-}}\right) d L_{s}^{(1)}-K_{a, t}
$$

According to Corollary 5.2.2 of Applebaum (2004), for any $a \geq 0, t>0, \exp \left(V_{a, t}\right)$ is a local martingale. We consider a sequence of increasing stopping times $\left(\tau_{N}\right)$ such that $\tau_{N} \rightarrow \infty$ and $\exp \left(V_{a, t \wedge \tau_{N}}\right)$ is a martingale. Then $\mathbb{E}\left(\exp \left(V_{a, \Delta \wedge \tau_{N}}\right)=1\right.$. We can remark that for any $a \leq 1 /\left(2 \xi_{1} \Delta^{1 / 2}\right)$,

$$
K_{a, t} \leq \int_{0}^{t} \int_{-\Delta^{1 / 2}}^{\Delta^{1 / 2}} a^{2} z^{2} \xi^{2}\left(X_{s}\right) \nu(d z) d s \leq \xi_{1}^{2} a^{2} t \int_{-\Delta^{1 / 2}}^{\Delta^{1 / 2}} z^{2} \nu(d z)
$$

We recall that $\beta$ is the Blumenthal-Getoor index (see Assumption A2), and therefore

$$
\int_{-\Delta^{1 / 2}}^{\Delta^{1 / 2}} z^{2} \nu(d z)=\int_{-\Delta^{1 / 2}}^{\Delta^{1 / 2}} z^{\beta} z^{2-\beta} \nu(d z) \lesssim \Delta^{1-\beta / 2}
$$

We get $K_{a, \Delta} \leq \xi_{1}^{2} a^{2} \Delta^{2-\beta / 2}$. By Markov's inequality,

$$
\begin{aligned}
S_{1} & :=\mathbb{P}\left(\int_{0}^{\Delta \wedge \tau_{N}} \xi\left(X_{s^{-}}\right) d L_{s}^{(1)} \geq 2 r \xi_{1} \Delta^{1 / 2} \ln (n)\right) \\
& \leq \mathbb{P}\left(V_{a, \Delta \wedge \tau_{N}} \geq \exp \left(2 r a \xi_{1} \Delta^{1 / 2} \ln (n)-\xi_{1}^{2} a^{2} \Delta^{2-\beta / 2}\right)\right) \\
& \leq \exp \left(-2 r a \xi_{1} \Delta^{1 / 2} \ln (n)+\xi_{1}^{2} a^{2} \Delta^{2-\beta / 2}\right)
\end{aligned}
$$

Letting $N \rightarrow \infty$, and $a=1 /\left(2 \xi_{1} \Delta^{1 / 2}\right)$, we obtain $\mathbb{P}\left(J_{\Delta}^{(1)} \geq 2 r \xi_{1} \Delta^{1 / 2} \ln (n)\right) \lesssim \exp (-r \ln (n)) \leq$ $n^{-r}$. We prove in the same way that $\mathbb{P}\left(-J_{\Delta}^{(1)} \geq 2 r \xi_{1} \Delta^{1 / 2} \ln (n)\right) \lesssim n^{-r}$. Therefore:

$$
\begin{equation*}
\mathbb{P}\left(\left|J_{\Delta}^{(1)}\right| \geq 2 r \xi_{1} \Delta^{1 / 2} \ln (n)\right) \lesssim n^{-r} \tag{11}
\end{equation*}
$$

## Bound for the jumps greater than $\Delta^{1 / 2}$.

We want to bound $\frac{1}{q_{n}} \sum_{k=j q_{n}}^{(j+1) q_{n}-1}\left(J_{k \Delta}^{(4)}\right)^{2 p}$. Let us first prove that the random variables $J_{k \Delta}^{(4)}$ are not too large. We have to bound both the number of jumps in the time interval $[k \Delta,(k+1) \Delta[$ and the size of the jumps.

The probability of having a very large jump is quite small: by Assumption A5,

$$
\begin{equation*}
\nu\left(\left[-\frac{(r+2) \ln (n)}{\lambda}, \frac{(r+2) \ln (n)}{\lambda}\right]^{c}\right) \lesssim n^{-(r+2)} \tag{12}
\end{equation*}
$$

The number of jumps greater than $(r+2) \ln (n) / \lambda$ on the whole interval $[0, n \Delta]$ follows a Poisson law of parameter smaller than $C n^{-(r+2)}$. Then

$$
\mathbb{P}\left(\mu\left([0, n \Delta],\left[-\frac{(r+2) \ln (n)}{\lambda}, \frac{(r+2) \ln (n)}{\lambda}\right]^{c}\right) \geq 1\right) \leq 1-e^{-c n^{-(r+2)} n \Delta} \simeq \frac{\Delta}{n^{r+1}}
$$

The probability of having more than $(r+2) C$ (with $C=1 /(\delta(2-\beta))$ (see Assumption A5 for the definition of $\delta$ )) jumps greater than $\Delta^{1 / 2}$ in a time interval $\Delta$ is very low. Let us set

$$
\mathscr{E}_{\Delta}:=\left\{\omega, \forall k, \mu\left([k \Delta,(k+1) \Delta],\left[-\Delta^{1 / 2}, \Delta^{1 / 2}\right]^{c}\right)<(r+2) C\right\} .
$$

The number of jumps greater than $\Delta^{1 / 2}$ in the time interval $[k \Delta,(k+1) \Delta]$ is a Poisson variable of parameter $\Delta \int_{|z| \geq \Delta^{1 / 2}} \nu(d z) \leq \Delta^{2-\beta} \int z^{\beta} \nu(d z) \lesssim \Delta^{2-\beta}$. Then

$$
\begin{equation*}
\mathbb{P}\left(\mathscr{E}_{\Delta}^{c}\right) \lesssim n\left(\Delta^{2-\beta}\right)^{(r+2) C}=n \Delta^{(r+2) / \delta} \lesssim n^{-(r+1)} \tag{13}
\end{equation*}
$$

By (12) and (13),

$$
\mathbb{P}\left(\left|J_{k \Delta}^{(2)+(3)+(4)}\right| \geq \frac{(r+2)^{2} C \ln (n)}{\lambda}\right) \lesssim n^{-(r+1)}
$$

Bound of the mean of $J_{k \Delta}^{(4)}$. Most of the terms $J_{k \Delta}^{(4)}$ are equal to 0 . To bound $\sum_{k=1}^{q_{n}}\left(J_{k \Delta}^{(4)}\right)^{2 p}$, we have to bound the number of non-zero terms, which is bounded by the number of jumps greater than 1 in the time interval $\left[j q_{n} \Delta,(j+1) q_{n} \Delta\right]$. We use the following property:

If $Y$ follows a Poisson law of parameter $\theta_{n}$, then for any $\lambda>0$,

$$
\mathbb{P}\left(Y \geq c_{n}\right) \leq e^{-\lambda c_{n}} \mathbb{E}(\exp (\lambda Y)) \leq e^{-\lambda c_{n}} \exp \left(\theta_{n}\left(e^{\lambda}-1\right)\right)
$$

This inequality is minimal for $\lambda=\ln \left(c_{n} / \theta_{n}\right)$ and then: $\mathbb{P}\left(Y \geq c_{n}\right) \leq\left(\frac{\theta_{n}}{c_{n}}\right)^{c_{n}} e^{-\theta_{n}+c_{n}}$. Therefore, for any $\lambda \geq 1$ :

$$
\begin{equation*}
\mathbb{P}\left(Y \geq \lambda \theta_{n}\right) \leq e^{-\theta_{n}(\lambda-1)} \tag{14}
\end{equation*}
$$

Let us set $v_{1}:=\nu(]-1,1\left[^{c}\right) \vee 1$ and

$$
\mathscr{E}_{p}^{(4)}:=\left\{\sum_{k=1}^{q_{n}}\left|J_{k \Delta}^{(4)}\right|^{2 p} \geq 2 \nu_{1} q_{n} \Delta\left(\frac{(r+2)^{2} C \Delta \ln (n)}{\lambda}\right)^{2 p}\right\} .
$$

If $\mathscr{E}_{p}^{(4)}$ is true, then either one $\left|J_{k \Delta}\right|$ is greater than $(2 r+2)^{2} C \ln (n) / \lambda$, either there are more than $2 v_{1} \Delta q_{n}$ jumps. As $\mu\left(\left[0, q_{n} \Delta\left[,[-1,1]^{c}\right)\right.\right.$ is a compound Poisson process of intensity smaller than $v_{1} \Delta q_{n}$, we obtain by (14),

$$
\begin{aligned}
\mathbb{P}\left(\mathscr{E}_{p}^{(4)}\right) & \lesssim q_{n} \mathbb{P}\left(\left|J_{k \Delta}^{(4)}\right| \geq \frac{(r+2)^{2} C \ln (n)}{\lambda}\right)+\mathbb{P}\left(\mu \left(\left[0, q_{n} \Delta\left[,[-1,1]^{c}\right) \geq 2 v_{1} \Delta q_{n}\right)\right.\right. \\
& \lesssim \frac{q_{n}}{n^{r+1}}+\exp \left(-3 q_{n} \Delta v_{1}\right) \lesssim \frac{1}{n^{r+1}}
\end{aligned}
$$

Bound of the mean of $\left|J_{k \Delta}^{(2)}+J_{k \Delta}^{(3)}\right|$. Let us set $L_{s}^{(i)+(j)}=L_{s}^{(i)}+L_{s}^{(j)}$ and $J_{k \Delta}^{(i)+(j)}=J_{k \Delta}^{(i)}+J_{k \Delta}^{(j)}$. By (13), the probability of having more than $(r+2) C$ jumps greater than $\Delta^{1 / 2}$ in a time interval of length $\Delta$ is smaller than $n^{-(r+2)}$. Therefore

$$
\mathbb{P}\left(\exists k, \mu\left([k \Delta,(k+1) \Delta],\left[-\Delta^{1 / 2}, \Delta^{1 / 2}\right]^{c}\right) \geq(r+2) C\right) \lesssim n^{-r+1}
$$

We have:

$$
\sum_{k=1}^{q_{n}}\left|J_{k \Delta}^{(2)+(3)}\right|^{2 p} \mathbb{1}_{\delta_{\Delta}} \leq \xi_{1}^{2 p}(r+2)^{2 p} C^{p-1} \int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p}
$$

where $\int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p}$ is the sum of the $2 p$-power of all the jumps of size between $\Delta^{1 / 2}$ and 1 in the time interval $\left[0, q_{n} \Delta\right]$. Then

$$
\mathbb{P}\left(\sum_{k=1}^{q_{n}}\left|J_{k \Delta}^{(2+3)}\right|^{2 p} \geq c\right) \leq C n^{-r+1}+\mathbb{P}\left(\int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p} \geq c /\left((r+2)^{2 p} C^{2 p-1} \xi_{1}^{2 p}\right)\right) .
$$

As $\int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p}$ is a compound Poisson process, we have, for any $a \leq 1$ :

$$
\begin{aligned}
\mathbb{E}\left(\exp \left(a \int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p}\right)\right) & =\exp \left(q_{n} \Delta \int_{\Delta^{1 / 2} \leq|z| \leq 1}\left(e^{a z^{2 p}}-1\right) \nu(d z)\right) \\
& \leq \exp \left(2 a q_{n} \Delta \int_{\Delta^{1 / 2} \leq|z| \leq 1} z^{2 p} \nu(d z)\right) \leq \exp \left(2 a q_{n} \Delta I_{2 p}\right) .
\end{aligned}
$$

Let us set $a=(r+1) /\left(q_{n} \Delta\right)$. By Markov inequality, we obtain:

$$
\begin{aligned}
\mathbb{P}\left(\int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p} \geq q_{n} \ln (n) \Delta\right) & \leq \mathbb{E}\left(\exp \left(a \int_{0}^{q_{n} \Delta}\left|\Delta L_{s}^{(2+3)}\right|^{2 p}\right)\right) \exp \left(-a \Delta \ln (n) q_{n}\right) \\
& =\exp \left(2(r+1) I_{2 p}\right) n^{-(r+1)} \lesssim n^{-(r+1)} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathbb{P}\left(\frac{1}{q_{n}} \sum_{k=0}^{q_{n}}\left|J_{k \Delta}^{(2+3)}\right|^{2 p} \geq(r+2)^{2 p} C^{2 p-1} \xi_{1}^{2 p} \ln (n) \Delta\right) \lesssim \frac{1}{n^{r+1}} . \tag{15}
\end{equation*}
$$

### 6.3 Proof of Lemma 3

Bound of the small term. Let us set

$$
\begin{aligned}
& \Delta E_{k \Delta}^{(1)}:=\left(B_{k \Delta}+Z_{k \Delta}+J_{k \Delta}\right)^{2}-\left(Z_{k \Delta}+J_{k \Delta}\right)^{2} \\
& \Delta E_{k \Delta}^{(2)}:=\mathbb{E}\left(\left(Z_{k \Delta}+J_{k \Delta}\right)^{2} \mid \mathscr{F}_{k \Delta}\right)-\Delta \sigma^{2}\left(X_{k \Delta}\right)-\Delta \xi^{2}\left(X_{k \Delta}\right)
\end{aligned}
$$

We want to prove that $\Delta^{2} \mathbb{E}\left(E_{k \Delta}^{2}\right) \lesssim \Delta^{3}$ and $\Delta^{4} \mathbb{E}\left(E_{k \Delta}^{4}\right) \lesssim \Delta^{5}$. We focus first on the term $E_{k \Delta}^{(1)}$. We can write

$$
\Delta E_{k \Delta}^{(1)}=B_{k \Delta}^{2}+2 B_{k \Delta}\left(Z_{k \Delta}+J_{k \Delta}\right)=B_{k \Delta}^{2}+2 \Delta b\left(X_{k \Delta}\right)\left(Z_{k \Delta}+J_{k \Delta}\right)+2 \tilde{B}_{k \Delta}\left(Z_{k \Delta}+J_{k \Delta}\right)
$$

where $\tilde{B}_{k \Delta}=\int_{k \Delta}^{(k+1) \Delta}\left(b\left(X_{s}\right)-b\left(X_{k \Delta}\right) d s\right.$. Then, for $p>0$, by (10) and Lemma 1,

$$
\begin{align*}
\Delta^{2 p} \mathbb{E}\left(\left(E_{k \Delta}^{(1)}\right)^{2 p} \mid \mathscr{F}_{k \Delta}\right) & \lesssim \Delta^{4 p}+\Delta^{2 p} \mathbb{E}\left(\left(Z_{k \Delta}+J_{k \Delta}\right)^{2 p} \mid \mathscr{F}_{k \Delta}\right)+\mathbb{E}\left(\tilde{B}_{k \Delta}^{2 p}\left(Z_{k \Delta}+J_{k \Delta}\right)^{2 p} \mid \mathscr{F}_{k \Delta}\right) \\
& \lesssim \Delta^{4 p}+\Delta^{2 p+1}+\left(\mathbb{E}\left(\tilde{B}_{k \Delta}^{4 p} \mid \mathscr{F}_{k \Delta}\right) \mathbb{E}\left(\left(Z_{k \Delta}+J_{k \Delta}\right)^{4 p} \mid \mathscr{F}_{k \Delta}\right)\right)^{1 / 2} \\
& \lesssim \Delta^{4 p}+\Delta^{2 p+1}+\Delta^{2 p+1} \lesssim \Delta^{2 p+1} . \tag{16}
\end{align*}
$$

It remains to bound $E_{k \Delta}^{(2)}$. As $\int z^{2} \nu(d z)=1$, by Lemma 1 ,

$$
\begin{aligned}
\Delta E_{k \Delta}^{(2)} & =\mathbb{E}\left(\int_{k \Delta}^{(k+1) \Delta}\left(\sigma^{2}\left(X_{s}\right)-\sigma^{2}\left(X_{k \Delta}\right)\right) d s \mid \mathscr{F}_{k \Delta}\right)+\mathbb{E}\left(\int_{k \Delta}^{(k+1) \Delta}\left(\xi^{2}\left(X_{s}\right)-\xi^{2}\left(X_{k \Delta}\right)\right) d s \mid \mathscr{F}_{k \Delta}\right) \\
& +\mathbb{E}\left(2 Z_{k \Delta} J_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)
\end{aligned}
$$

Let us prove that $\mathbb{E}\left(Z_{k \Delta} J_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0$. We consider two predictable (with respect to $\mathscr{F}_{t}$ ) piecewise stationary processes $A_{t}$ and $B_{t}$. Then
$\mathbb{E}\left(\int_{k \Delta}^{(k+1) \Delta} A_{t} d W_{t} \int_{k \Delta}^{(k+1) \Delta} B_{s} d L_{s}\right)=\sum_{i, j} \mathbb{E}\left(A_{t_{i}} B_{t_{j}}\left(W_{t_{i+1}}-W_{t_{i}}\right)\left(L_{t_{j+1}}-L_{t_{j}}\right) \mid \mathscr{F}_{\max \left(t_{i}, t_{j}\right)}\right)=0$.
By taking the limit in $L^{2}$, we obtain that

$$
\begin{equation*}
\mathbb{E}\left(Z_{k \Delta} J_{k \Delta}\right)=0 \tag{17}
\end{equation*}
$$

By Lemma 1, we get that $\Delta E_{k \Delta}^{(2)} \lesssim \Delta^{3 / 2}$. Therefore $\mathbb{E}\left(E_{k \Delta}^{2}\right) \lesssim \Delta$ and $\mathbb{E}\left(E_{k \Delta}^{4}\right) \lesssim \Delta$.
Bound of the centred terms. By (17), we get that $\mathbb{E}\left(G_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0$ and by definition, $\mathbb{E}\left(F_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0$. Moreover, by Lemma 1, $\mathbb{E}\left(Z_{k \Delta}^{4} \mid \mathscr{F}_{k \Delta}\right)=3 \Delta^{2} \sigma^{4}\left(X_{k \Delta}\right)+C \Delta^{2+1 / 2}$ and $\mathbb{E}\left(Z_{k \Delta}^{8} \mid \mathscr{F}_{k \Delta}\right) \lesssim \Delta^{4}$. Therefore

$$
\Delta^{2} \mathbb{E}\left(F_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)=\operatorname{Var}\left(Z_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)=2 \Delta^{2} \sigma^{4}\left(X_{k \Delta}\right)+C \Delta^{2+1 / 2}
$$

and $\mathbb{E}\left(F_{k \Delta}^{4} \mid \mathscr{F}_{k \Delta}\right) \lesssim 1$. By Cauchy-Schwarz and Lemma 1, $\mathbb{E}\left(J_{k \Delta}^{2} Z_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right) \lesssim \Delta^{3 / 2}$. By (17), $\mathbb{E}\left(Z_{k \Delta} J_{k \Delta}\left(J_{k \Delta}^{2}-\mathbb{E}\left(J_{k \Delta}^{2}\right) \mid \mathscr{F}_{k \Delta}\right)=\mathbb{E}\left(Z_{k \Delta} J_{k \Delta}^{3} \mid \mathscr{F}_{k \Delta}\right)\right.$. We can write

$$
Z_{\Delta} J_{\Delta}^{3}=\sigma\left(X_{0}\right) W_{\Delta}\left(\xi^{3}\left(X_{0}\right) L_{\Delta}^{3}+3 \xi^{2}\left(X_{0}\right) L_{\Delta} \tilde{J}_{\Delta}+3 \xi\left(X_{0}\right) L_{\Delta} \tilde{J}_{\Delta}^{2}+\tilde{J}_{\Delta}^{3}\right)+\tilde{Z}_{\Delta} J_{\Delta}^{3}
$$

We have that $\mathbb{E}\left(W_{\Delta} L_{\Delta}^{3} \sigma\left(X_{0}\right) \xi^{3}\left(X_{0}\right) \mid \mathscr{F}_{0}\right)=0$. To bound the other terms, we use Cauchy-Schwarz inequality, Lemma $1,(7)$ and (8). We get that $\mathbb{E}\left(Z_{k \Delta} J_{k \Delta}^{3}\right) \lesssim \Delta^{3 / 2}$. Then

$$
\Delta^{2} \mathbb{E}\left(G_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)=\xi^{4}\left(X_{k \Delta}\right) I_{4} \Delta+C \Delta^{3 / 2}
$$

By Cauchy-Schwarz, $\mathbb{E}\left(\Delta^{2} F_{k \Delta} G_{k \Delta}\right) \lesssim \Delta^{3 / 2}$ and therefore

$$
\Delta^{2} \mathbb{E}\left(\left(F_{k \Delta}+G_{k \Delta}\right)^{2} \mid \mathscr{F}_{k \Delta}\right)=\xi^{4}\left(X_{k \Delta}\right) I_{4} \Delta+C \Delta^{3 / 2}
$$

which ends the proof.

### 6.4 Proof of Proposition 4 (risk of the estimator of $\sigma^{2}+\xi^{2}$ for $m$ fixed)

We have that

$$
\begin{aligned}
\gamma_{1, n}(t) & =\frac{1}{n} \sum_{k=1}^{n}\left(t\left(X_{k \Delta}\right)-g\left(X_{k \Delta}\right)-E_{k \Delta}-F_{k \Delta}-G_{k \Delta}\right)^{2} \\
& =\|t-g\|_{n}^{2}+\frac{1}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)^{2}-\frac{2}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)\left(g\left(X_{k \Delta}\right)-t\left(X_{k \Delta}\right)\right) .
\end{aligned}
$$

As $\hat{g}_{m}$ minimizes $\gamma_{1, n}(t)$, the inequality $\gamma_{1, n}\left(\hat{g}_{m}\right) \leq \gamma_{1, n}\left(\Pi_{m} g\right)$, where $\Pi_{m} g$ is the orthogonal projection of $g$ on $S_{m}$ for the $\|\cdot\|_{n}$-norm, holds and then

$$
\left\|\hat{g}_{m}-g\right\|_{n}^{2} \leq\left\|\Pi_{m} g-g\right\|_{n}^{2}+\frac{2}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)\left(\hat{g}_{m}\left(X_{k \Delta}\right)-\Pi_{m} g\left(X_{k \Delta}\right)\right) .
$$

As $\hat{g}_{m}$ and $\Pi_{m} g$ are $A$-supported,

$$
\left\|\hat{g}_{m}-g_{A}\right\|_{n}^{2} \leq\left\|\Pi_{m} g-g_{A}\right\|_{n}^{2}+\frac{2}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)\left(\hat{g}_{m}\left(X_{k \Delta}\right)-\Pi_{m} g\left(X_{k \Delta}\right)\right)
$$

where $g_{m, \pi}$ is the orthogonal projection for the $\|\cdot\|_{\pi}$-norm. As $\left\|\hat{g}_{m}-g_{A}\right\|_{n}^{2}=\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}+$ $\left\|\Pi_{m} g-g_{A}\right\|_{n}^{2}$, we get:

$$
\begin{equation*}
\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2} \leq \frac{2}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)\left(\hat{g}_{m}\left(X_{k \Delta}\right)-\Pi_{m} g\left(X_{k \Delta}\right)\right) \tag{18}
\end{equation*}
$$

By geometric and arithmetic means inequality,

$$
\begin{equation*}
\frac{2}{n} \sum_{k=1}^{n} E_{k \Delta}\left(\hat{g}_{m}\left(X_{k \Delta}\right)-\Pi_{m} g\left(X_{k \Delta}\right)\right) \leq \frac{6}{n} \sum_{k=1}^{n} E_{k \Delta}^{2}+\frac{1}{6}\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2} \tag{19}
\end{equation*}
$$

Let us introduce the unit random ball for the $\|.\|_{\pi}^{2}$-norm, $\mathscr{B}_{m}=\left\{t \in S_{m},\|t\|_{\pi} \leq 1\right\}$ and the random function $\nu_{1, n}(t)=\frac{1}{n} \sum_{k=1}^{n}\left(F_{k \Delta}+G_{k \Delta}\right) t\left(X_{k \Delta}\right)$. By geometric and arithmetic means inequality,

$$
\begin{equation*}
2 \nu_{1, n}\left(\hat{g}_{m}-\Pi_{m} g\right) \leq\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{\pi} \sup _{t \in \mathscr{B}_{m}} \nu_{1, n}(t) \leq \frac{1}{6}\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{\pi}^{2}+6 \sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t) \tag{20}
\end{equation*}
$$

Replacing (19) and (20) in equation (18), we obtain:

$$
\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2} \leq \frac{6}{n} \sum_{k=1}^{n} E_{k \Delta}^{2}+\frac{1}{6}\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}+6 \sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t)+\frac{1}{6}\left\|\hat{g}_{m}-\Pi g_{m}\right\|_{\pi}^{2}
$$

Let us set

$$
\Omega_{n}=\left\{\omega, \forall m \in \mathscr{M}_{n}, \forall t \in S_{m},\left|\frac{\|t\|_{n}^{2}}{\|t\|_{\pi}^{2}}-1\right| \leq \frac{1}{2}\right\}
$$

where the norms $\|\cdot\|_{\pi}$ and $\|\cdot\|_{n}$ are equivalent. The following lemma is proved by Comte et al. (2007) (section 7) for diffusion processes, but only relies on the $\beta$-mixing and stationary properties of the process $\left(X_{t}\right)$.

Lemma 16.

$$
\mathbb{P}\left(\Omega_{n}^{c}\right) \leq \frac{c}{n^{8}}
$$

On $\Omega_{n}$, any function $t \in S_{m}$ satisfies $\|t\|_{\pi}^{2} \leq 2\|t\|_{n}^{2}$. Then

$$
\begin{equation*}
\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}} \leq \frac{12}{n} \sum_{k=1}^{n} E_{k \Delta}^{2}+12 \sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t) \tag{21}
\end{equation*}
$$

By Lemma $3, \mathbb{E}\left(E_{k \Delta}^{2}\right) \lesssim \Delta$. It remains to bound $\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t)\right)$. Let $\left(\varphi_{\lambda}\right)_{1 \leq \lambda \leq D_{m}}$ be an orthonormal (for the $\|\cdot\|_{\pi}$ norm) basis of $S_{m}$. Any function $t \in \mathscr{B}_{m}$ can be written $t=\sum_{\lambda=1}^{D_{m}} a_{\lambda} \varphi_{\lambda}$ with $\sum_{\lambda=1}^{D_{m}} a_{\lambda}^{2} \leq 1$. By Cauchy-Schwarz,

$$
\begin{equation*}
\sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t) \leq \sup _{\sum_{\lambda=1}^{D_{m}} a_{\lambda}^{2} \leq 1}\left(\sum_{\lambda=1}^{D_{m}} a_{\lambda}^{2}\right)\left(\sum_{\lambda=1}^{D_{m}} \nu_{1, n}^{2}\left(\varphi_{\lambda}\right)\right) \leq \sum_{\lambda=1}^{D_{m}} \nu_{1, n}^{2}\left(\varphi_{\lambda}\right) \tag{22}
\end{equation*}
$$

As $\mathbb{E}\left(F_{k \Delta}+G_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0$, we get
$\mathbb{E}\left(\nu_{1, n}^{2}\left(\varphi_{\lambda}\right)\right)=\mathbb{E}\left[\left(\frac{1}{n} \sum_{k=1}^{n}\left(F_{k \Delta}+G_{k \Delta}\right) \varphi_{\lambda}\left(X_{k \Delta}\right)\right)^{2}\right] \leq \frac{1}{n^{2}} \sum_{k=1}^{n} \mathbb{E}\left[\varphi_{\lambda}^{2}\left(X_{k \Delta}\right) \mathbb{E}\left(\left(F_{k \Delta}+G_{k \Delta}\right)^{2} \mid \mathscr{F}_{k \Delta}\right)\right]$.
By Lemma 2 and stationarity,

$$
\mathbb{E}\left(\nu_{1, n}^{2}\left(\varphi_{\lambda}\right)\right) \leq \frac{1}{n} \mathbb{E}\left(\left(\frac{I_{4} \xi^{4}\left(X_{0}\right)}{\Delta}+\frac{C}{\sqrt{\Delta}}\right) \varphi_{\lambda}^{2}\left(X_{0}\right)\right)=\frac{I_{4}}{n \Delta} \int_{A}\left(\xi^{4}(y)+C \sqrt{\Delta}\right) \varphi_{\lambda}^{2}(y) \pi(y) d y \leq \frac{\xi_{1, A}^{4} I_{4}}{n \Delta}
$$

as $\left(\varphi_{\lambda}\right)_{\lambda \in \Lambda}$ is an orthonormal basis of $S_{m}$ for the $L_{\pi}^{2}$-norm. Therefore

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t)\right) \leq \frac{D_{m}}{n \Delta} \xi_{1, A}^{4} I_{4} \tag{23}
\end{equation*}
$$

We can obtain another bound for $\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t)\right)$. Indeed, if $t \in \mathscr{B}_{m}$, then $\|t\|_{L^{2}}^{2} \leq 1 / \pi_{0}$. Then if $\left(\psi_{\lambda}\right)_{\lambda \in \Lambda}$ is an orthonormal basis (for the norm $L^{2}$ ) of $S_{m}$,

$$
\begin{aligned}
\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t)\right) & \leq \mathbb{E}\left(\sup _{t \in S_{m},\|t\|_{L^{2}}^{2} \leq 1 / \pi_{0}} \nu_{1, n}^{2}(t)\right) \leq \frac{1}{\pi_{0}} \sum_{\lambda \in \Lambda} \mathbb{E}\left(\nu_{1, n}^{2}\left(\psi_{\lambda}\right)\right) \\
& \leq \frac{1}{\pi_{0} n^{2}} \sum_{k=1}^{n} \mathbb{E}\left(\sum_{\lambda \in \Lambda} \psi_{\lambda}^{2}\left(X_{k \Delta}\right)\left(F_{k \Delta}+G_{k \Delta}\right)^{2}\right)
\end{aligned}
$$

By Assumption 8, for any $x, \sum_{\lambda \in \Lambda} \psi^{2}(x) \leq \phi_{1} D_{m}$ and therefore

$$
\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m}} \nu_{1, n}^{2}(t)\right) \leq \frac{\phi_{1} D_{m}}{n \pi_{0}} \mathbb{E}\left(\frac{\xi^{4}\left(X_{k \Delta}\right) I_{4}}{\Delta}+C \Delta^{-1 / 2}\right)=\frac{D_{m}}{n \Delta} \frac{\phi_{1} I_{4}}{\pi_{0}} \int_{\mathbb{R}} \xi^{4}(z) \pi(z) d z
$$

It remains to bound the risk on $\Omega_{n}^{c}$. The function $\hat{g}_{m}$ minimises $\gamma_{n}(t)=n^{-1} \sum_{k=1}^{n}\left(T_{k \Delta}-\right.$ $\left.t\left(X_{k \Delta}\right)\right)^{2}$. Therefore $\hat{g}_{m}$ is the orthogonal projection for the $\|\cdot\|_{n^{-}}$norm of $\left(T_{\Delta}, \ldots, T_{n \Delta}\right)$ on the vectorial subspace: $\left\{\left(t\left(X_{\Delta}\right), \ldots, t\left(X_{n \Delta}\right)\right), t \in S_{m}\right\}$. As $T_{k \Delta}=g\left(X_{k \Delta}\right)+E_{k \Delta}+F_{k \Delta}+G_{k \Delta}$, we obtain:

$$
\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}=\left\|\Pi_{m} T-g\right\|_{n}^{2}=\left\|\Pi_{m} E+\Pi_{m} F+\Pi_{m} G\right\|_{n}^{2} \leq\|E+F+G\|_{n}^{2}
$$

By stationarity and Cauchy-Schwarz:

$$
\begin{aligned}
\mathbb{E}\left(\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}^{c}}\right) & \lesssim \mathbb{E}\left[\left(\frac{1}{n} \sum_{k=1}^{n} E_{k \Delta}^{2}+F_{k \Delta}^{2}+G_{k \Delta}^{2}\right) \mathbb{1}_{\Omega_{n}^{c}}\right] \\
& \lesssim\left[\mathbb{E}\left(E_{\Delta}^{4}+F_{\Delta}^{4}+G_{\Delta}^{4}\right) \mathbb{P}\left(\Omega_{n}^{c}\right)\right]^{1 / 2}
\end{aligned}
$$

By Lemma $16, \mathbb{P}\left(\Omega_{n}^{c}\right) \lesssim 1 / n^{8}$ and therefore

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}^{c}}\right) \lesssim \frac{1}{\Delta^{3} n^{4}} \leq \frac{1}{n}
$$

Then

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-g_{A}\right\|_{n}^{2}\right) \leq \mathbb{E}\left(\left\|\Pi_{m} g-g_{A}\right\|_{n}^{2}\right)+12 \Sigma_{1} \frac{D_{m}}{n \Delta}+C \Delta .
$$

We can remark that, as $\Pi_{m} g$ is the orthogonal projection of $g$ for the empirical norm on $S_{m}$, $\left\|\Pi_{m} g-g_{A}\right\|_{n}^{2} \leq\left\|g_{m, \pi}-g_{A}\right\|_{n}^{2}$. Therefore $\mathbb{E}\left(\left\|\hat{g}_{m}-g_{A}\right\|_{n}^{2}\right) \leq \mathbb{E}\left(\left\|g_{m, \pi} g-g_{A}\right\|_{n}^{2}\right)+12 \Sigma_{1} \frac{D_{m}}{n \Delta}+C \Delta$. As, for any function $t$, deterministic, $\mathbb{E}\left(\|t\|_{n}^{2}\right)=\|t\|_{\pi}^{2}$, we get:

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-g_{A}\right\|_{n}^{2}\right) \leq\left\|g_{m, \pi}-g\right\|_{\pi}^{2}+12 \Sigma_{1} \frac{D_{m}}{n \Delta}+C \Delta
$$

### 6.5 Proof of Corollary 5

We can remark that $\left\|\hat{g}_{m}-g\right\|_{\pi}^{2}=\left\|\hat{g}_{m}-g_{m, \pi}\right\|_{\pi}^{2}+\left\|g_{m, \pi}-g\right\|_{\pi}^{2}$. As $\hat{g}_{m}$ and $g_{m, \pi}$ belongs to $S_{m}$,

$$
\begin{align*}
\left\|\hat{g}_{m}-g_{m, \pi}\right\|_{\pi}^{2} \mathbb{1}_{\Omega_{n}} & \leq 2\left\|\hat{g}_{m}-g_{m, \pi}\right\|_{n}^{2}=2\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}+2\left\|\Pi_{m} g-g_{m, \pi}\right\|_{n}^{2} \\
& \leq 2\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}+4\left\|\Pi_{m} g-g\right\|_{n}^{2}+4\left\|g-g_{m, \pi}\right\|_{n}^{2} \\
& \leq 2\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}+8\left\|g_{m, \pi}-g\right\|_{n}^{2} \tag{24}
\end{align*}
$$

As $\mathbb{E}(\|t\|)_{n}^{2}=\mathbb{E}\left(\|t\|_{\pi}^{2}\right)$ for any deterministic function $t$, we have that:

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-g_{m, \pi}\right\|_{\pi}^{2} \mathbb{1}_{\Omega_{n}}\right) \leq 2 \mathbb{E}\left(\left\|\hat{g}_{m}-\Pi_{m} g\right\|_{n}^{2}\right)+8\left\|g_{m, \pi}-g\right\|_{\pi}^{2}
$$

And

$$
\mathbb{E}\left(\left\|\hat{g}_{m}-g_{m, \pi}\right\|_{\pi}^{2} \mathbb{1}_{\Omega_{n}^{c}}\right) \leq\left(\mathbb{E}\left(\left\|\Pi_{m} T\right\|_{\pi}^{4}\right)+\|g\|_{\pi}^{4}\right)^{1 / 2}\left(\mathbb{P}\left(\Omega_{n}^{c}\right)\right)^{1 / 2} \lesssim \frac{1}{n}
$$

### 6.6 Proof of Theorem 6 (oracle inequality for $\hat{g}_{\hat{m}}$ )

For any $m, \gamma_{1, n}\left(\hat{g}_{\hat{m}}\right)+\operatorname{pen}_{1}(\hat{m}) \leq \gamma_{1, n}\left(\Pi_{m} g\right)+\operatorname{pen}_{1}(m)$. Therefore, as

$$
\gamma_{n}(t)=\|t-g\|_{n}^{2}+\frac{1}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)^{2}+\frac{2}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)\left(g\left(X_{k \Delta}\right)-t\left(X_{k \Delta}\right)\right.
$$

we obtain:
$\left\|\hat{g}_{\hat{m}}-g_{A}\right\|_{n}^{2} \leq\left\|\Pi_{m} g-g_{A}\right\|_{n}^{2}+\operatorname{pen}_{1}(m)-\operatorname{pen}_{1}(\hat{m})+\frac{2}{n} \sum_{k=1}^{n}\left(E_{k \Delta}+F_{k \Delta}+G_{k \Delta}\right)\left(\hat{g}_{\hat{m}}\left(X_{k \Delta}\right)-\Pi_{m} g\left(X_{k \Delta}\right)\right)$.
Let us set $\mathscr{B}_{m, m^{\prime}}=\left\{t \in S_{m}+S_{m^{\prime}},\|t\|_{\pi} \leq 1\right\}$. Then, by geometric-arithmetic mean inequality,

$$
\left\|\hat{g}_{\hat{m}}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}} \leq \frac{12}{n} \sum_{k=1}^{n} E_{k \Delta}^{2}+12 \sup _{t \in \mathscr{B}_{m, \hat{m}}} \nu_{1, n}^{2}(t)+2 \operatorname{pen}_{1}(m)-2 \operatorname{pen}_{1}(\hat{m}) .
$$

The ball $\mathscr{B}_{m, \hat{m}}$ is random, it is not possible to bound $\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m, \hat{m}}} \nu_{n}^{2}(t)\right)$ as previously. We introduce the function $12 p_{1}\left(m, m^{\prime}\right)=\operatorname{pen}_{1}(m)+\operatorname{pen}_{1}\left(m^{\prime}\right)$. Then

$$
\mathbb{E}\left(\left\|\hat{g}_{\hat{m}}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}}\right) \leq C \Delta+12 \mathbb{E}\left(\sup _{t \in \mathscr{B}_{m, \hat{m}}} \nu_{1, n}^{2}(t)-p_{1}(\hat{m}, m)\right)+4 \operatorname{pen}_{1}(m)
$$

We can write:

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in \mathscr{B}_{m, \hat{m}}} \nu_{1, n}^{2}(t)-p(\hat{m}, m)\right) \leq \sum_{m^{\prime}} \mathbb{E}\left(\sup _{t \in \mathscr{B}_{m, m^{\prime}}} \nu_{1, n}^{2}(t)-p_{1}\left(m^{\prime}, m\right)\right)_{+} \tag{25}
\end{equation*}
$$

To bound this term, we apply the Talagrand's inequality for $\beta$-mixing random variables (see Appendix A) to $\nu_{1, n}(t)$. The process $\left(X_{t}\right)_{t \geq 0}$ is exponentially $\beta$-mixing: there exists $c, c^{\prime}$ such that the $\beta$-mixing coefficient of $X_{t}$ satisfies $\beta_{X}(t) \leq c e^{-c^{\prime} t}$. Therefore the random vectors ( $F_{k \Delta}+G_{k \Delta}, X_{k \Delta}$ ) are exponentially $\beta$-mixing with $\beta$-mixing coefficient smaller than $\beta_{X}(\Delta) \leq c e^{-c^{\prime} \Delta}$. Let us set $q_{n}=\left\lceil 8 \ln (n) /\left(c^{\prime} \Delta\right)\right\rceil$ and $p_{n}=\left\lceil n /\left(2 q_{n}\right)\right\rceil$. We consider the set $\Omega_{B}$ on which the random variables $B_{k \Delta}, Z_{k \Delta}$ and $J_{k \Delta}$ are bounded:

$$
\begin{gather*}
\Omega_{B}=\left\{\omega, \bigcap_{k=1}^{n}\left\{\left|B_{k \Delta}\right| \leq \Delta^{1-\epsilon}, \quad\left|Z_{k \Delta}\right| \leq 7 \sigma_{1} \Delta^{1 / 2} \ln (n), \quad\left|J_{k \Delta}\right| \leq \frac{49 C_{J} \ln (n)}{\lambda}\right\}_{1 \leq k \leq n}\right. \\
\left.\bigcap_{p \in\{1,2,4\}} \bigcap_{j=0}^{p_{n}-1}\left\{\sum_{k=j q_{n}+1}^{(j+1) q_{n}} J_{k \Delta}^{2 p} \leq 64 C_{p} \xi_{1}^{2 p} \Delta \ln ^{2 p}(n)\right\}_{0 \leq j \leq p_{n}-1}\right\} \tag{26}
\end{gather*}
$$

By Lemma $2, \mathbb{P}\left(\Omega_{B}^{c}\right) \lesssim n^{-6}$. The random variables $F_{k \Delta}$ and $G_{k \Delta}$ are bounded on $\Omega_{B}$ :

$$
\forall k, \quad F_{k \Delta} \leq C \ln ^{2}(n) \quad \text { and } \quad \frac{1}{q_{n}} \sum_{i=1}^{q_{n}} G_{k q_{n}+i \Delta} \leq C \ln ^{2}(n)
$$

for $C$ a constant large enough. We consider the function $f_{t}(x, y)=x t(y)$ and set

$$
U_{j}=\frac{1}{q_{n}} \sum_{k=j q_{n}}^{(j+1) q_{n}-1} f_{t}\left(F_{k \Delta}+G_{k \Delta}, X_{k \Delta}\right)=\frac{1}{q_{n}} \sum_{k=j q_{n}}^{(j+1) q_{n}-1}\left(F_{k \Delta}+G_{k \Delta}\right) t\left(X_{k \Delta}\right)
$$

By Lemma $3, \mathbb{E}\left(U_{j}\right)=0$. For any $t \in \mathscr{B}_{m, m^{\prime}}$, by stationarity,

$$
\operatorname{Var}\left(U_{j}\right)=\frac{1}{q_{n}^{2}} \sum_{k=1}^{q_{n}} \mathbb{E}\left(t^{2}\left(X_{k \Delta}\right) \mathbb{E}\left(\left(F_{k \Delta}+G_{k \Delta}\right)^{2} \mid \mathscr{F}_{k \Delta}\right)\right) \leq \frac{1}{q_{n}} \mathbb{E}\left(t^{2}\left(X_{0}\right) \frac{\xi_{1}^{4}\left(X_{0}\right) I_{4}+C \Delta^{1 / 2}}{\Delta}\right)
$$

Therefore

$$
\sup _{t \in \mathscr{B}_{m, m^{\prime}}} \operatorname{Var}\left(U_{j}\right) \leq \frac{C}{q_{n} \Delta}:=\frac{V}{q_{n}}
$$

Let us set $D=\max \left(D_{m}, D_{m}^{\prime}\right)$. As, if $t \in \mathscr{B}_{m, m^{\prime}},\|t\|_{\infty} \lesssim D^{1 / 2}$, on $\Omega_{B}$, there exists a constant $c$ such that, for any $j,\left|U_{j}\right| \leq c \ln ^{4}(n) D^{1 / 2}$. We set $\mathscr{O}=\Omega_{n} \cap \Omega_{B}, M:=c \ln ^{4}(n) D^{1 / 2}$ and $H^{2}:=\Sigma_{1} D / \Delta$.

By $(23), \mathbb{E}\left(\left|\frac{1}{p_{n}} \sum U_{j}\right|\right) \leq \sqrt{\mathbb{E}\left(\nu_{1, n}^{2}(t)\right)} \leq H / \sqrt{n}$. As the dimension of $S_{m+m^{\prime}}$ is finite, we can find a countable family $\mathscr{F}$ dense in $\mathscr{B}_{m, m^{\prime}}$ and we can apply the Talagrand's inequality for $\beta$-mixing random variables (see Appendix A). Therefore

$$
\begin{aligned}
\mathbb{E}\left(\left[\sup _{t \in \mathscr{B}_{m, m^{\prime}}} \nu_{n, 1}^{2}(t)-6 H^{2}\right]_{+} \mathbb{1}_{\mathscr{O}}\right) & \lesssim \frac{V}{n} \exp \left(-c^{\prime} \frac{H^{2}}{V}\right)+\frac{M^{2}}{p_{n}^{2}} \exp \left(-c^{\prime} \sqrt{\frac{p_{n}}{q_{n}}} \frac{H}{M}\right)+\frac{M}{n^{2}} \\
& \lesssim \frac{1}{n \Delta} e^{-c^{\prime} D}+\frac{\ln ^{8}(n) D}{p_{n}^{2}} \exp \left(-c^{\prime} \sqrt{\frac{p_{n}}{q_{n}}} \frac{1}{\Delta^{1 / 2} \ln ^{4}(n)}\right)+\frac{\ln ^{4}(n) D^{1 / 2}}{n^{2}} \\
& \lesssim \frac{1}{n \Delta} e^{-c^{\prime} D}+\frac{\ln ^{10}(n)}{n^{2} \Delta^{2}} D \exp \left(-c^{\prime} \frac{\sqrt{n \Delta}}{\ln ^{5}(n)}\right)
\end{aligned}
$$

where $c^{\prime}$ is a constant that varies from one line to another. By (25), as $\sum_{m^{\prime} \in \mathscr{M}_{n}} D_{m, m^{\prime}} \leq \mathscr{D}_{n}^{2} \leq n \Delta$,

$$
\mathbb{E}\left(\left[\sup _{t \in \mathscr{B}_{m, \hat{m}}} \nu_{n, 1}^{2}(t)-p(m, \hat{m})\right]_{+}\right) \lesssim \frac{1}{n \Delta} \sum_{m^{\prime}} e^{-c D_{m, m^{\prime}}}+\frac{\ln ^{6}(n)}{n \Delta} \lesssim \frac{1}{n \Delta} .
$$

We can bound $\mathbb{E}\left(\left\|\hat{g}_{\hat{m}}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\mathscr{O}^{c}}\right)$ in the same way as we bound the risk of the non-adaptive estimator on $\Omega_{n}^{c}$ :

$$
\mathbb{E}\left(\left\|\hat{g}_{\hat{m}}-\Pi_{m} g\right\|_{n}^{2} \mathbb{1}_{\mathscr{O}^{c}}\right) \lesssim \frac{1}{\Delta^{3 / 2} n^{5 / 2}} \lesssim \frac{1}{n}
$$

Then, for any $m \in \mathscr{M}_{n}$,

$$
\mathbb{E}\left(\left\|\hat{g}_{\hat{m}}-g_{A}\right\|_{n}^{2}\right) \leq\left\|g_{m, \pi}-g_{A}\right\|_{\pi}^{2}+\kappa \Sigma_{1} \frac{D_{m}}{n \Delta}+C \Delta .
$$

It remains to replace the $\|\cdot\|_{n}$-norm by the $\|\cdot\|_{L^{2}}$-norm. The proof is the same as in Subsection 6.5.

### 6.7 Proof of Proposition 7 (risk of the estimator of $h$ for $m$ fixed)

Let us first precise $H_{k \Delta}$ and $L_{k \Delta}$. We can write $\Delta H_{k \Delta}=\left(Z_{k \Delta}+J_{k \Delta}\right)^{4}-\mathbb{E}\left(\left(Z_{k \Delta}+J_{k \Delta}\right)^{4}\right)$ and $L_{k \Delta}=L_{k \Delta}^{(1)}+L_{k \Delta}^{(2)}$ with

$$
\begin{aligned}
& \Delta L_{k \Delta}^{(1)}:=\left(B_{k \Delta}+Z_{k \Delta}+J_{k \Delta}\right)^{4}-\left(Z_{k \Delta}+J_{k \Delta}\right)^{4} \\
& \Delta L_{k \Delta}^{(2)}:=\mathbb{E}\left(\left(Z_{k \Delta}+J_{k \Delta}\right)^{4}\right)-\Delta \xi^{4}\left(X_{k \Delta}\right) I_{4}
\end{aligned}
$$

Let us first prove that

$$
\begin{gather*}
\mathbb{E}\left(L_{k \Delta}^{2}\right) \lesssim \Delta, \quad \mathbb{E}\left(L_{k \Delta}^{4}\right) \lesssim \Delta  \tag{27}\\
\mathbb{E}\left(H_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0, \quad \mathbb{E}\left(H_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right) \leq C \Delta^{-1} \quad \text { and } \quad \mathbb{E}\left(H_{k \Delta}^{4}\right) \lesssim 1 / \Delta^{3} \tag{28}
\end{gather*}
$$

To bound $L_{k \Delta}^{(1)}$, we use the same techniques as for the bound of $E_{k \Delta}^{(1)}$ : we develop $L_{k \Delta}^{(1)}$, use the decomposition $B_{k \Delta}=\Delta b\left(X_{k \Delta}\right)+\tilde{B}_{k \Delta}$, and thanks to Cauchy-Schwarz inequality, Lemma 1 and equation (10), we obtain that $\mathbb{E}\left(\left(L_{k \Delta}^{(1)}\right)^{p}\right) \lesssim \Delta$. By Lemma 1 , we get that $\mathbb{E}\left(Z_{k \Delta}^{4}\right) \leq C \Delta^{2}$ and
$\mathbb{E}\left(J_{k \Delta}^{4}\right)=\xi^{4}\left(X_{k \Delta}\right) I_{4} \Delta+C \Delta^{3 / 2}$. Therefore $\left|L_{k \Delta}^{(2)}\right| \lesssim \Delta^{1 / 2}$. By definition, $\mathbb{E}\left(H_{k \Delta}\right)=0$ and we derives from Lemma 1 and Cauchy-Schwarz inequality that $\mathbb{E}\left(H_{k \Delta}^{2}\right) \lesssim \Delta^{-1}$ and $\mathbb{E}\left(H_{k \Delta}^{4}\right) \lesssim \Delta^{-3}$.

The rest of the proof is done in the same way as in Subsection 6.4. We denote by $\Pi_{m} h$ the orthogonal projection of $h$ on $S_{m}$ for the $\|\cdot\|_{n^{-}}$norm and we get:

$$
\begin{equation*}
\left\|\hat{h}_{m}-\Pi_{m} h\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}} \leq \frac{6}{n} \sum_{k=1}^{n} L_{k \Delta}^{2}+6 \sum_{\lambda=1}^{D_{m}} \nu_{3, n}^{2}\left(\varphi_{\lambda}\right) \quad \text { with } \quad \nu_{3, n}^{2}(t):=\frac{1}{n} \sum_{k=1}^{n} H_{k \Delta} t\left(X_{k \Delta}\right) \tag{29}
\end{equation*}
$$

By (28), we obtain that $\mathbb{E}\left(\nu_{3, n}^{2}\left(\varphi_{\lambda}\right)\right) \lesssim \frac{1}{n \Delta}$ and therefore

$$
\mathbb{E}\left(\left\|\hat{h}_{m}-\Pi_{m} h\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}}\right) \leq\left\|h-h_{m, \pi}\right\|_{\pi}^{2}+C \frac{D_{m}}{n \Delta}+C^{\prime} \Delta
$$

The bound on $\Omega_{n}^{c}$ is done in the same way as in Subsection 6.4.

### 6.8 Proof of Lemma 8 (Estimation of the penalty constant)

Estimation of the first bound of the variance term. Let us set $h_{1, A}=\sup _{x \in A} h(x)$. We have that

$$
\left|\hat{h}_{1}-h_{1, A}\right| \leq\left\|\hat{h}_{m}-h_{A}\right\|_{L^{\infty}(A)} \leq\left\|\hat{h}_{m}-h_{m}\right\|_{L^{\infty}(A)}+\left\|h_{m}-h_{A}\right\|_{L^{\infty}(A)}
$$

By DeVore and Lorentz (1993, p182) and Barron et al. (1999, Lemma 12), if $h$ belongs to the Besov space $\mathscr{B}_{2, \infty}^{\alpha}(A)$, then

$$
\begin{equation*}
\left\|h_{m}-h_{A}\right\|_{L^{\infty}(A)}^{2} \leq C D_{m}^{1-2 \alpha} \tag{30}
\end{equation*}
$$

As $g$ is Lipschitz on $A, g \in \mathscr{B}_{2, \infty}^{1}(A)$ and $\left\|h_{m}-h_{A}\right\|_{L^{\infty}(A)}^{2} \lesssim D_{m}^{-1}$. As $\hat{h}_{m}$ and $h_{m}$ belongs to $S_{m}$,

$$
\left\|\hat{h}_{m}-h_{m}\right\|_{L^{\infty}(A)}^{2} \leq \phi_{1} D_{m}\left\|\hat{h}_{m}-h_{m}\right\|_{L^{2}}^{2} \leq \frac{\phi_{1} D_{m}}{\pi_{0}}\left\|\hat{h}_{m}-h_{m}\right\|_{\pi}^{2}
$$

On $\Omega_{n}$,

$$
\left\|\hat{h}_{m}-h_{m}\right\|_{\pi}^{2} \leq 2\left\|\hat{h}_{m}-h_{m}\right\|_{n}^{2} \leq 2\left\|\hat{h}_{m}-\Pi_{m} h\right\|_{n}^{2}+2\left\|\Pi_{m} h-h_{m}\right\|_{n}^{2}
$$

and $\left\|\Pi_{m} h-h_{m}\right\|_{n}^{2} \leq\left\|h_{A}-h_{m}\right\|_{n}^{2}$. Then by (29),

$$
\begin{equation*}
\left|\hat{h}_{1}-h_{1, A}\right| \mathbb{1}_{\Omega_{n}} \lesssim D_{m}^{-1}+D_{m}\left\|h_{m}-h_{A}\right\|_{n}^{2}+D_{m}\left(\frac{1}{n} \sum_{k=1}^{n} L_{k \Delta}^{2}+\sum_{\lambda} \nu_{3, n}^{2}\left(\varphi_{\lambda}\right)\right) . \tag{31}
\end{equation*}
$$

We can write $\left\|h_{m}-h_{A}\right\|_{n}^{2}=\left\|h_{m}-h_{A}\right\|_{\pi}^{2}+\left\|h_{m}-h_{A}\right\|_{n}^{2}-\left\|h_{m}-h_{A}\right\|_{\pi}^{2}$. As $h$ belongs to the Besov space $\mathscr{B}_{2, \infty}^{\alpha},\left\|h_{m}-h_{A}\right\|_{\pi}^{2} \leq D_{m}^{-2 \alpha}$. It remains to bound $\left\|h_{m}-h_{A}\right\|_{n}^{2}-\left\|h_{m}-h_{A}\right\|_{\pi}^{2}$. As this term is centred, we can apply a Bennet's inequality. We can remark that, when $h \in \mathscr{B}_{2, \infty}^{\alpha}$, by (30), $\left\|h_{m}-h_{A}\right\|_{\infty}^{2} \leq C D_{m}^{1-2 \alpha}=: M^{\prime}$ and
$\operatorname{Var}\left(\left(h_{m}-h_{A}\right)^{2}\left(X_{k \Delta}\right)\right)=\int\left(h_{m}-h_{A}\right)^{4}(x) \pi(x) d x \leq\left\|h_{m}-h_{A}\right\|_{\pi}^{2}\left\|h_{m}-h_{A}\right\|_{\infty}^{2} \leq C^{\prime} D_{m}^{1-4 \alpha}=: V^{\prime}$.

Then

$$
\begin{aligned}
\mathbb{P}\left(\left|\left\|h_{m}-h_{A}\right\|_{n}^{2}-\left\|h_{m}-h_{A}\right\|_{\pi}^{2}\right| \geq c D_{m}^{-2 \alpha}\right) & \leq \exp \left(-\frac{c^{\prime 2} n D_{m}^{-4 \alpha}}{2\left(D_{m}^{1-4 \alpha}+D_{m}^{1-4 \alpha} \ln (n) \Delta^{-1}\right.}\right) \\
& \leq \exp \left(-c^{\prime} \frac{n \Delta}{\ln (n)} D_{m}^{-1}\right) \lesssim n^{-8} .
\end{aligned}
$$

On $\Omega_{B}($ see $(26))$, by Lemma 2 ,
$\frac{\Delta^{2}}{n} \sum_{k=1}^{n}\left(L_{k \Delta}^{(1)}\right)^{2} \lesssim \frac{1}{n} \sum_{k=1}^{n} B_{k \Delta}^{2}\left(J_{k \Delta}+Z_{k \Delta}\right)^{6} \lesssim \sqrt{\left(\frac{1}{n} \sum_{k=1}^{n} B_{k \Delta}^{4}\right) \times\left(\frac{1}{n} \sum_{k=1}^{n}\left(Z_{k \Delta}+J_{k \Delta}\right)^{12}\right)} \lesssim \Delta^{3} \ln ^{8}(n)$
and as $\left|L_{k \Delta}^{(2)}\right| \leq \Delta^{1 / 2}, \frac{1}{n} \sum_{k=1}^{n} L_{k \Delta}^{2} \lesssim \Delta \ln ^{8}(n)$. To bound $\nu_{3, n}^{2}\left(\varphi_{\lambda}\right)$, we apply (again) Bennett's inequality. On $\Omega_{B}$,

$$
\frac{1}{q_{n}} \sum_{k=1}^{q_{n}}\left|H_{k \Delta}\right| \lesssim \frac{\Delta^{-1}}{q_{n}} \sum_{k=1}^{q_{n}} Z_{k \Delta}^{4}+J_{k \Delta}^{4} \lesssim \ln ^{4}(n)
$$

We take $V^{\prime}=C \Delta^{-1}, M^{\prime}=C^{\prime} \ln ^{4}(n) D_{m}^{1 / 2}$. Then, as $\mathbb{E}\left(\nu_{n, 3}\left(\varphi_{\lambda}\right)\right)=0$,

$$
\mathbb{P}\left(\left|\nu_{n, 3}\left(\varphi_{\lambda}\right)\right| \geq \frac{\ln (n)}{\sqrt{n \Delta}}\right) \leq \exp \left(-\frac{-c \ln ^{2}(n) \Delta^{-1}}{\Delta^{-1}+\ln ^{6}(n) D_{m}^{1 / 2} \Delta^{-1} / \sqrt{n \Delta}}\right) \leq \exp \left(-\frac{c \ln ^{2}(n)}{1+\frac{\ln ^{6}(n) D_{m}^{1 / 2}}{\sqrt{n \Delta}}}\right)
$$

and, if $D_{m}^{2} \leq(n \Delta) / \ln ^{12}(n)$,

$$
\mathbb{P}\left(\left|\nu_{n, 3}\left(\varphi_{\lambda}\right)\right| \geq \frac{\ln (n)}{\sqrt{n \Delta}}\right) \lesssim n^{-6}
$$

Collecting terms, we get that, as $\alpha \geq 1$,

$$
\mathbb{P}\left(\left|\hat{h}_{1}-h_{1, A}\right| \gtrsim D_{m}^{-1}+D_{m}\left(\frac{\ln (n)}{\sqrt{n \Delta}}+\Delta \ln ^{6}(n)\right)\right) \lesssim n^{-5}
$$

By taking $D_{m}=\ln (n)$, we obtain the expected result.
Estimation of the second bound of the variance term. We first focus on the term $\bar{V}_{n}$. As $V_{k \Delta}=I_{4} \xi^{4}\left(X_{k \Delta}\right)+L_{k \Delta}+H_{k \Delta}$, by (28) and (27), $\mathbb{E}\left(V_{k \Delta}\right)=I_{4} \int \xi^{4}(x) \pi(x) d x+C \Delta^{1 / 2}$. Moreover, $\operatorname{Var}\left(V_{k \Delta}\right) \leq \mathbb{E}\left(V_{k \Delta}^{2}\right) \leq \frac{C}{\Delta}+C^{\prime} \Delta^{1 / 2}$ and by Lemma $2, \frac{1}{q_{n}} \sum_{k=1}^{q_{n}} V_{k \Delta} \lesssim \ln ^{4}(n)$. Therefore, by Bennett's inequality,

$$
\mathbb{P}\left(\left|\bar{V}_{n}-\mathbb{E}\left(V_{k \Delta}\right)\right| \geq \frac{\ln ^{7}(n)}{\sqrt{n \Delta}}\right) \lesssim \exp \left(-\frac{c \ln ^{14}(n) \Delta^{-1}}{\Delta^{-1}+\ln ^{12}(n) \Delta^{-1}}\right) \lesssim \exp \left(-c \ln ^{2}(n)\right) \lesssim n^{-5}
$$

and

$$
\mathbb{P}\left(\left|\bar{V}_{n}-\int \xi^{4}(x) \pi(x) d x\right| \geq C \Delta^{1 / 2}+\frac{\ln ^{7}(n)}{\sqrt{n \Delta}}\right) \lesssim n^{-5}
$$

It remains to bound $\hat{\pi}_{0}-\pi_{0}$. We have that $\mathbb{E}\left(\hat{\pi}_{h}(x)\right)=\pi_{h}(x)$ where $\pi_{h}(x)=\int K_{h}(y-x) \pi(y) d y$. Moreover, as the process $\left(X_{t}\right)$ is exponentially $\beta$-mixing, by Berbee's coupling lemma, on $\Omega^{*}$

$$
\begin{aligned}
\operatorname{Var}\left(\hat{\pi}_{h}(x)\right) & =\operatorname{Var}\left(\frac{1}{n} \sum_{k=1}^{n} K_{h}\left(X_{k \Delta}-x\right)\right) \leq \frac{1}{p_{n}} \operatorname{Var}\left(\frac{1}{q_{n}} \sum_{k=1}^{q_{n}} K_{h}\left(X_{k \Delta}-x\right)\right) \\
& \leq \frac{1}{p_{n}} \operatorname{Var}\left(K_{h}\left(X_{k \Delta}-x\right)\right) \leq \frac{\ln (n)}{n \Delta} \mathbb{E}\left(K_{h}^{2}\left(X_{k \Delta}-x\right)\right)
\end{aligned}
$$

By a change of variable, we get that

$$
\operatorname{Var}\left(\hat{\pi}_{h}(x)\right) \leq \frac{\ln (n)}{n \Delta} \int \frac{1}{h^{2}} K^{2}\left(\frac{y-x}{h}\right) \pi(y) d y=\frac{\ln (n)}{n \Delta h} \int K^{2}(u) \pi(x+h u) d u \lesssim \frac{\ln (n)}{n \Delta h} .
$$

Then

$$
\mathbb{E}\left(\left(\hat{\pi}_{h}(x)-\pi(x)\right)^{2}\right) \leq\left(\pi_{h}(x)-\pi(x)\right)^{2}+\frac{C \ln (n)}{n \Delta h}
$$

If $\pi$ is continuous, then the bias term $\left(\pi_{h}(x)-\pi(x)\right)^{2}$ satisfies (see (Tsybakov, 2004, Proposition 1.2 with $\beta=1$ )):

$$
\begin{equation*}
\left(\pi_{h}(x)-\pi(x)\right)^{2} \leq C^{\prime} h \tag{32}
\end{equation*}
$$

In that case, the best estimator is obtained for $h=1 / \sqrt{n \Delta}$. By Bennett's inequality for $\beta$-mixing random variables (see Appendix A), as $\left|K_{h}\right| \leq 1 / h=\sqrt{n \Delta}$ and $\operatorname{Var}\left(\sum_{k=1}^{q_{n}} K_{h}\left(X_{k \Delta}-x\right)\right) \leq$ $C q_{n}^{2} / h=q_{n} \frac{C^{\prime} \ln (n)}{\Delta h}=q_{n} \frac{\ln (n) \sqrt{n}}{\sqrt{\Delta}}$,

$$
\begin{aligned}
\mathbb{P}\left(\left|\pi_{h}(y)-\hat{\pi}_{h}(y)\right| \geq \frac{\ln ^{2}(n)}{(n \Delta)^{1 / 4}}\right) & \leq 2 \exp \left(-\frac{c \ln ^{4}(n) n^{1 / 2} \Delta^{-1 / 2}}{\ln (n) \Delta^{-1 / 2} n^{1 / 2}+\ln ^{3}(n) n^{1 / 2} \Delta^{-1 / 2}(n \Delta)^{-1 / 4}}\right) \\
& \leq 2 \exp \left(-\frac{c \ln ^{4}(n)}{\ln (n)+\frac{\ln ^{3}(n)}{(n \Delta)^{1 / 4}}}\right) \lesssim n^{-6}
\end{aligned}
$$

As $\pi$ is continuous, by (32),

$$
\begin{aligned}
\left|\hat{\pi}_{0}-\pi_{0}\right| & \leq \min _{1 \leq j \leq \ln ^{2}(n)}\left|\pi\left(x_{j}\right)-\pi_{0}\right|+\max _{1 \leq j \leq \ln ^{2}(n)}\left|\hat{\pi}_{(n \Delta)^{-1 / 2}}\left(x_{j}\right)-\pi\left(x_{j}\right)\right| \\
& \lesssim \frac{1}{\ln ^{2}(n)}+\frac{\ln ^{2}(n)}{(n \Delta)^{1 / 2}}+\max _{1 \leq j \leq \ln ^{2}(n)}\left|\hat{\pi}_{(n \Delta)^{-1 / 2}}\left(x_{j}\right)-\pi_{(n \Delta)^{-1 / 2}}\left(x_{j}\right)\right|
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\mathbb{P}\left(\left|\hat{\pi}_{0}-\pi_{0}\right| \geq \frac{1}{\ln (n)}+\frac{\ln ^{2}(n)}{(n \Delta)^{1 / 4}}\right) \lesssim n^{-5} \tag{33}
\end{equation*}
$$

which concludes the proof.

### 6.9 Proof of Lemma 10 (Approximation of the continuous terms)

Let us denote by $\left.N_{k}=\mu(](k \Delta,(k+1) \Delta],\left[-\Delta^{1 / 4}, \Delta^{1 / 4}\right]^{c}\right)$ the number of jumps of amplitude greater than $\Delta^{1 / 4}$ in the time interval $\left.] k \Delta,(k+1) \Delta\right]$. We introduce the set

$$
\Omega_{N, k}=\left\{\omega, N_{k}=0 \quad \text { and } \quad\left|L_{k \Delta}^{(1)+(2)}\right| \leq 4 \frac{\sigma_{1}+\xi_{1}}{\xi_{0}} \Delta^{1 / 2} \ln (n)\right\}
$$

where $L_{s}^{(i)}$ are defined in (9). The jumps are explicitely bounded on $\Omega_{N, k}$, which is close to $\Omega_{X, k}$. The following lemma is proved later.

## Lemma 17.

$$
\mathbb{P}\left(\Omega_{X, k}^{c}\right) \lesssim \Delta^{1-\beta / 2}, \quad \mathbb{P}\left(\Omega_{N, k}^{c}\right) \lesssim \Delta^{1-\beta / 2} \quad \text { and } \quad \mathbb{P}\left(\Omega_{X, k} \cap \Omega_{N, k}^{c}\right) \lesssim \Delta^{2-\beta / 2}+n^{-1}
$$

We can write

$$
\left(U_{k \Delta}-Y_{k \Delta}\right)=\frac{1}{\Delta}\left(B_{k \Delta}+Z_{k \Delta}\right)^{2} \mathbb{1}_{\Omega_{X, k}^{c}}-\frac{1}{\Delta} J_{k \Delta}^{2} \mathbb{1}_{\Omega_{X, k}}-\frac{2}{\Delta} J_{k \Delta}\left(Z_{k \Delta}+B_{k \Delta}\right) \mathbb{1}_{\Omega_{X, k}}
$$

On $\Omega_{B},\left|Z_{k \Delta}+B_{k \Delta}\right| \lesssim \Delta^{1 / 2} \ln (n)$. Moreover, on $\Omega_{X, k} \cap \Omega_{B},\left|J_{k \Delta}\right| \leq\left|C \Delta^{1 / 2} \ln (n)-\left(B_{k \Delta}+Z_{k \Delta}\right)\right| \lesssim$ $\Delta^{1 / 2} \ln (n)$. We obtain the following bound:

$$
\begin{equation*}
\left|U_{k \Delta}-Y_{k \Delta}\right| \mathbb{1}_{\Omega_{B}} \lesssim \ln ^{2}(n) \mathbb{1}_{\Omega_{X, k}^{c}}+\ln ^{2}(n) \mathbb{1}_{\Omega_{X, k} \cap \Omega_{N, k}^{c}}+\left(\frac{J_{k \Delta}^{2}}{\Delta}+\ln (n) \frac{\left|J_{k \Delta}\right|}{\Delta^{1 / 2}}\right) \mathbb{1}_{\Omega_{N, k}} \tag{34}
\end{equation*}
$$

Then by Lemma 17 and Lemma 1,

$$
\mathbb{E}\left(\left(U_{k \Delta}-Y_{k \Delta}\right)^{2 p}\right) \lesssim \ln ^{4 p}(n) \Delta^{1-\beta / 2}+\frac{1}{n^{6}}+\mathbb{E}\left(\left(J_{k \Delta}^{4 p} \Delta^{-2 p}+J_{k \Delta}^{2 p} \Delta^{-p} \ln ^{2 p}(n)\right) \mathbb{1}_{\Omega_{N, k}}\right)
$$

It remains to bound $\mathbb{E}\left(J_{k \Delta}^{4 p} \Delta^{-2 p} \mathbb{1}_{\Omega_{N, k}}\right)$. By equation (8),

$$
\mathbb{E}\left(J_{k \Delta}^{2 p} \mathbb{1}_{\Omega_{N, k}}\right) \lesssim \mathbb{E}\left(L_{k \Delta}^{2 p} \mathbb{1}_{\Omega_{N, k}}\right)+\mathbb{E}\left(\tilde{J}_{k \Delta}^{2 p} \mathbb{1}_{\Omega_{N, k}}\right) \lesssim \mathbb{E}\left(L_{k \Delta}^{2 p}\right)+\Delta^{2} I_{2 p}^{2}+\Delta^{p+1} I_{2 p}+\Delta^{2 p}
$$

As we are in $\Omega_{N, k}$, we can replace $I_{2 p}$ by $I_{2 p, N}:=\int_{|z| \leq \Delta^{1 / 4}} z^{2 p} \nu(d z)$. For any $p \geq 1, I_{2 p, N} \leq$ $\Delta^{2 p / 4-\beta / 4} \int_{|z| \leq \Delta^{1 / 4}} z^{\beta} \nu(d z) \lesssim \Delta^{p / 2-\beta / 4}$. Then

$$
\begin{equation*}
\mathbb{E}\left(\tilde{J}_{k \Delta}^{2 p} \mathbb{1}_{\Omega_{N, k}}\right) \lesssim \Delta^{2+p-\beta / 2} \tag{35}
\end{equation*}
$$

It remains to bound $\mathbb{E}\left(L_{k \Delta}^{2 p}\right)$. We use the following lemma which is nearly Proposition 4.8 of Mai (2014) (the proof is given later):

Lemma 18. For any integer $p \geq 1$,

$$
\mathbb{E}\left(\left(L_{k \Delta}^{(1)+(2)} \mathbb{1}_{\Omega_{N, k}}\right)^{2 p}\right) \lesssim \Delta^{1+p-\beta / 2} \ln (n)^{2 p-\beta}
$$

Then $\mathbb{E}\left(\left(J_{k \Delta}^{(1)+(2)}\right)^{2 p} \mathbb{1}_{\Omega_{N, k}}\right) \lesssim \Delta^{1+p-\beta / 2} \ln (n)^{2 p-\beta}$ and we deduce that $\mathbb{E}\left(\left(U_{k \Delta}-Y_{k \Delta}\right)^{2 p}\right) \lesssim$ $\Delta^{1-\beta / 2} \ln ^{4 p}(n)$.

Let us now bound $\left|U_{k \Delta}-Y_{k \Delta}\right|$. We have that

$$
\left|U_{k \Delta}-Y_{k \Delta}\right| \leq \frac{2}{\Delta}\left(B_{k \Delta}+Z_{k \Delta}\right)^{2}+\frac{2}{\Delta} J_{k \Delta}^{2} \mathbb{1}_{\Omega_{X, k}}
$$

And

$$
\mathbb{P}\left(\left\{\left|J_{k \Delta}\right| \geq(4 p+2) \sigma_{0} \Delta^{1 / 2} \ln (n)\right\} \cap \Omega_{X, k}\right) \leq \mathbb{P}\left(\left|B_{k \Delta}+Z_{k \Delta}\right| \geq(4 p+1) \sigma_{0} \Delta^{1 / 2} \ln (n)\right)
$$

Then, by Lemma $2, \mathbb{P}\left(\left|U_{k \Delta}-Y_{k \Delta}\right| \geq C \sigma_{1}^{2} \ln ^{2}(n)\right) \lesssim n^{-5}$ where $C$ is a universal constant.

### 6.10 Proof of Lemma 17

Bound of $\mathbb{P}\left(\Omega_{X, k}^{c}\right)$. We have that $X_{(k+1) \Delta}=X_{k \Delta}+B_{k \Delta}+Z_{k \Delta}+J_{k \Delta \Delta}$. Then

$$
\mathbb{P}\left(\Omega_{X, k}^{c}\right) \leq \mathbb{P}\left(\left|B_{k \Delta}\right| \geq \Delta^{1 / 2}\right)+\mathbb{P}\left(\left|Z_{k \Delta}\right| \geq 6 \sigma_{1} \Delta^{1 / 2} \ln (n)\right)+\mathbb{P}\left(\left|J_{k \Delta}\right| \geq 12 \xi_{1} \Delta^{1 / 2} \ln (n)\right) .
$$

By Lemma 2,

$$
\mathbb{P}\left(\left|B_{k \Delta}\right| \geq \Delta^{1 / 2}\right) \lesssim n^{-6} \quad \text { and } \quad \mathbb{P}\left(\left|Z_{k \Delta}\right| \geq 6 \sigma_{1} \Delta^{1 / 2} \ln (n)\right) \lesssim n^{-6} .
$$

By (11), $\mathbb{P}\left(\left|J_{k \Delta}^{(1)}\right| \geq 12 \xi_{1} \Delta^{1 / 2} \ln (n)\right) \lesssim n^{-6}$. Moreover, by Assumption 4

$$
\begin{align*}
\mathbb{P}\left(\left|J_{k \Delta}^{(2+3+4)}\right|>0\right) & \leq \Delta \int_{\left[-\Delta^{1 / 2}, \Delta^{1 / 2}\right] c} \nu(d z) \leq \Delta \Delta^{-\beta / 2} \int_{\left[-\Delta^{1 / 2}, \Delta^{1 / 2}\right] c}|z|^{\beta} \nu(d z) \\
& \lesssim \Delta^{1-\beta / 2} \tag{36}
\end{align*}
$$

which concludes the proof.
Bound of $\mathbb{P}\left(\Omega_{N, k}^{c}\right)$. We have that

$$
\mathbb{P}\left(N_{k} \geq 1\right)=\int_{k \Delta}^{(k+1) \Delta} \int_{|z| \geq \Delta^{1 / 4}} \nu(d z) d t \leq \Delta^{1-\beta / 4} \int_{|z| \geq \Delta^{1 / 4}}|z|^{\beta} \nu(d z) \lesssim \Delta^{1-\beta / 4} .
$$

Then by (36) and (11), we obtain:

$$
\mathbb{P}\left(\Omega_{N, k}^{c}\right) \leq \mathbb{P}\left(N_{k} \geq 1\right)+\mathbb{P}\left(\left|L_{k \Delta}^{(2)}\right|>0\right)+\mathbb{P}\left(\left|L_{k \Delta}^{(1)}\right| \geq c \ln (n) \Delta^{1 / 2}\right) \lesssim \Delta^{1-\beta / 2} .
$$

Bound of $\mathbb{P}\left(\Omega_{X, k} \cap \Omega_{N, k}^{c}\right)$. We have that

$$
\mathbb{P}\left(\Omega_{X, k} \cap\left\{N_{k} \geq 1\right\}\right) \leq \mathbb{P}\left(N_{k} \geq 2\right)+\mathbb{P}\left(\Omega_{X, k} \cap\left\{N_{k}=1\right\}\right) .
$$

Now

$$
\mathbb{P}\left(N_{k} \geq 2\right)=\left(\Delta \int_{|z| \geq \Delta^{1 / 4}} \nu(d z)\right)^{2} \leq\left(\Delta^{1-\beta / 4} \int_{|z| \geq \Delta^{1 / 4}}|z|^{\beta} \nu(d z)\right)^{2} \lesssim \Delta^{2-\beta / 2} .
$$

If $N_{k}=1$, there exists a unique jump greater than $\Delta^{1 / 4}$ and therefore $\left|J_{k \Delta}^{(3+4)}\right| \geq \xi_{0} \Delta^{1 / 4}$. By conditional independence, we get:

$$
\begin{aligned}
\mathbb{P}\left(\Omega_{X, k} \cap\left\{N_{k}=1\right\}\right) & \leq \mathbb{P}\left(N_{k}=1\right) \times \mathbb{P}\left(\left|B_{k \Delta}+Z_{k \Delta}+J_{k \Delta}^{(1+2)}\right|>c \xi_{0} \Delta^{1 / 4}\right) \\
& \leq \mathbb{P}\left(N_{k}=1\right)\left[\mathbb{P}\left(\Omega_{B}^{c}\right)+\mathbb{P}\left(\left|J_{k \Delta}^{(1+2)}\right| \geq \frac{c \xi_{0} \Delta^{1 / 4}}{3}\right)\right] \\
& \lesssim n^{-6}+\Delta^{1-\beta / 4} \mathbb{P}\left(\left|J_{k \Delta}^{(1+2)}\right| \geq \frac{c \xi_{0} \Delta^{1 / 4}}{3}\right)
\end{aligned}
$$

By a Markov inequality, we obtain:

$$
\mathbb{P}\left(\left|J_{k \Delta}^{(1+2)}\right|>c \Delta^{1 / 4}\right) \lesssim \Delta^{-1 / 2} \mathbb{E}\left[\left(J_{k \Delta}^{(1+2)}\right)^{2}\right] \lesssim \Delta^{-1 / 2} \Delta \int_{-\Delta^{1 / 4}}^{\Delta^{1 / 4}} z^{2} \nu(d z) \lesssim \Delta^{1 / 2} \Delta^{1 / 2-\beta / 4}
$$

We obtain that $\mathbb{P}\left(\Omega_{X, k} \cap\left\{N_{k} \geq 1\right\}\right) \lesssim \Delta^{2-\beta / 2}$. It remains to bound

$$
\mathbb{P}\left(\Omega_{X, k} \cap\left\{N_{k}=0\right\} \cap\left\{\left|L_{k \Delta}^{[1)+(2)}\right| \geq c \Delta^{1 / 2} \ln (n)\right\}\right)
$$

We can remark that $\xi\left(X_{k \Delta}\right) L_{k \Delta}^{(1)+(2)}=J_{k \Delta}^{(1)+(2)}-\tilde{J}_{k \Delta}^{(1)+(2)}$, and by Lemma 2,
$\mathbb{P}\left(\Omega_{X, k} \cap\left\{\left|J_{k \Delta}^{(1)+(2)}\right| \geq(c+1) \Delta^{1 / 2} \ln (n)\right\} \cap\left\{N_{k}=0\right\}\right) \lesssim \mathbb{P}\left(\left|B_{k \Delta}+Z_{k \Delta}\right| \geq c \Delta^{1 / 2} \ln (n)\right) \lesssim n^{-6}$.
By (35) and a Markov inequality, we obtain that $\mathbb{P}\left(\left|\tilde{J}_{k \Delta}^{(1)+(2)}\right| \geq \Delta^{1 / 2} \ln (n) \mid N_{k}=0\right) \lesssim \Delta^{2-\beta / 2}$ which ends the proof.

### 6.11 Proof of Lemma 18

Let us introduce a nonnegative function $f \in \mathscr{C}^{\infty}$ such that

$$
\left\{\begin{array}{ll}
f(x)=x^{2 p} & \text { if }|x| \leq 1 \\
f(x)=0 & \text { if }|x| \geq 2
\end{array} \quad \text { and } \quad \forall x, f(x) \leq 1\right.
$$

Let us set $f^{a}(x)=a^{2 p} f(x / a)$ for $a>0$. Then $\mathbb{E}\left[\left(L_{\Delta}^{(1)+(2)}\right)^{2 p} \mathbb{1}_{\Omega_{N, k}}\right] \leq \mathbb{E}\left(f^{c \Delta^{1 / 2} \ln (n)}\left(L_{\Delta}^{(1)+(2)}\right)\right)$.
Now $L_{\Delta}^{(1)+(2)}$ is a pure jump Lévy process, and its characteristic function is known. Following the same proof than Mai (2014, proof of Proposition 4.8), we get that, thanks to the properties of the Fourier transform denoted by $\mathscr{F}$ (see the Appendix),

$$
\mathbb{E}\left(f^{a}\left(L_{t}^{(1)+(2)}\right)\right) \leq t \int_{-1}^{1} f^{a}(x) \nu(d x)+C t^{2} \int_{\mathbb{R}} \mathscr{F} f^{a}(u)|u|^{2 \beta} d u
$$

As $f$ belongs to the Schwarz space (see Appendix A), so does $\mathscr{F} f$ and therefore, for any $m>0$, there exists a constant $C_{m}$ such that $\left.\mid \mathscr{F} f(u)\right)\left.\left|\leq C_{m}\right| u\right|^{-m}$. Then, as $\mathscr{F}^{a}(u)=a^{2 p+1} \mathscr{F}(a u)$, we get that

$$
\left|\mathscr{F} f^{a}(u)\right| \leq C_{0} a^{2 p+1} \wedge C_{3+\beta} a^{2 p-2-\beta}|u|^{-3-\beta}
$$

Then

$$
\mathbb{E}\left(f^{a}\left(L_{t}^{(1)+(2)}\right)\right) \lesssim t \int_{-2 a}^{2 a} x^{2 p} \nu(d x)+t^{2} a^{2 p+1} \int_{[-1,1]}|u|^{2 \beta} d u+t^{2} a^{2 p-2-\beta} \int_{[-1,1]^{c}}|u|^{\beta-3} d u
$$

As $\beta<2, \beta-3<-1$ and all the integrals are finite. Taking $t=\Delta$ and $a=c \Delta^{1 / 2} \ln (n)$, we get:

$$
\mathbb{E}\left(\left(L_{k \Delta}^{(1)+(2)} \mathbb{1}_{\Omega_{N, k}}\right)^{2 p}\right) \lesssim \Delta^{1+p-\beta / 2} \ln ^{2 p-\beta}(n)
$$

### 6.12 Proof of Proposition 11 (Risk of the estimator of $\sigma$ for fixed $m$ )

We have that $Y_{k \Delta}=U_{k \Delta}+Y_{k \Delta}-U_{k \Delta}$. We can write:

$$
U_{k \Delta}=\frac{\left(B_{k \Delta}+Z_{k \Delta}\right)^{2}}{\Delta}=\sigma^{2}\left(X_{k \Delta}\right)+F_{k \Delta}+\left(\frac{\mathbb{E}\left(Z_{k \Delta}^{2}\right)}{\Delta}-\sigma^{2}\left(X_{k \Delta}\right)\right)+\frac{2 B_{k \Delta} Z_{k \Delta}+B_{k \Delta}^{2}}{\Delta}
$$

Let us set

$$
\tilde{E}_{k \Delta}=Y_{k \Delta}-U_{k \Delta}+\left(\frac{\mathbb{E}\left(Z_{k \Delta}^{2}\right)}{\Delta}-\sigma^{2}\left(X_{k \Delta}\right)\right)+\frac{2 B_{k \Delta} Z_{k \Delta}+B_{k \Delta}^{2}}{\Delta}
$$

By Lemmas 1 and 10, we have that

$$
\mathbb{E}\left(\tilde{E}_{k \Delta}^{2}\right) \lesssim \Delta^{1-\beta / 2} \ln ^{4}(n)+\Delta \quad \text { and } \quad \mathbb{E}\left(\tilde{E}_{k \Delta}^{4}\right) \lesssim \Delta^{1-\beta / 2} \ln ^{8}(n)
$$

Moreover, by Lemma 3,

$$
\mathbb{E}\left(F_{k \Delta} \mid \mathscr{F}_{k \Delta}\right)=0, \quad \mathbb{E}\left(F_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right) \leq \frac{\sigma_{1}^{4}}{\Delta} \quad \text { and } \quad \mathbb{E}\left(F_{k \Delta}^{4} \mid \mathscr{F}_{k \Delta}\right) \lesssim \frac{1}{\Delta}
$$

The end of the proof is the same as in Subsection 6.4. On $\Omega_{n}$, we obtain that:

$$
\mathbb{E}\left(\left\|\hat{\sigma}_{m}^{2}-\sigma_{A}^{2}\right\|_{n}^{2} \mathbb{1}_{\Omega_{n}}\right) \leq\left\|\sigma_{m}^{2}-\sigma_{A}^{2}\right\|_{\pi}^{2}+12 \mathbb{E}\left(\tilde{E}_{\Delta}^{2}\right)+12 \mathbb{E}\left(\sup _{t \in \mathscr{B}_{m}} \nu_{n, 2}^{2}(t)\right)
$$

where $\nu_{n, 2}(t)=n^{-1} \sum_{k=1}^{n} F_{k \Delta} t\left(X_{k \Delta}\right)$. By Lemma 3, we get that

$$
\mathbb{E}\left(\sup _{t \in S_{m}} \nu_{n, 2}^{2}(t)\right) \leq \sum_{\lambda \in \Lambda} \mathbb{E}\left(\nu_{n, 2}^{2}\left(\varphi_{\lambda}\right)\right)=\sum_{\lambda} \mathbb{E}\left(F_{k \Delta}^{2} \varphi_{\lambda}^{2}\left(X_{k \Delta}\right)\right) \leq \sigma_{1}^{4} \frac{D_{m}}{n}
$$

where $\left(\varphi_{\lambda}\right)_{\lambda \in \Lambda}$ is an orthonormal basis for the $\|\cdot\|_{\pi^{-}}$norm. If we take an orthonormal basis for the $\|\cdot\|_{L^{2}}$-norm, we obtain the second bound

$$
\mathbb{E}\left(\sup _{t \in S_{m}} \nu_{n, 2}^{2}(t)\right) \leq \frac{\phi_{1} \int \sigma^{4}(x) \pi(x) d x}{\pi_{0}} \frac{D_{m}}{n}
$$

The bound on the risk on $\Omega_{n}^{c}$ is done in the same as in Subsection 6.4.

### 6.13 Proof of Theorem 13 (Oracle inequality for the adaptive estimator of $\sigma$ )

The beginning of the proof is the same as in Subsection 6.6. As, for any $m, \gamma_{n, 2}\left(\hat{\sigma}_{\hat{m}}^{2}\right)+\operatorname{pen}_{2}(\hat{m}) \leq$ $\gamma_{n, 2}\left(\sigma_{m}^{2}\right)+\operatorname{pen}_{2}(m)$, we get that

$$
\left\|\hat{\sigma}_{\hat{m}}^{2}-\sigma_{A}^{2}\right\|_{n}^{2} \leq\left\|\sigma_{m}^{2}-\sigma_{A}^{2}\right\|_{n}^{2}+\operatorname{pen}_{2}(m)-\operatorname{pen}_{2}(\hat{m})+\frac{2}{n} \sum_{k=1}^{n}\left(\tilde{E}_{k \Delta}+F_{k \Delta}\right)\left(\hat{\sigma}_{\hat{m}}^{2}\left(X_{k \Delta}\right)-\sigma_{m}^{2}\left(X_{k \Delta}\right)\right)
$$

As previously, we bound the risk on $\Omega_{n}$ and on $\Omega_{n}^{c}$. We set $p_{2}\left(m, m^{\prime}\right)=\left(\operatorname{pen}_{2}(m)+\operatorname{pen}_{2}\left(m^{\prime}\right)\right) / 12$. On $\Omega_{n}$, we have:
$\mathbb{E}\left(\left\|\hat{\sigma}_{\tilde{m}}^{2}-\sigma_{A}^{2}\right\|_{n}^{2}\right) \leq\left\|\sigma_{m}^{2}-\sigma_{A}^{2}\right\|_{\pi}^{2}+4 \operatorname{pen}_{2}(m)+C \Delta^{1-\beta / 2}+12 \sum_{m^{\prime}} \mathbb{E}\left(\sup _{t \in \mathscr{B}_{m, m^{\prime}}} \nu_{n, 2}^{2}(t)-p_{2}\left(m, m^{\prime}\right)\right)_{+}$. As in Subsection 6.6, it remains to bound $\mathbb{E}\left(\left[\sup _{t \in \mathscr{B}_{m, m^{\prime}}} \nu_{n, 2}^{2}(t)-p_{2}\left(m, m^{\prime}\right)\right]_{+}\right)$. We can remark that $\mathbb{E}\left(F_{k \Delta}^{p}\right) \leq \frac{1}{\Delta^{p}} \mathbb{E}\left(Z_{k \Delta}^{2 p}\right)$. According to Barlow and Yor (1982, Proposition 4.2 (Burkholder-Davis-Gundy inequality with optimal constants)), there exists a constant $c$ such that, for any $p>0$ :

$$
\mathbb{E}\left(Z_{k \Delta}^{2 p}\right) \leq c^{2 p}(2 p)^{p} \mathbb{E}\left(\left|\int_{k \Delta}^{(k+1) \Delta} \sigma^{2}\left(X_{s}\right) d s\right|^{p}\right) \leq c^{2 p}(2 p)^{p} \Delta^{p} \sigma_{1}^{2 p} .
$$

Then $\mathbb{E}\left(F_{k \Delta}^{p}\right) \leq \sigma_{1}^{2 p} c^{2 p}(2 p)^{p}$. By Lemma 7 of Schmisser (2012), there exists a constant $\kappa$ such that, for any $\left(m, m^{\prime}\right) \in \mathscr{M}_{n}^{2}$,

$$
\mathbb{E}\left(\left[\sup _{t \in \mathscr{B}_{m, m^{\prime}}} \nu_{2, n}^{2}(t)-p_{2}\left(m, m^{\prime}\right)\right]_{+}\right) \lesssim \frac{e^{-\left(D_{m}+D_{m}^{\prime}\right)}}{n}
$$

which ends the proof.

### 6.14 Proof of Lemma 14 (Estimation of the penalty constant for the estimation of $\sigma^{2}$ )

Approximation of the first bound. As in Subsection 6.8, we get an inequality similar to (31):

$$
\left|\hat{\sigma}_{1}-\sigma_{1, A}\right| \leq\left\|\hat{\sigma}_{m}^{2}-\sigma_{A}^{2}\right\|_{\infty}^{2} \lesssim D_{m}^{-1}+D_{m}\left(\frac{1}{n} \sum_{k=1}^{n} \tilde{E}_{k \Delta}^{2}+\sum_{\lambda} \nu_{2, n}^{2}\left(\varphi_{\lambda}\right)\right) .
$$

As

$$
\tilde{E}_{k \Delta}=\left(Y_{k \Delta}-U_{k \Delta}\right)+\left(\frac{\mathbb{E}\left(Z_{k \Delta}^{2}\right)}{\Delta}-\sigma^{2}\left(X_{k \Delta}\right)\right)+\frac{2 B_{k \Delta} Z_{k \Delta}+B_{k \Delta}^{2}}{\Delta},
$$

on $\Omega_{B}$, by Lemma 1 ,

$$
\left|\tilde{E}_{k \Delta}\right| \lesssim\left|Y_{k \Delta}-U_{k \Delta}\right|+\Delta^{1 / 2}+\Delta^{1 / 2} \ln ^{2}(n) .
$$

We apply Bennett's inequality to $n^{-1} \sum_{k=1}^{n}\left(Y_{k \Delta}-U_{k \Delta}\right)^{2}$. Indeed, by Lemma $10, \mathbb{E}\left(\left(Y_{k \Delta}-U_{k \Delta}\right)^{2}\right) \lesssim$ $\Delta^{1-\beta / 2} \ln ^{4}(n),\left|U_{k \Delta}-Y_{k \Delta}\right| \lesssim \ln ^{2}(n)$ on $\Omega_{B}$ and

$$
\operatorname{Var}\left(\sum_{k=1}^{q_{n}}\left(Y_{k \Delta}-U_{k \Delta}\right)^{2}\right) \leq q_{n}^{2} \mathbb{E}\left(\left(U_{k \Delta}-Y_{k \Delta}\right)^{4}\right) \lesssim q_{n}^{2} \Delta^{1-\beta / 2} \ln ^{8}(n) \lesssim q_{n} \ln ^{9}(n) \Delta^{-\beta / 2} .
$$

Then

$$
\begin{aligned}
\mathbb{P}\left(\frac{1}{n} \sum_{k=1}^{n}\left(U_{k \Delta}-Y_{k \Delta}\right)^{2} \geq \Delta^{1-\beta / 2} \ln ^{4}(n)+\frac{\ln (n)}{\sqrt{n \Delta}}\right) & \lesssim \exp \left(-\frac{c n \ln ^{2}(n) / n \Delta}{\Delta^{-\beta / 2} \ln ^{9}(n)+\ln ^{2}(n) q_{n} \ln (n) / \sqrt{n \Delta}}\right) \\
& \lesssim \exp \left(\frac{-c \ln ^{2}(n)}{\Delta^{1-\beta / 2} \ln ^{9}(n)+\ln ^{4}(n) / \sqrt{n \Delta}}\right) \lesssim n^{-6} .
\end{aligned}
$$

Moreover, $\nu_{2, n}\left(\varphi_{\lambda}\right)=n^{-1} \sum_{k=1}^{n} \varphi_{\lambda}\left(X_{k \Delta}\right) F_{k \Delta}$. We recall that $\mathbb{E}\left(\varphi_{\lambda}\left(X_{k \Delta}\right) F_{k \Delta}\right)=0, \operatorname{Var}\left(\sum_{k=1}^{q_{n}} \varphi_{\lambda}\left(X_{k \Delta}\right) F_{k \Delta}\right) \leq$ $\sigma_{1}^{4}$ and, on $\Omega_{B},\left|\varphi_{\lambda}\left(X_{k \Delta}\right) F_{k \Delta}\right| \lesssim D_{m} \ln (n)$. Therefore, by Bennett's inequality:

$$
\mathbb{P}\left(\left|\nu_{2, n}\left(\varphi_{\lambda}\right)\right| \geq \frac{\ln ^{4}(n)}{\sqrt{n \Delta}}\right) \lesssim \exp \left(\frac{-c n \ln ^{2}(n) /(n \Delta)}{1+q_{n} D_{m} \ln ^{5}(n) / \sqrt{n \Delta}}\right) \lesssim \exp \left(\frac{-c \ln ^{2}(n)}{\ln ^{-6}(n) \Delta+\frac{D_{m}}{\sqrt{n \Delta}}}\right) \lesssim n^{-6}
$$

as $D_{m} \leq \sqrt{n \Delta}$. We get:

$$
\mathbb{P}\left(\left|\hat{\sigma}_{1}^{2}-\sigma_{1, A}^{2}\right|^{2} \geq \frac{1}{D_{m}}+D_{m}\left(\Delta^{1-\beta / 2} \ln ^{4}(n)+\frac{\ln ^{4}(n)}{\sqrt{n \Delta}}\right)\right) \lesssim n^{-6} .
$$

Taking $D_{m}=\ln (n)$, we get that

$$
\mathbb{P}\left(\left|\hat{\sigma}_{1}^{2}-\sigma_{1}^{2}\right| \geq 1 / \ln (n)\right) \lesssim n^{-6} .
$$

Approximation of the second bound. We have that

$$
\mathbb{E}\left(Y_{k \Delta}^{2}\right)=\left(U_{k \Delta}+Y_{k \Delta}-U_{k \Delta}\right)^{2}=\mathbb{E}\left(U_{k \Delta}^{2}\right)+\mathbb{E}\left(\left(Y_{k \Delta}-U_{k \Delta}\right)^{2}\right)+2 \mathbb{E}\left(U_{k \Delta}\left(Y_{k \Delta}-U_{k \Delta}\right)\right) .
$$

By Lemmas 1, 10 and Cauchy-Schwarz,

$$
\mathbb{E}\left(Y_{k \Delta}^{2} \mid \mathscr{F}_{k \Delta}\right)=3 \sigma^{4}\left(X_{k \Delta}\right)+C\left(\Delta^{1 / 2}+\Delta^{1-\beta / 2}+\Delta^{1 / 2-\beta / 4}\right) .
$$

and therefore $\mathbb{E}\left(Y_{k \Delta}^{2}\right)=3 \int \sigma^{4}(x) \pi(x) d x+C \Delta^{1 / 2-\beta / 4}$ It remains to control the difference with the empirical mean and its expectation by a Bennett inequality. Indeed, on $\Omega_{B}, Y_{k \Delta}^{2} \lesssim \ln ^{4}(n)$ and $\operatorname{Var}\left(Y_{k \Delta}^{2}\right) \lesssim 1$. Then

$$
\begin{aligned}
\mathbb{P}\left(\left|\frac{1}{n} \sum_{k=1}^{n} Y_{k \Delta}^{2}-3 \int_{\mathbb{R}} \sigma^{4}(x) \pi(x) d x\right| \geq C \Delta^{1 / 2-\beta / 4}+\frac{\ln ^{2}(n)}{\sqrt{n \Delta}}\right) & \lesssim \exp \left(-\frac{c n \ln ^{4}(n) /(n \Delta)}{1+\ln ^{4}(n) q_{n} \ln ^{2}(n) / \sqrt{n \Delta}}\right) \\
& \lesssim \exp \left(-\frac{c \ln ^{4}(n)}{\Delta+\frac{\ln ^{7}(n)}{\sqrt{n \Delta}}}\right) \lesssim n^{-6} .
\end{aligned}
$$

By (33), we get the expected result.
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## A Technical tools

Burkholder Davis Gundy inequality. Let us consider the filtration

$$
\mathscr{F}_{t}=\sigma\left(\eta,\left(W_{s}\right)_{0 \leq s \leq t},\left(L_{s}\right)_{0 \leq s \leq t}\right) .
$$

Then, for any $p \geq 2$, there exists a constant $C_{p}>0$ such that:

$$
\mathbb{E}\left(\sup _{s \in[t, t+h]}\left|\int_{t}^{s} \sigma\left(X_{u}\right) d W_{u}\right|^{p} \mid \mathscr{F}_{t^{-}}\right) \leq C_{p} \mathbb{E}\left(\left|\int_{t}^{t+h} \sigma^{2}\left(X_{u}\right) d u\right|^{p / 2} \mid \mathscr{F}_{t^{-}}\right)
$$

and

$$
\begin{aligned}
\mathbb{E}\left(\sup _{s \in[t, t+h]}\left|\int_{t}^{s} \xi\left(X_{u^{-}}\right) d L_{u}\right|^{p} \mid \mathscr{F}_{t^{-}}\right) & \leq C_{p} \mathbb{E}\left(\left(\int_{t}^{t+h} \xi^{2}\left(X_{u}\right) d u\right)^{p / 2} \mid \mathscr{F}_{t^{-}}\right) \\
& +C_{p} \mathbb{E}\left(\int_{t}^{t+h}\left|\xi^{p}\left(X_{u}\right)\right| d u \mid \mathscr{F}_{t^{-}}\right) \int_{\mathbb{R}}|z|^{p} \nu(d z)
\end{aligned}
$$

Definition of Besov's spaces. A function $g$ belongs to the Besov space $\mathscr{B}_{2, \infty}^{\alpha}(A)$ if

- $g$ belongs to $L^{2}(A)$
- Its modulus of smoothness $\omega_{p}$ satisfies $\sup _{t>0} t^{-\alpha} \omega_{r}(g, t)_{2}<\infty$ with $r=\lfloor\alpha+1\rfloor$ and where

$$
\omega_{r}(g, t)_{p}:=\sup _{0<h \leq t}\left\|\Delta_{h}^{r}(g, .)\right\|_{L^{p}(A)} \quad \text { where } \quad \Delta_{h}^{r}(g, x):=\sum_{k=0}^{r}(-1)^{k} C_{r}^{k} g(x+k h)
$$

This result can be find in Dellacherie and Meyer (1980) or Applebaum (2004).
Berbee's coupling lemma. Let $\left(X_{t}\right)_{t \geq 0}$ be a stationary and exponentially $\beta$-mixing process observed at discrete times $t=0, \Delta, \ldots, n \Delta$. Let us set $n=2 p_{n} q_{n}$ with $q_{n}=8 \ln (n) / \Delta$. For any $a \in\{0,1\}, 1 \leq k \leq p_{n}$, we consider the random variables

$$
U_{k, a}=\left(X_{\left((2(k-1)+a) q_{n}+1\right) \Delta}, \ldots, X_{(2 k-1+a) q_{n} \Delta}\right)
$$

There exist random variables $X_{\Delta}^{*}, \ldots, X_{n \Delta}^{*}$ such that

$$
U_{k, a}^{*}=\left(X_{\left((2(k-1)+a) q_{n}+1\right) \Delta}^{*}, \ldots, X_{(2 k-1+a) q_{n} \Delta}^{*}\right)
$$

satisfy:

- For any $a \in\{0,1\}$, the random vectors $U_{1, a}^{*}, U_{2, a}^{*}, \ldots, U_{p_{n}, a}^{*}$ are independent.
- For any $(a, k) \in\{0,1\} \times\left\{1, \ldots, p_{n}\right\}, U_{k, a}^{*} \sim U_{k, a}$.
- For any $(a, k) \in\{0,1\} \times\left\{1, \ldots, p_{n}\right\}, \mathbb{P}\left(U_{k, a} \neq U_{k, a}^{*}\right) \leq \beta_{M}\left(q_{n} \Delta\right) \leq n^{-8}$ where $\beta_{M}$ is the $\beta$-mixing coefficient of $\left(X_{t}\right)$.

Let us set $\Omega^{*}=\left\{\omega, \forall(k, a) \in\{0,1\} \times\left\{1, \ldots, p_{n}\right\}, U_{k, a}=U_{k, a}^{*}\right\}$. Then $\mathbb{P}\left(\left(\Omega^{*}\right)^{c}\right) \leq n \Delta / n^{8}$.
Berbee's coupling Lemma is proved by Viennet (1997).
The following Talagrand's inequality is proved by Birgé and Massart (1998) (corollary 2p.354) and Comte and Merlevède (2002) (p222-223).
Talagrand's inequality. Let $\left(X_{1}, \ldots, X_{n}\right)$ be independent identically distributed random variables, $\mathscr{F}$ a countable family of functions and define $I_{n}: \mathscr{F} \mapsto \mathbb{R}$ such that

$$
I_{n}(f)=\frac{1}{n} \sum_{k=1}^{n} f\left(X_{k}\right)-\mathbb{E}\left(f\left(X_{k}\right)\right)
$$

If there exists $M, H^{2}, V \in \mathbb{R}^{+}$such that

$$
\sup _{f \in \mathscr{F}}\left\|f\left(X_{k}\right)\right\|_{\infty} \leq M, \quad \mathbb{E}\left(\sup _{f \in \mathscr{F}} I_{n}^{2}(f)\right) \leq H^{2}, \quad \sup _{f \in \mathscr{F}} \operatorname{Var}\left(f\left(X_{k}\right)\right) \leq V
$$

then

$$
\mathbb{E}\left(\sup _{f \in \mathscr{F}} I_{n}^{2}(f)-12 H^{2}\right)_{+} \lesssim \frac{V}{n} \exp \left(-k_{1} \frac{n H^{2}}{V}\right)+\frac{M^{2}}{n^{2}} \exp \left(-k_{2} \frac{n H}{M}\right)
$$

where $k_{1}$ and $k_{2}$ are two explicit constants.
Bennett inequality. Let $\left(X_{1}, \ldots, X_{n}\right)$ be independent identically distributed random variables such that $\operatorname{Var}\left(X_{i}\right)=V$ and $\left|X_{i}-\mathbb{E}\left(X_{i}\right)\right| \leq M$ p.s (with $V, M \in \mathbb{R}^{+}$. Then, for any $x>0$,

$$
\mathbb{P}\left(\left|S_{n}-\mathbb{E}\left(S_{n}\right)\right| \geq x\right) \leq \exp \left(-\frac{x^{2}}{2(n V+x M / 3)}\right)
$$

where $S_{n}=\sum_{i=1}^{n} X_{i}$. From Berbee's coupling lemma and Talagrand's and Bennett's inequality, we deduce the following lemma:
Talagrand's and Bennett's inequality for $\beta$-mixing variables. Let us consider $\left(Z_{k}\right)$ some random variables, exponentially $\beta$-mixing, such that the $\beta$-mixing coefficient of $Z_{k}$ satisfies:

$$
\exists c>0, \gamma>0, \forall k, \beta_{Z}(k) \leq c e^{-\gamma k}
$$

We define $q_{n}:=\lceil 2 \ln (n) /(\gamma)\rceil$, $p_{n}=\left\lceil n /\left(2 q_{n}\right)\right\rceil$. We have that $\beta_{Z}\left(q_{n}\right) \leq c e^{-2 \gamma \ln (n) / \gamma} \lesssim n^{-2}$.
Talagrand Let us consider

$$
I_{n}(f)=\frac{1}{n} \sum_{k=1}^{n} f\left(Z_{k}\right)-\mathbb{E}\left[f\left(Z_{k}\right)\right]
$$

and $\mathscr{F}$ a countable family of functions. If we can find a triplet $(M, V$ and $H)$ in $\left(\mathbb{R}^{+}\right)^{3}$ such that, for any $0 \leq j \leq p_{n}-1$ :

$$
\begin{gathered}
\forall c, \sup _{f \in \mathscr{F}} \operatorname{Var}\left(\frac{1}{q_{n}} \sum_{k=j q_{n}+1}^{(j+1) q_{n}} f\left(Z_{k}\right)\right) \leq \frac{V}{q_{n}}, \\
\forall c, \sup _{f \in \mathscr{F}}\left\|\frac{1}{q_{n}} \sum_{k=j q_{n}+1}^{(j+1) q_{n}} f\left(Z_{k}\right)\right\|_{\infty} \leq M \text { and } \quad \mathbb{E}\left[\sup _{f \in \mathscr{F}}\left|I_{n}(f)\right|\right] \leq \frac{H}{\sqrt{n}},
\end{gathered}
$$

then we have, by Talagrand's inequality:

$$
\mathbb{E}\left[\sup _{f \in \mathscr{F}}\left|I_{n}^{2}(f)-6 H^{2}\right|\right]_{+} \leq C \frac{V}{n} \exp \left(-k_{1} \frac{H^{2}}{12 V}\right)+C^{\prime} \frac{M}{p_{n}^{2}} \exp \left(-k_{2} \frac{\sqrt{p_{n}} H}{\sqrt{q_{n}} M}\right)+2 \frac{M}{n^{2}}
$$

where $C, C^{\prime}, k_{1}$ and $k_{2}$ are universal constants.
Benett Let us set

$$
S_{n}=\sum_{k=1}^{n} Z_{k} \quad \text { and } \quad \bar{Z}_{n}=\frac{1}{n} \sum_{k=1}^{n} Z_{k}
$$

If we can find $V^{\prime}, M^{\prime}$ such that, for any $0 \leq j \leq p_{n}-1$

$$
\operatorname{Var}\left(\sum_{k=j q_{n}+1}^{(j+1) q_{n}} Z_{k}\right) \leq q_{n} V^{\prime} \quad \text { and }\left|\sum_{k=j q_{n}+1}^{(j+1) q_{n}} Z_{k}-\mathbb{E}\left(Z_{k}\right)\right| \leq q_{n} M^{\prime}
$$

then, by Bennett's inequality: $\mathbb{P}\left(\left|S_{n}-\mathbb{E}\left(S_{n}\right)\right| \geq x\right) \leq 2 \exp \left(-\frac{x^{2}}{2\left(n V^{\prime}+x M^{\prime} q_{n}\right)}\right)$ and therefore:

$$
\mathbb{P}\left(\left|\bar{V}_{n}-\mathbb{E}\left(V_{1}\right)\right| \geq x\right) \leq 2 \exp \left(-\frac{n x^{2}}{2\left(V^{\prime}+x M^{\prime} q_{n}\right)}\right)
$$

## Fourier transform.

We denote by $\mathcal{F} h$ the Fourier transform of a function $h \in L^{1}(\mathbb{R})$ :

$$
\mathcal{F} h(x)=\int_{\mathbb{R}} f(u) e^{-i x u} d u
$$

The Schwarz space is defined as

$$
S(\mathbb{R})=\left\{h \in \mathscr{C}^{\infty}, \forall p, q \in \mathbb{N}, \exists C_{p, q}, \forall x \in \mathbb{R},\left|x^{p} h^{(q)}(x)\right| \leq C_{p q}\right\}
$$

Then we have the following properties:
a. For any $h_{1}, h_{2} \in L^{2}(\mathbb{R}),\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2}, \mathcal{F}\left(a_{1} h_{1}+a_{2} h_{2}\right)=a_{1} \mathcal{F} h_{1}+a_{2} \mathcal{F} h_{2}$.
b. For any $h \in L^{2}(\mathbb{R})$, $\mathcal{F} h \in L^{2}(\mathbb{R})$ and $\forall x \in \mathbb{R}, h(x)=\frac{1}{2 \pi} \int_{\mathbb{R}} e^{i t x} \mathcal{F} h(t) d t$.
c. For any $h \in L^{2}(\mathbb{R}), \mathcal{F} h(. / a)(x)=|a| \mathcal{F} h(a x)$.
d. For any functions $h_{1}, h_{2} \in L^{2}(\mathbb{R})$, the Parseval's formula holds:

$$
\int_{\mathbb{R}} h_{1}(x) \overline{h_{2}(x)} d x=\frac{1}{2 \pi} \int_{\mathbb{R}} \mathcal{F} h_{1}(u) \overline{\mathcal{F} h_{2}}(u) d u
$$

As $\mathcal{F} \delta_{y}(x)=e^{-i x y}$,

$$
h(0)=\int_{\mathbb{R}} h(y) \delta_{0}(y) d y=\frac{1}{2 \pi} \int_{\mathbb{R}} \mathcal{F} h(u) d u
$$

e. For any $h$ in $S(\mathbb{R}), \mathcal{F} h \in S(\mathbb{R})$ and

$$
\mathcal{F}\left(h^{(q)}\right)(x)=(i x)^{q} \mathcal{F} h(x) .
$$
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