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Extremes for transient random walks in random sceneries under
weak independence conditions

Nicolas Chenavier* Ahmad Darwiche T

Abstract

Let {&(k),k € Z} be a stationary sequence of random variables with conditions of
type D(uy) and D'(uy). Let {S,,n € N} be a transient random walk in the domain of
attraction of a stable law. We provide a limit theorem for the maximum of the first n
terms of the sequence {£(S,),n € N} as n goes to infinity. This paper extends a result
due to Franke and Saigo who dealt with the case where the sequence {£(k), k € Z} is i.i.d.
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AMS classification: 60G70, 60F05, 60G50.

1 Introduction

In the 1940s, Extreme Value Theory has been developed in the context of independent and
identically distributed (i.i.d) random variables by Gnedenko [4]. It is straightforward that if
{&(k),k € Z} is a sequence of i.i.d random variables then the following property holds: for
any sequence of real numbers (u, ), and for 7 > 0,

nlP (£(0) > uy,) 2 T=P (r]%a:l(f(k) < un) =2 .
The above property has been extended for sequences of dependent random variables satisfying
the so-called conditions D(uy,) and D’(u,) of Leadbetter [7, 8].

More recently, Franke and Saigo [2, 3] have investigated extremes for a sequence of depen-
dent random variables which do not satisfy the conditions D(u,) and D’(uy,). More precisely,
they consider the following problem. Let {Xj,k € N;} be a sequence of centered, integer-
valued i.i.d random variables and let S,, = X1+ -+ X,,, n € N;. Assume that { X,k € N1}
is in the domain of attraction of a stable law, i.e. for each z € R,

P (n_éSn < x) =2 Fu(x),
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where Fy, is the distribution function of a stable law with characteristic function given by
©(0) = exp(—|0]|*(C1 + iCasgnb)), «a € (0,2].

The sequence {S,,n € N} is referred to as a random walk. When o < 1 (resp. a > 1), it is
known that this random walk is transient (resp. recurrent) [5, 6]. Now, let {{(k),k € Z} be a
family of R-valued i.i.d random variables independent of the sequence { Xy, k € N, }. In the
sense of [3], the sequence {£(Sy,),n € N4} is called a random walk in a random scenery. Franke
and Saigo derive limit theorems for the maximum of the first n terms of {£(S,),n € Ny} as
n goes to infinity. An adaptation of Theorem 1 in [3] shows that in the transient case, i.e.
a < 1, the following property holds: if nlP (£(0) > uy,) T for some sequence (uy,) and for

some 7 > 0, then
< —Tq
¥ (f,ﬁ?ff@k) < “) e U (1)

where ¢ = P (Vk € N4, S # 0). Notice that ¢ > 0 because the random walk {S,,n € N}
is transient. According to a result due to Le Gall and Rosen [6], the number ¢ can be also
expressed as

g = lim i a.s., (2)

where R,, = #{S1,...,S,} is the range of the random walk.

In this paper, we extend (1) to sequences {{(k),k € Z} which are not necessarily i.i.d.
but which only satisfy conditions of type D(u,) and D'(u,). More precisely, we consider the
following problem. Let S, = X1 + -+ + X,,, where { X,k € N, } is a sequence satisfying the
same properties as above, i.e. a sequence of centered, integer-valued i.i.d random variables in
the domain of attraction of a a-stable law, with oo < 1. Let {£(k), k € Z} be a stationary se-
quence of random variables independent of { X, k € N4 }. Assume that there exist a sequence
(up) such that

nlP (& > up) =T (3)

for some 7 > 0, where £ has the same distribution as £(k), k& € Z. In the following, the
sequence {£(k),k € Z} is supposed to satisfy conditions of type D(uy) and D’(u,). Roughly,
the condition D(uy,) (see e.g. p29 in [9]) is a weak mixing property for the tails of the joint
distributions. To introduce it, we write for each i1 < --- <, and for each u € R,

Fipip(u) =P (€(i1) S, ..., (ip) < u).

Condition D(u,) We say that {£(k),k € Z} satisfies the condition D(u,,) if there exist a
sequence (au,1)(n,)en? and a sequence (ln) of positive integers such that o, ;, — 0 as n goes
to infinity, [, = ( ), and

| Firesipitseedy (Un) = Fiy iy (un) Fjy gy ()] < amy



for any integers 17 < --- < ip < j1 < --- < jp such that j; —i, > [. Notice that the bound
holds uniformly in p and p'.
The condition D'(u,) (see e.g. p29 in [9]) is a local type property and precludes the
existence of clusters of exceedances. To introduce it, we consider a sequence (ky) such that
n2

kn n:;o o, Ean,ln njo 0, knln = 0(”), (4)

where (I,) and (@,1)(n)en2 are the same as in condition D(uy,).

Condition D'(u,) We say that {{(k), k € Z} satisfies the condition D’(u,,) if there exists a
sequence of integers (k) satisfying (4) such that

[n/kn ]
lim n P(&(0) > up, &(J) > upn) = 0.

n—oo
=1

In the classical literature, the sequences (v, 1)(n1yen2 and (ky) only satisfy knau,, =20 (see

e.g. (3.2.1) in [9]) whereas in (4) we have assumed that %an,ln —2 0. In this sense, the

condition D’(uy,) as written above is slightly more restrictive than the usual condition D’ (uy,).
We are now prepared to state our main theorem.

Theorem 1. Let {S,,n € N1} be as above and let {{(k),k € Z} be a stationary sequence of
random variables such that nP (£(0) > uy,) T for some sequence (uy) and T > 0. Assume

that the conditions D(uy) and D'(uy,) hold. Then for almost all realization of {Sp,n € N1},
< -4
P (glg;{&(Sk) < un> e

where g =P (Vk € N1, S #0).

The above result extends (1) to sequences {{(k), k € Z} which only satisfy the conditions
D(uy) and D'(uy,). Notice that our theorem is stated when « < 1, but it remains true when
a > 1. We did not deal with this case because, when the random walk is recurrent, the number
q equals 0 and the limit is degenerate, i.e. P (maxg<, {(Sk) < un) 2 L

The main idea to derive Theorem 1 is to adapt [8] to our context. We think that our
method combined with Kallenberg’s theorem ensures that the point process of exceedances
converges to a Poisson point process, in the same spirit as Theorem 3 in [3]. More precisely,
if the threshold is of the form u, = wu,(x) = anx + by, for some z € R, and if we let
7 = inf{m € Ny, #{S1,...,Sn} > k}, then the point process

®,, = {(Tk ) = Bign) b“””) k> 1}
n @\ gn]

converges to a Poisson point process with explicit intensity measure.
The rest of the paper is devoted to the proof of Theorem 1.
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2 Proof of Theorem 1

The main idea is to adapt [8] to our context. To do it, let (ky), (I,) be as in (4). For n large
enough, let r, = [ | + 1. Given a realization {S,,n € N1} of the random walk, we write
Sp={51,...,5n} and R, = #S8,,. To capture the fact that the random scenery {{(k), k € Z}

satisfies the Condltlon D(uy), we construct blocks and stripes as follows. Let

Ky = VB"J +1. (5)

Tn

There exists a unique K,,-tuple of subsets B; C S,,, ¢ < K,,, such that the following properties
hold: UJ<K B; = S, #B; = r, and max B; < min B;; for all i < K,, — 1. Notice that
K, < k, and #Bg, = R, — (K, — 1) - r, almost surely (a.s.). The sets Bj, j < K, are
referred to as blocks. For each j < K,, we also denote by L; the family consisting of the
ln largest terms of B; (e.g. if B; = {z1,...,2p,}, with 21 < -+ < @, § < K, — 1, then
L = {x,—1,+1,---+2r,}). When j = K,, we take the convention Lk, = 0 if #Bk, < ln.
The set Lj is referred to as a stripe, and the union of the stripes is denoted £,, = U,<k,, Lj-
In the rest of the paper, we write Mp = maxyep &(k) for all subset B C Z. To prove Theorem
1, we will use the following lemma.

Lemma 1. With the above notation, we have for almost all realization of {S,,n € N, },

() P (Ms, <up)—P(Mspg, <un) — 0;

(i) P (Msn\ﬁn < un) 1Lk, P (MB].\L” < un) — 0

n—oo

(i) Tj<x, P (M, 2, < n) = <, P (M, < un) — 0.

The first and the third assertions mean that, asymptotically, the maximum is not affected
if we remove the sites which belong to one of the stripes. Roughly, this comes from the fact
that the size of the stripes is negligible compared to the size of the blocks. The second assertion
is a consequence of the fact that the sequence {¢(k), k € Z} satisfies the condition D(u,). To
derive Theorem 1, we will also use the following lemma.

Lemma 2. With the above notation, we have for almost all realization of {S,,n € N, },

[T P (Ms, <un) — e
2 J n—00
JISAn

Proof of Lemma 1. First we prove (i). To do it, for all n € N, we write

0 <P (Ms,\z, <un)—P(Ms, <up) <P (Mg, > uy)
< KplyP (€ > uy)
< lenlaP (€ > uy) - (6)



Since kply, = o(n) and nP (£ > uy,) 2Ty we have k,[,,P (§ > uy) — 0. This together with
(6) concludes the proof of (i).
Now we prove (ii). Noticing that {Ms,\z, < un} =<k, {MB,\c, < un} and bounding

P (MBKH\Ln < un) by 1, we have

P(Ms,c, <un) = [T P(Mp\c, < un)

J<Kn
<|P ( ) Mgz, < un> -P ( (| Mgz, < Un> P (MBKn\Ln < un)
J<Kn J<Kn—1
+ IP’( N Mg, Sun) ~ II P(Mgc, <ua)|.

J<Kn—1 J<Kn-1

It follows from the definition of £,, that inf;<x, 1 d(Bk, \ Ln,Bj \ Ln) > ln, where d(A, B)
denotes the distance between any pairs of sets A, B C R. Thanks to the condition D(u,,), this
gives

P (M, <un)— [T B(Mpyz, <un)
J<Kn

S an,ln +
J<Kn—1

P( \ Mg, < un) - 11 P(MBj\ﬁn < un) :

By induction, we have

P(Ms,z, Sun) = [T P(Mpz, < un)| < (K = Dang, < knang,,

J<Kn

which converges to 0 as n goes to infinity. This concludes the proof of (ii).
It remains to prove (iii). To do it, notice that, for n large enough, P (M B; < un) #0

because P (MBj > un) < rpP (€ > uy) ? 0. This allows us to write for n large enough,
n oo

[T B (Mpye, < ua) = T P (M, < un)

J<Kn J<Kn
_ P (Ms,\z, < un)
() (155 )

_ 1y P(Mppc, < w)

" ek, P (M, <up)

-1




Now, let j < K, be fixed. Because #{B; N L, } < l,, we can prove, in the same spirit as (6),
that

P <MB],\£” < un) _P (MBj < un> <LP(E>uy).
Adapting (6) again, we also have

P(Mp, > un) < P (> ). (8)
This implies that

P (MB].\En < un)
P (MBJ. < un)

P (MB].\EH < un> —P (MB]. < un)
1P (Mg, > uy)

P (&> up)
S1—1_1—7“77,IP’(§>un)

In In
:1+T —i—o(),

n n

where the last line comes from the fact that P (§ > uy,) o T. This together with (7) and

the fact that K,, < k,, implies
kn
< (1—|—Tln+0<ln)> -1
n n

Tknly,

H ]P)(MBj\En < un) — H ]P’(MB]. < un)
J<Kn J<Kn

~Y
n—00 n

The last term converges to 0 as n goes to infinity since ky,l, = o(n). This concludes the proof
of (iii). O

Proof of Lemma 2. First, we provide a lower-bound for [[;<f, P (M B; < un) To do it, for
all n € N4, we write

H P (MBJ, < un> = exp Z log (1 —P (MBj > un))
> exp (K, log (1 — P (€ > uy))),
where the last line comes from (8). To deal with the right-hand side, we notice that
log (1 —r,P (€ > uy)) o =P (€ > up)

since m, P (£ > uy,) converges to 0. It follows from (2), (3) and (5) that, for almost all realization
of {Sy,n € N4},

nh—>IEo exp (K log (1 — r,P (€ > uy))) = exp(—7q).
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Therefore a.s.

linrggf I}[{ P (MBJ. < un) > exp(—71q).
ISAn

Now, we provide an upper-bound for [[;<f P (MBj < un) To do it, we write

I 2 (o, <) o 5 e 1 o, )|

J<Kn J<Kn
<exp|-— Z IP’(MBJ. >un> .
J<Kn
This together with the Bonferroni inequalities (see e.g. p110 in [1]), implies that

H P (MBj < un)

J<Kn
< exp (—(Kn — 1)r,P (€ > up) + Z Z P(&(a) > upn,&(B) > un)) )
I<Kn a<B;a,BEB;

Since K, r,P({ > u,) — 7q a.s., we have a.s.
n—oo

lim sup H P (MBJ. < un) < exp (—Tq—i— lim sup Z Z P(&(a) > un,&(B) > un)> )

T <K, "0 <K, a<Bia,BEB;

Therefore, it is enough to prove that

Yo Y P(E(@) > un£(B) > up) — 0.

. n—r00
J<Kn a<p;a,BeB;

To do it, we write the sum appearing in the above equation into two terms: the first one deals
with the case when 5 — « < rp, and the second one deals with the opposite. For the first term,
we use the fact that the sequence {£(k),k € Z} is stationary. This gives

oY PE(@) > un E(B) > un) s acr,)

J<Kn a<pia,BeB;

< Y SUPE0) > s E(R) > )

jSKn BEBJ k=1

< kpry i ]P)(g(()) > un)ﬁ(k) > un)
k=1

The last term converges to 0 as n goes to infinity according to the condition D'(u,) and the
fact that k,rp, o Now, we deal with the same series but this time by replacing 115_o<r,}
n o

7



by 1(5_a>r,) - We have

Z Z ]P)(g(a) > Umg(ﬁ) > un) 1{,870427%} < Z Z P (€ > un)2

J<Kn a<f;a0,B€B; J<Kn a<B;o0,BEB;

+ 3 Y |PE@) > un£(B) > un) —P(€ > un)2) Lipasry- (9)

J<Kn a<B;a,BeB;

We prove below that the two terms of the right-hand side converge to 0. For the first one, we
have

S P> ) <kaIPE>u)? ~ 2

J<Kn a<Ba,fEB;

The last term converges to 0 according to (4). To deal with the second term of (9), we use
the condition D(uy). This gives

Z Z ’]P) (5(04) s Un,f(,@) > up) —P(€> Un)Q’ 1{ﬁ*a2rn}

J<Kn a<pB;o,BEB;

<Y Y |PE@) > wn€(B) > un) —P(€ > un)’ Lzt
J<Kn a<f;a,0€B;

n?

2
< knrnan,ln n:oo kian,lnv
n

which converges to 0 as n goes to infinity according to (4). This concludes the proof of Lemma
2. O

Theorem 1 follows directly from Lemmas 1 and 2.
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