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3D smooth particle hydrodynamics modelling for high velocity penetrating
impact using GPU: Application to a blunt projectile penetrating thin steel plates.

H. Frissanea,∗, L. Taddeia, N. Lebaala, S. Rotha

aLaboratoire Interdisciplinaire Carnot de Bourgogne/ Site UTBM, UMR CNRS 6303/ Univ. Bourgogne Franche Comté (UBFC),
F-90010 Belfort, France

Abstract

The high velocity impact (HVI) framework with or without penetration leads to considering several physical
phenomena, such as large deformation, damage mechanics and rupture. Our understanding of these impacts
can be approached by numerical simulation. In this paper, the penetration of thin metal plates struck by
a blunt projectile is simulated using meshfree particle analysis and the smoothed particle hydrodynamics
(SPH) method. The Johnson-Cook elastic-plastic model and the simplified damage model were applied to
simulate the mechanical behaviour in this study. Penalty force algorithms were implemented in the model
to manage the contact phenomenon. In addition, to overcome the computational cost, which is critical with
SPH simulation, a developed solver graphics processing unit (GPU) was used. This enabled us to accelerate
the simulation time and also allowed the use of large numbers of particles (2–8 million). The computational
results were compared with experimental results published in the literature in terms of the ballistic curve in
these plates.

Keywords: Ballistic penetration, Constitutive relations, Elastic-plastic behavior, Smoothed particle
hydrodynamics, GPU.

1. Introduction

The penetration of projectiles into a target at high velocity impact (HVI) has been studied for many
decades. This area of applied mechanics has been a subject of interest in aerospace, military, nuclear
and civil engineering, among others. In the discipline of impact engineering, and for ballistic impact of
a projectile against a mechanical structure, it is essential to understand their response to optimally design
protecting structures. The literature includes numerous studies of many different impact configurations,
including the effects of different parameters that influence the perforation and the ballistic performance of
the target.

Numerous parameter effects have been of interest in the literature. Similar and contradictory observa-
tions in the literature have revealed that the influence of the projectile’s nose shape in the structural impact
is governed by parameters varying from one investigation to another. Therefore, systematic study and more
investigation was necessary to determine the governing parameters of the influence of projectile nose shape
on the ballistic performance of the target material (Børvik et al., 2002; Dey et al., 2007; Iqbal et al., 2012).
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Another parameter that influences the ballistic performance of target material impacted by projectiles is the
thickness of the target plate (Dey et al., 2007). Gupta et al. (2007) and Børvik et al. (2001b) found that the
ballistic limit velocity of the target plate increased with increasing target plate thickness. Material strength
has also played an important role on the penetration of projectiles. An experiment conducted by Børvik
et al. (2009) revealed that the ballistic limit velocity increases with the increase of the yield strength of
the target materials. However, Dey et al. (2004) found that the difference ballistic limit velocity of differ-
ent target materials used were not significant for similar projectile nose shapes, although there were large
differences between the yield strengths of the targets.

The so-called ideal collisions did not occur in a real case scenario. One of the non-ideal collisions that
was described by Backman and Goldsmith (1978) was impact with angularity. It was observed that the
angle of obliquity was another important parameter that affects the ballistic limit of the target. Investigation
of the impacts problem is complex and expensive because it requires testing equipment, testing environ-
ment, testing prototypes, and testing configuration. The development of computational science allows us
to develop efficient and reliable methods, which helps to overcome the issues linked to experiments. Finite
Element Method (FEM) is one of the most classical numerical methods used to deal with dynamic problem.
However, FEM suffers from a severe mesh distortion or mesh tangling problem when dealing with HVI
problems (Belytschko and Lin, 1987; Johnson and Stryk, 1987). Consequently, a new particle meshfree
method to solve the mesh problem such as the smoothed particle hydrodynamics (SPH) was developed in
the literature. A particle meshfree method is appropriate when dealing with dynamics problems involving
severe damages (Giannaros et al., 2019; Zhang and Liu, 2017). Some of the numerical investigations that
dealt with this dynamic problem by adopting the mesh-free SPH can be found in the literature (Alhussan
et al., 2012; Hayhurst and Clegg, 1997; Mehra and Chaturvedi, 2006; Swaddiwudhipong et al., 2010; Taddei
et al., 2015; Vignjevic et al., 2004).

In the present study, a numerical method based on SPH was developed and applied to simulate thin
plates of steel impacted by s blunt projectile (Børvik et al., 2003). The ultimate goal was to provide funda-
mental physical insight and derive a physics-based HVI model for a use in several simulation configurations.
Although SPH is well suited to such problems, using a large model (perfectly SPH) with different material
could lead to three important barriers. The first one concerns the number of particles included in the simula-
tion, which can increase the computational time when increasing the number of particles. The second deals
with the complexity of the calculation when the problems involve complex physical phenomenon (multi-
phase, complex material, etc.) (Colagrossi and Landrini, 2003). The third concerns 3D simulations, which
are necessary to capture some physical phenomenon that are not axisymmetric (oblique ballistic impact).
For this reason, a HVI 3D-SPH simulation need a small time step to respect CFL(Courant–Friedrichs–Lewy)
condition and a large number of particles. All these points led to extreme time computation. To reduce com-
putational runtimes, an operable option is to use a GPU. Due to the locality of SPH interactions, multiple
component schemes require identification of neighboring particles. In impact simulations that involve, at
least, two different bodies (with different mechanical characteristics ), such as multiple component systems,
the influence between different particle types leads to increase the time complexity, as well as the contact
algorithm between different bodies. To solve this kind of problem, different GPU algorithms were reported,
Zheng et al. (2012) including the uniform grid method and the study of Pabst et al. (2010), which used a
spatial subdivision approach. In the framework in SPH development and despite their suitability for scien-
tific computing, there has been only limited research and development using GPU. Crespo et al. (2011) and
Hérault et al. (2010) initiated research using the GPU algorithm and compared with CPU implementation
with significant improvement speedups for the GPU codes.

This paper presents a new approach to the development of GPU algorithms, combined to a 3D SPH
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code, allowing us to simulate a complex HVI configuration. This paper is structured as follows: first, the
governing equations are presented, as well as the SPH formulation implemented using GPU. The GPU
algorithm for impact simulations is then presented using CUDA profiling data. Finally, the HVI-SPH GPU
scheme is applied to 3D impact cases where the comparison between simulations and experiments of the
literature are conducted and illustrated.

2. SPH: 3D formulation

The SPH method can be described in different steps, as follows: discretization of the domain, integration
of the variables, replacement of the integration by summation in the support domain of all particles, and time
integration. This method can solve problems where the governing partial differential equations describe the
co-moving evolution of the density, coordinates, velocity, and energy per unit mass in terms of the velocity
gradients, pressure tensor, and stress tensor. According to Lucy (1977) and Gingold and Monaghan (1977),
the SPH interpolates the set of field variable by means of kernel interpolation. For any variable f(q), a local
average at each coordinate qi is calculated according to Eq.(2.1)

∀i ∈K, 〈f (qi)〉 =

∫
Ωi

fWdΩ =
∑
j∈Ki

mj

ρj
fjW

(
‖qij‖2, h

)
, (2.1)

where mj , ρj , fj and Ωi are, respectively, the mass of the particle j, the density, the value of the field
f(q) at position qj , and the compact support of a particle i and qij = qi − qj . For the next, the notation,
aij = ai−aj , aij = 1

2(ai+aj), andW
(
‖qij‖2, h

)
= Wij are employed. Wij is a kernel function, which is

parameterized by the value h corresponding to the smoothing length. The sum in Eq. (2.1) formally extends
over all particles. However, due to the compact support of W , only the particle of index j ∈ Ki needs to be

considered, where Ki = { j | ‖qij‖2 < 2h} and K =
N⋃
i=0

Ki, with N is the total number of particles.

A particularly convenient feature of SPH is that neither mj nor fj is affected by the gradient operator ∇.
Because the mj and fj are themselves particle properties, the gradient operator affects only the weight
function Wij . Therefore, the gradient of a vector field f(q), evaluated at position qi, is obtained as follows
:

∀i ∈K, 〈∇f(qi)〉 =
∑
j∈Ki

mj

ρj
fj∇iWij · (2.2)

2.1. Governing equations
The fundamental equations for dynamics can be found in Monaghan (2000). The equation of continuity

is the following equation (2.3),

ρ̇ =
dρ

dt
= −ρ∂u

α

∂qα
, (2.3)

where d
dt represents the Lagrangian time derivative, uα represents the α-th component of the velocity u,

and qα represents the α-component of the position q.
The equation of the motion is given in the following equation (2.4),

u̇α =
1

ρ

∂σαβ

∂qβ
, (2.4)
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With σαβ is the stress tensor, where α, β are indices for reference axes in Cartesian coordinates. The
equation of motion Eq. (2.4) has another expression,

u̇α = −1

ρ

∂

∂qβ

(
σαβ

ρ

)
− σαβ

ρ2

∂ρ

∂qβ
· (2.5)

In addition, the equation of energy is as follows:

ė =
σαβ

ρ
ε̇αβ, (2.6)

where e is the specific internal energy, ε̇αβ is the strain rate tensor, which can be expressed as follows
Eq. (2.7),

ε̇αβ =
1

2

(
∂να

∂qβ
+
∂νβ

∂qα

)
· (2.7)

σαβ being a symmetric tensor, Eq. (2.6) can be expressed by simpler form, as follows:

ė = −σ
αβ

ρ

∂να

∂qβ
· (2.8)

As with the symmetric form relatively to the velocity, we write Eq. (2.8),

ė =
1

2

[
σαβ

ρ2

(
να

∂ρ

∂qβ
− ∂ (ρνα)

∂qβ

)
+ να

∂

∂qβ

(
σαβ

ρ

)
− ∂

∂qβ

(
σαβνα

ρ

)]
· (2.9)

2.2. Discretized governing equations and numerical corrections
Conservation Eqs.(2.3)-(2.6) can be discretized ∀i ∈K to particle-approximation form as,

ρ̇i = ρi
∑
j∈Ki

[
mj

ρj
(ui − uj) + εhc0Φij

]
· ∇iŴij , (2.10)

u̇αi =
∑
j∈Ki

mj

[
σαβi
ρ2
i

+
σαβj
ρ2
j

− δαβΠij

]
∇βi Ŵij , (2.11)

ėi =
1

2

∑
j∈Ki

mj

[
σαβi
ρ2
i

+
σαβj
ρ2
j

+ δαβΠij

] [
uβi − u

β
j

]
∇βi Ŵij , (2.12)

where δαβ is Kronecker delta. A consistent form of kernel gradient (Chen et al., 1999) is used as,

∇jŴij = L−1
i ∇iWij , (2.13)

where,

Li = −
∑
j∈Ki

mj

ρj
(qi − qj)⊗∇iWij , (2.14)
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with Wij is the Wendland kernel as given below

Wr(‖qij‖2, h) = ιd


(

1− r

2

)4
(2r + 1) if 0 ≤ r < 2

0 otherwise

, (2.15)

where, ιd = 21
16πh3

and r =
‖qij‖2
h . In the discrete momentum and energy equations, Πij is the artificial vis-

cosity (Monaghan and Gingold, 1983). This is a corrective technic that can damp the numerical oscillations
that can appear in a discontinuity area. The formulation is given by:

Πij =


−κ1hc̄ijϕij + κ2h

2ϕ2
ij

ρ̄ij
if qij · uij < 0

0 otherwise

, (2.16)

with

ϕij =
qij · uij
q2
ij + εh2

∼ ∇ · ui ∼ ∇ · uj · (2.17)

In this formulation, the notation c̄ij , or ρ̄ij , corresponds to the average of quantity of two points i and j. The
parameters c, κ1, and κ2 correspond, respectively, to the speed of sound in the material and two numerical
parameters. These parameters may be determined through numerical experiments. In this framework, we
adopt the δ-SPH scheme proposed by (Marrone et al., 2011) in which a proper artificial diffusive term Φij

is used into the continuity equation (2.10) to remove the spurious numerical high-frequency oscillations in
the pressure field. Thus, Φij can be expressed by simpler form as,

Φij = 2(ρi − ρj)
qij
‖qij‖22

− (ρ̇∗i + ρ̇∗j ), (2.18)

where ρ̇∗ is the renormalized density gradient (Randles and Libersky, 1996) defined as:

ρ̇∗i = −
∑
j∈Ki

mj

ρj
(ρi − ρj)L−1

i ∇iWij , (2.19)

Coefficients ρ0, c0 and ε in Eq. (2.10) are, respectively, the initial density of material, the reference speed
of sound and a parameter which controls the intensity of the diffusion of density.

3. Elastic-plastic SPH model

In the framework of HVI, the present paper proposes to investigate the perforation of thin metal plate
by a projectile, using the original SPH approach. To model the different components (target and projectile),
a hydrodynamic, elasto-plastic behaviour was considered and implemented in 3D code.

3.1. Constitutive model
The stress tensor was decomposed into two parts: the hydrostatic pressure P and a deviatoric part of the

stress tensor Sαβ ,

σαβ = −Pδαβ + Sαβ· (3.1)
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The pressure P proposed in this work was computed from the Mie Gruneisen equation of state, and was
coupled to a constitutive law defining the deviatoric stress components of the stress tensor. Then, the
following equations can be written:

P = (1− 1

2
Γ0η)Ph(ρ) + Γ0e, (3.2)

Ph(ρ) =


3∑

k=1

Ck η
k if η ≥ 0

C1 η if η < 0

with η =
ρ

ρ0
− 1, (3.3)

where Γ0 represents the Gruneisen parameter linked to thermomechanical behavior. The pressure terms Ph
was associated to the Hugoniot curve with the following Ck coefficient :

C1 = ρ0c
2
0, C2 = C1(1 + 2(s− 1)), C3 = C1(2(s− 1) + 3(s− 1)2)· (3.4)

Four parameters (ρ0, s, c0,Γ0) were essential to defined this behavior law. The deviatoric stress component
Sαβ can be integrated through the incremental of Hooke’s law with the Jaumann rate correction as,

Ṡαβi = 2µ(ε̇αβi −
1

3
δαβ ε̇γγi ) + Sαγi ω̇βγi + Sγβi ω̇αγi , (3.5)

where µ, ε̇γγ and ω̇αγi were the shear modulus, the strain rate tensor and the rotation rate tensor, respectively.
They were discretized into the SPH formulations as,

ε̇αβi =
1

2

∑
j∈Ki

mj

ρj

[
uαji∇βi Ŵij + uβji∇αi Ŵij

]
, (3.6)

ω̇αβi =
1

2

∑
j∈Ki

mj

ρj

[
uαji∇βi Ŵij − uβji∇αi Ŵij

]
· (3.7)

The plastic behavior was based on the Von Mises Yield criterion by using a pressure independent yield
function

yf =
√
J2 −

σy√
3
, (3.8)

where J2 = 1
2S

αβSαβ represents the second stress tensor invariant, and σy represents the Yield stress. The
plastic behaviour is reached if the stress yield criterion is met ( (yf > 0). The criteria may be used to bring
back the deviatoric stress component to the Yield surface as

Sαβnew = cyS
αβ
old , (3.9)

where cy = min(1,
σy√
3J2

). The definition of the plastic strain increment, effective plastic strain increment
can be written, respectively, as,

∆εαβpl =
1− cy

2µ
Sαβ, (3.10)

∆εpl =
1− cy

3µ

√
3

2
SαβSαβ· (3.11)

These equations assumed that the plastic strain increment was in proportion to deviatoric stress for an
elasto-plastic material.
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3.2. Plasticity model

The Johnson and Cook (1983) elastic-plastic model which takes into account linear thermo-elasticity,
the Von Mises Yield criterion, plastic flow, strain-rate hardening, strain hardening, and thermal softening of
the material was used as based model. The yield stress was given by equation (3.12):

σy =
[
A+B

(
εeff

pl
)N] [

1 + C ln

(
ε̇eff

pl

ε̇0

)] [
1− (Tn)M

]
, (3.12)

where A, B, C, N and M were material constants. εeff
pl , ε̇eff

pl and ε̇0 were, respectively, the accumulated
effective plastic strain, the rate of plastic strain rate and the reference value of plastic strain rate. Tn was the
normalized temperature given by equation (3.13):

Tn =

(
T − Ttr

Tm − Ttr

)
, (3.13)

where T , Tm, Ttr were, respectively, the current temperature, the melting temperature and the transition
temperature. Analytically speaking and without taking into account the external heat sources and convection
effects, the temperature evolution can be expressed as given in the following formula,

Ṫ =
1

ρCp
ε̇αβpl S

αβ, (3.14)

where Cp was the specific heat of concerned material.

4. Contact and failure algorithm

4.1. Management of the contact

The management of the contact is a poorly explored field in the framework of particle methods. The
problem of contact can be written in the form of a minimization problem under constraints. Two methods
are frequently used: the Lagrange multipliers method and the penalty method. The penalty method is
a simple method that is used to add a penalty when the solution of the problem violates the constraint.
To introduce the management of the contact in the developed code, we propose to use a penalty method
as performed in (Belytschko and Yeh, 1993; Campbell et al., 2000; Vignjevic and Campbell, 1999). This
technic allowed us to introduce the contact between SPH body without requiring a costly procedure in terms
of time computation. Contact treatment of contact detection and contact force applications was considered
using particle to particle contact. In this case, a contact occurred when the intersection of two compact
supports of two particles i and k from two different bodies B1

i and B2
k, respectively, was not empty (ΩB1

i
∩

ΩB2
k
6= ∅) as shown in Fig. 1. Then, the penetration was determined by the following equation (4.1):

pik = hi + hk − ‖qik‖2, (4.1)

The penalty force was exerted in the direction between particles. To apply the penalty force, the normal
vector at each boundary particle was found as

nik =
qik
‖qik‖2

, (4.2)
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Concerning the choice of the penalty force Fp (Belytschko and Yeh, 1993; Vignjevic and Campbell, 1999)
to be affected in the case of penetration (pik ≥ 0), which was defined as follows:

Fp
ik = Kp max

(
F1
ik,F

2
ik,F

3
ik

)
nij , (4.3)

where Kp was a scale factor. The forces F1
ik, F2

ik, and F3
ik were, respectively:

F1
ik =

mk

mi

pik
∆t2

, (4.4)

F2
ik =

√
hihk
hi + hk

(
µiµk
µi + µk

)
p

3
2
ik

mi
, (4.5)

F3
ik =

1

mi

(
ρiρkh

3
ih

3
k

ρih3
i + ρkh

3
k

)
ṗik
∆t

if ṗik > 0, (4.6)

where ∆t is the time step and ṗik is the rate of penetration.

k −2

k −1 k

k +1

i −2

i −1 i i +1

e y

ez

⊗
ex

R0

Particle from the body B1.
Particle from the body B2.
Penlalty force application ‖Fp

i k‖2.
Particles under contact (ΩB1 ∩ΩB2 6= ;).

Particles without contact (ΩB1 ∩ΩB2 =;).

k −2

k −1 k

k +1

i −2

i −1 i i +1

e y

ez

⊗
ex

R0

Particle from the body B1.
Particle from the body B2.
Penlalty force application ‖Fp

i k‖2.
Particles under contact (ΩB1 ∩ΩB2 6= ;).

Particles without contact (ΩB1 ∩ΩB2 =;).

1

Fig 1: Management of the contact: diagram of the penetration area.

4.2. Failure algorithm

The fracture behavior implemented in the model was based on the Johnson and Cook (1985) dynamic
failure model. The model that takes into account the stress triaxiality ratio, strain rate and temperature is
given by equation (4.7):

εplf =

[
D1 +D2 exp

(
D3

σm

σeq

)][
1 +D4 ln

(
ε̇eff

pl

ε̇0

)]
[1 +D5Tn] , (4.7)
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where D1 ∼ D5 are material constants, σm
σeq

is defined as the ratio of the mean stress σm to the Von Mises
equivalent σeq. Once initiated, the damage in the material was assumed to evolve linearly until the material
was degraded. The damage, D, accumulated in a particle is given by:

D =
∑ ∆εpl

εplf
, (4.8)

Failure occurs when D ≥ 1. Once this condition was satisfied, a particle was removed from the simulation.
This damage model was required in the finite element method involving HVI problems that lead to distortion
of the element, even though the distortion of the particles would not happen in this model. In the present
study, the damage model was assumed to occur when accumulated plastic strain εpl reached a critical value
εcpl. Thus, the real time damage D is calculated-through the condition

D =


1 if εpl ≥ εcpl

0 otherwise
, (4.9)

leading to D2 = D4 = D5 = 0 in Eq. (4.7). The damage model introduced a new philosophy to interpret
the interactions between particles which takes several different cases: undamaged with partial damaged,
undamaged with fully damaged particle and partial damaged with fully damaged. To reduce the interactions,
the value of the kernel function and the gradient of kernel function were replaced when the damage appears
for each particle, as shown in Fig. 2. The interactions were controlled with a modified kernel function
(4.10), which depends on the damage value

W ij = (1−Dij)Ŵij , (4.10)

Dij was defined as Dij = 1
2(Di + Dj), where Di and Dj were the damage value in ith and jth particles,

respectively.
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i i

ii

< 1i >=
∑

j∈Ki

m j

ρ j
Wi j = 1

<∇−→1i >=
∑

j∈Ki

m j

ρ j

(−→
1 ·∇Wi j

)
= 0

< 1i >=
∑

j∈Ki

m j

ρ j
Wi j ≤ 1

<∇−→1i >=
∑

j∈Ki

m j

ρ j

(−→
1 ·∇Wi j

)
' 0

< 1i >=
∑

j∈Ki

m j

ρ j
Wi j < 1

<∇−→1i >=
∑

j∈Ki

m j

ρ j

(−→
1 ·∇Wi j

)
6= 0

< 1i >=
∑

j∈Ki

m j

ρ j
Wi j < 1

<∇−→1i >=
∑

j∈Ki

m j

ρ j

(−→
1 ·∇Wi j

)
6= 0

Undamage particle εpl = 0.

Partial damage particle 0 < εpl < εc
pl.

Fully damage particle εpl ≥ εc
pl.

Normal SPH interaction.
Partial damage SPH interaction.

Fully damage SPH interaction.

1

Fig 2: Crack propagation through damaged kernels.

Several performance issues were found during the implementation of the SPH system and the impact
simulation. The most important was the time computations, which prevented any interactivity for the sim-
ulations of just a few hundred particles. This performance problem could be improved algorithmically and
the solution is described in the following section.

5. Implementation and integration scheme on GPU

5.1. GPU implementation

The evaluation of SPH terms iterated through all particles. Because each particle must evaluate several
SPH terms, the naive time complexity for the simulation with N particles was bounded by O(N2). An
asymptotic squared running time complexity was not satisfactory and deviated from any interactive speed
as the amount the particles grow. The smoothing kernels all had the finite compact support radius 2h,
and by definition the kernel contribution from any particle located beyond 2h was zero. A cell-linked list
searching approach (Domı̀nguez et al., 2011) was therefore implemented to reduce the size of the search
domain for the SPH body and thus accelerated the neighbor searching process. A simple 2D view of
the cell-linked list searching approach applied to particles of the same body where their support had the
same size 2h is shown in Fig. 3. This approach was implemented using C++ and CUDA (Compute Unified
Device Architecture), which was developed by NVIDIA. This GPU program was formulated using a SPMD
(single-program multiple data) technique, where the same program is simultaneously executed by blocks of
threads. From the discrete formulation of the SPH, the threads are assigned to each particle. The GPU kernel
functions allowed us to do all of the calculations (neighbor searching, internal forces, contact algorithm,
etc.) independently for each particle.
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2hi

i· · · · · ·
Neighbour Search Area

2h

Fig 3: The cell-linked list using cells of size 2hx2h.

As illustrated in Fig. 4, the current GPU code model was divided into five components that were related
to initial configuration, neighbor searching, particle interaction, contact algorithm and time integration.
The initial configuration was designed to set the initial filed values (the positions, velocities of particles
and physical parameters values) in the beginning of simulation, into the host (CPU memory) and to copy
them on the device (GPU memory). Neighbor searching was one of the most important steps of the SPH
algorithm. The neighbors of each particles were identified and stored on a neighbor list. After the creation
of the neighbor list, the SPH calculation could start.

INITIAL
DATA

SEARCHING
NEIGHBORS

CONTACT
PROJECTILE-TARGET

INTERACTIONS BE-
TWEEN PROJEC-
TILE PARTICLES

INTERACTIONS
BETWEEN TAR-
GET PARTICLES

PREDICTOR
UPDATE

SEARCHING
NEIGHBORS

CONTACT INTERACTION
PROJECTILE-TARGET

INTERACTION FOR
PROJECTILE PARTICLES

INTERACTION FOR
TARGET PARTICLES

CORRECTOR
UPDATE SAVE DATA

ANALYSIS
OF RESULTS

END OF
SIMULA-

TION?

CPU
GPU

PREDICTOR STEP CORRECTOR STEP

YES

NO

OCCASIONALLY

Fig 4: Algorithm for the impact 3D-GPU code.

The pressure of particles was updated using the equation of state Eq. (3.2). Then, the interaction between
particles from the same body was calculated by solving the continuity and momentum equations Eqs. (2.11)-
(2.10). The force contact on the different body particles was calculated using a Projectile-Target contact
definition in Eq-(4.3). These calculations were repeated over the simulation time. It should be noted that
the current GPU model was entirely executed on the device by means of issuing a set of CUDA kernel
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functions, which avoided the time-consuming communication between the host and device.

5.2. Time integration scheme

The density, velocity, position and plasticity damage of each SPH body were updated by using the
explicit integration method predictor-corrector scheme as illustrated in Fig. 5. A CFL condition was used
to determine the variable time step size ∆t as

∆t = CCFL min
i

 hi
c0 + max

k
|uk|

 , (5.1)

where CCFL is CFL coefficient.
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STEP 2 : Corrector
for all particle i do

find neighbors j
end
for all particle i do

compute [ρ̇i]
n+1, [ε̇αβi ]n+1, [ω̇αβi ]n+1,

[Ṡαβi ]n+1, [Pn+1
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end

Fig 5: The HVI-SPH GPU algorithm adapted to the plasticity damage and fracture by using predictor-corrector scheme.

In the simulations, the initial particle spacing was limited ∆q ∈ [0.1, 1.0] mm and approximately be-
tween two and eight million particles were used for the projectile and the target. Note that simulations of
cylindrical projectile impacting on thick target required more computational efforts (numerical parameters,
particle spacing, etc.). These parameters were taken from a numerical convergence study and they are listed
in the next section.

6. Numerical simulations

To validate the numerical model, we conducted an experimental work on a Weldox 460 E steel target
with two thickness (Tt) and different impact velocities (Børvik et al., 2001b, 2003). The impact velocities
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varied for both target thickness from 137.4 to 298 m/s for a target plate of 8mm thickness and 177.3 to 399.6
m/s for a 12mm thickness. The different experimental cases are listed in Table 1.

Scenario Speed of impact (m/s) Target thickness (mm)

1 298 8
2 250.8 8
3 190.7 8
4 165.2 8
5 160 8
6 156 8
7 152.5 8
8 137.4 8
9 399.6 12
10 303.5 12
11 285.4 12
12 224.7 12
13 200.4 12
14 189.6 12
15 181.5 12
16 177.3 12

Table 1: Table of scenarios impact on an 8 mm and 12 mm thick plate, reproduced from (Børvik et al., 2003).

The 3D representation of the initial geometry of both targeted plate geometry and projectile is illustrated in
Fig. 6. The target had a radius (RT ) of 250 mm. The projectile length (LP ), radius (RP ) and mass (mP )
were kept constant in the tests and were 80 mm, 10 mm and 197 g respectively. The developed 3D SPH
model was used to study the effect of impact velocities and targeted plate thickness on the velocity of the
plug and also of the projectile after the impact. Initial velocity of the projectile was considered as initial
conditions, whereas null velocity and stress were considered in the targeted plate. Boundary conditions
consisted in fixing a zero displacement and rotation at the cylinder periphery. The interaction between the
projectile and the target was applied by using the particle contact algorithm.
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Fig 6: Initial representation of the impact. Tt and u0 denote the Thickness of the target and the initial velocity vector respectively.

To be able to describe the various phenomena occurring during ballistic penetration, the SPH code devel-
oped for high velocity was used and the numerical results are compared to the experimental data proposed
by (Børvik et al., 2001a, 2002). The target material was modeled as elastic-visco-plastic domain using the
constitutive model that was developed by Johnson-Cook, the ductile damage for penetration problem, by as-
suming isotropic material behavior, Von Mises plasticity, and neglected thermal effects (Børvik et al., 2001a,
2002). The projectile with hardened tool steel was modeled as a linear elastic material. The parameters for
Arne tool steel projectile and Weldox 460 E steel target are given in Table 2.

Property Target Projectile

Material Weldox 460 E Arne tool steel

Density ρ0(km/m3) 7850 7850
Modulus of Elasticity
E (GPa) 200 205
Poisson’s ratio ν 0.33 0.33

Johnson-Cook constitutive model parameters

A (Mpa) 490 1900
B (Mpa) 807 0
C 0.0114 0
n 0.73 -
εcpl 0.3 0.5

The Mie-Grüneisen Equation

s 1.5 1.5
Γ0 2 2
c0 (m/s) 5047.60 5110.25

Table 2: Material properties of target plates and penetrator used in the numerical model (Børvik et al., 2002) and (Børvik et al.,
2001a).

During the impact process, the dynamic failure D took the value 1 when the variable εpl was greater than
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εcpl. The variable D was calculated during every single integration cycle according to the algorithm in Fig. 5.
As recommended in Ren and Li (2010), the critical plastic shear strain coefficient is considered to be small
in impact problems.
The particle number was directly related to particle spacing and consequently affects the computing effi-
ciency if the number was too important. Therefore, a sensitivity study was conducted to investigate the
reliance of the results on the particle spacing ∆q. Other relevant numerical data are given in Table 3.

Artificial viscosity Intensity of the Contact scale CFL
diffusion factor coefficient

(κ1 , κ2) ε Kp CCFL

(1.0,1.0) 0.1 0.3 0.05

Table 3: Numerical parameters used for plugging failure.

The simulation runs were carried out until the duration the projectile leaves the both target plate with con-
stant residual velocity. This practice was followed for both target plate thickness and for all impact veloci-
ties.

7. Results and discussion

The SPH method was introduced to treat complex problems involving blunt projectile impacting thin
plates in three dimension. This method is able to treat these kind of complex problems due to its meshless
aspect. This numerical method does not require a grid to evaluate spatial derivatives, which allows a purely
Lagrangian formulation to be used, even if important geometrical deformations appear. Thus, this method
appears to be an interesting choice to handle penetrating impact problems where important deformations
and failures occur. High speed impact phenomena on both thick target plates were studied through the pro-
posed 3D-SPH GPU simulation method and the obtained results are discussed along with the corresponding
available experimental results. The first target plate has a thickness of 8mm, which represents the impact
scenarios from 1 to 8 in Table 1. The simulation runs were carried out from higher velocity value to lower
velocity value, until the ballistic limit velocity, which corresponded to a 0 m/s residual velocity. The Fig. 7
shows the snapshots of the penetration history of the projectile during the impact. The cylinder penetrated
and cut out the target during the impact. The simulation started from the projectile approaching the target at
initial velocity 190.7 m/s. The interaction between the projectile and the target started when the contact was
detected. At the initial part of impact (0-42µs), the plasticity split started to grow to generate a complete
crack (187-210µs) toward the opposite side of the impact. Very high localized effective plastic strain was
observed at the location of penetration. There was very little accumulation of plasticity outside this zone.
After 210µs simulation time, the damage pattern in the target remained unchanged.
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(a) Time = 11 µs. (b) Time = 82 µs.

(c) Time = 187 µs. (d) time = 210 µs.

Fig 7: Impact of a 20 mm diameter, 197 g Arne tool steel cylinder into a 8 mm thick Weldox 460 E plate. The impact velocity was
190.7 m/s (scenario 3).
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The simulation results and corresponding experimental results for residual velocity of the plug and the
projectile as a function of the initial velocity for 8 mm thickness of the target are illustrated in Fig. 8. It
can be noted that there is a good correlation between experimental data and numerical results in terms of
residual velocity. In addition, the velocity limit of perforation of the target was observed and the numerical
simulation provided realistic results concerning this parameter. The ballistic limit velocity was found to be
of 152.5 m/s, which was exactly the value obtained during experiments. Beyond this limit, residual velocity
drastically increased with the initial velocity for both plug and projectile, which accurately correlated the
experimental data.
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Fig 8: Residual velocities vs Impact velocities for projectile and plug for 8 mm thick Weldox 460 E steel plate.

As for 8 mm thickness, scenario 9 to 16 for 12 mm thickness were simulated, and results are provided
in Fig. 9, where simulations and corresponding experimental results for residual velocity versus initial
velocity curves are illustrated. It was observed that the trend of residual velocity obtained from numerical
simulations were in good agreement with the experimental data.
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Fig 9: Residual velocities vs Impact velocities for projectile and plug for 12 mm thick Weldox 460 E steel plate.
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The snapshots of the penetration history of the projectile during the impact, with the evolution of the failure,
for scenario 9 is provided on Fig. 10. For this scenario, the failure propagation produced by an impact of
projectile of 20 mm diameter, with an impact velocity of 399.6 m/s into target plate thickness of 12 mm.
The high value of the effective plastic strain illustrates the failure propagation deduced by the penetration
of the projectile.

(a) Time = 17µs (b) Time = 33µs

(c) Time = 67µs (d) Time = 102µs

Fig 10: Shows a view of failure propagation produced by an impact of a 20 mm diameter, 197 g Arne tool steel cylinder into a 12
mm thick Weldox 460 E plate. The impact velocity was 399.6 m/s (scenario 9).

In the ballistic simulations presented in this study, the hydrodynamic aspect was coupled to the Johnson-
cook viscoplastic behavior law and a simplified damage model was well adapted to HVI problems involving
a thin steel target. Fig. 8 and Fig. 9 clearly show a typical comparison of experimental and numerical
results. It can be observed that predicted results are in good correlation with the experimental results for all
scenarios. The numerical simulations were also able to predict the ballistic limit with a very good accuracy.
As shown in Fig. 7, there was no significance deformation of the projectile’s diameter. This happened
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because the yield strength for the projectiles is relatively higher than the yield strength of the target plate.
The deformation of the target plate is highly localized. The target plates failed by removing a circular plug
when impacted normally by blunt projectiles. It was observed from all cases that the diameter of the plug
ejected from the target plate was approximately equal to the diameter of the projectile, which corresponds
to the experimental observations. The plug stayed attached to the projectile during the perforation process
and was eventually separated from the projectile, as can be seen at the end of Fig. 7.

The contact interface is defined in the algorithm, which was developed in the work of Belytschko and
Yeh (1993) and adapted in Vignjevic and Campbell (1999) for SPH simulation. It consists of a penalty
formulation, which involves repulsive forces between particles of projectile and particles of the target (par-
ticle to particle contact form). To reduce the instability of this numerical entity, corrective approaches have
been implemented such as artificial viscosity and XSPH allowing non inter-penetration of particles and in
reducing the numerical oscillations (artificial viscosity), and averaging of the velocity of particles (XSPH).
Both of these corrective approaches can naturally lead to an important energy dissipation if the linear and
quadratic coefficients of artificial viscosity and also the coefficient of velocity averaging are too high. A
sensitivity study was conducted on these coefficients which concluded to correct reference values of these
parameters, to avoid too important energy dissipation as in (Taddei et al., 2015). Fidelic residual velocity
of the projectile and the plug as illustrated in different Fig. 8-9 highlight this point. In opening, the work of
Shaw and Reid (2009); Shaw et al. (2011) can be cited. These authors worked on the control of the artificial
viscosity coefficients, which could change during a simulation, by using heuristic correction and optimized
form of acceleration.
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Fig 11: Relative error between Børvik’s experimental cases and GPU-SPH simulation for the penetrating cases.

An analysis of the prediction of the simulated residual velocity, for both plug and projectile, on the pen-
etrating impact cases provided the relative error between the experimental data and the numerical results
in Fig. 11, which illustrates that the maximum error reached 20.1% for the scenarios corresponding to the
lowest impact velocity. Indeed, difficulties can occur due to the choice of damage model and associated
parameters, which can influence the strain localization. These phenomena should be taken into account to
extend the validity domain of the model.

Like the classical numerical method, SPH is also sensitive to the space discretization and particle den-
sity. To investigate this important issue, a sensitivity study was carried out to study the effect of the spatial
resolution process, as illustrated in Table 4. For three different spatial discretization (0.8,1.0, and 1.2 mm)
and for four different cases, some previously described impact cases were simulated. Then, for the eight
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added simulations (cases 1, 6, 10, 14, and two sets of discretization), increasing the particle density did
not bring significant improvement in terms of errors when compared to reference simulations (1.0mm),
whereas decreasing the particle density increased significantly the errors. Therefore, it can be concluded
that the reference discretization (1mm) was a good compromise between accuracy and time computation.

Particle Case Physical Particle Total GPU Computational Residual error
Spacing (mm) time (µs) number time (s) steps Projectile Plug

0.8

1 310 3,424,425 34,560 25,600 4.1% 4.2%
6 380 42,795 31,700 19.7% 16.1%

10 300 4,958,310 36,250 25,000 4.4% 4.2%
14 415 50,170 34,600 19.1% 18.9%

1.0

1 310 1,595,905 24643 20,500 4.3% 3.9%
6 380 30,678 25,500 20.1% 16.3%

10 300 3,241,792 27,125 20,000 7.4% 4.8%
14 415 37,395 27,700 19.4% 19.2%

1.2

1 310 969,471 15,570 17,300 7.4% 6.8%
6 380 19,083 21,200 24.3% 22.6%

10 300 1,378,518 16,366 16,700 10.2% 7.9%
14 415 12,838 23,100 23.3% 22.9%

Table 4: Results of the GPU simulations. For the cases 1, 6, 10 and 14. Results with the finest resolution are listed.

To demonstrate the benefits of using a GPU to accelerate these simulations, Fig. 12 shows the comparison of
the results of the GPU to CPU computation using MPI (Frissane et al. (2018)). An important time speed was
earned by the GPU algorithm in the range of 5–6 compared to a CPU algorithm. This comparison clearly
shows the advantages of the massive parallelization provided by the GPU and parallel code. Fig. 13 shows
the percentage of the total computational time for each GPU tasks: the neighbor searching, the particles
interactions and the system integration. The interactions of the particles required the most computation
time as already explained by (Mokos et al., 2015). This was the case for low distribution of particles, and
its importance increased with the number of particles.
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8. Conclusion

The problem of the perforation of thin steel plates by a blunt projectile was considered. Weldox 460 E
steel plates of 8 mm and 12 mm thickness were normally impacted at various velocities by blunt projectiles.
It was found that smoothed particle hydrodynamics implemented in GPU code with the Johnson-Cook
material model and a simple damage model was capable of accurately predicting the perforation process.
The results show that the developed SPH GPU numerical code was able to accurately predict both ballistic
limit velocity and residual velocity beyond the ballistic limit.
A GPU-based program was developed to accelerate the simulations of high velocity impact and to improve
the performance of 3D SPH simulations, which are generally restrained by memory requirements. The
SPH code development coupled to an efficient GPU algorithm provided promising results to investigate the
interaction of two bodies in the context of high velocity impacts.
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