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Purpose: Microbeam radiation therapy is a developing technique that promises superior tumour control and better normal tissue tolerance using spatially fractionated X-ray beams only tens of micrometres wide. Radiochromic film dosimetry at micrometric scale was performed using a microdensitometer, but this instrument presents limitations in accuracy and precision, therefore the use of a microscope is suggested as alternative. The detailed procedures developed to use the two devices are reported allowing a comparison.

Methods: Films were irradiated with single microbeams and with arrays of 50µm wide microbeams spaced by a 400µm pitch, using a polychromatic beam with mean energy of 100keV. The film dose measurements were performed using two independent instruments: a microdensitometer (MDM) and an optical microscope (OM).

Results: The mean values of the absolute dose measured with the two instruments differ by less than 5% but the OM provides reproducibility with a standard deviation of 1.2% compared to up to 7% for the MDM. The resolution of the OM was determined to be ~1-2µm in both planar directions able to resolve pencil beams irradiation, while the MDM reaches at the best 20µm resolution along scanning direction. The uncertainties related to the data acquisition are 2.5-3% for the OM and 9-15% for the MDM.

Conclusion: The comparison between the two devices validates that the OM provides equivalent results to the MDM with better precision, reproducibility and resolution. In addition, the possibility to study dose distributions in two-dimensions over wider areas definitely sanctions the OM as substitute of the MDM.
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1. INTRODUCTION

Microbeam Radiation Therapy (MRT) is a recent pre-clinical technique that promises to be more effective than conventional radiotherapy techniques (RT) in tumour treatment [1–3] with fewer biological side effects [4,5]. Pre-clinical studies suggest that MRT may be extremely useful to treat certain pathologies such as brain gliomas in paediatric patients, where the surrounding healthy tissue is particularly sensitive to radiation [6].

The main feature of MRT is the use of arrays of quasi-parallel microbeams, typically 50 μm wide beams spaced by 400 μm pitch, with hundreds of gray (Gy) in the peak and a low dose between the beams further referred to as valley dose. In addition, medium-energy X-ray photons (mean energy around 100 keV) are used instead of MeV photons to reduce the travel range of secondary electrons in the tissues, and the divergence of the beam must be small to preserve the microbeams shape throughout the target. The extremely high dose rates achievable with synchrotron X-rays [7–9] allow reducing the exposure time and avoiding the blur of the microbeams traces due to tissue motion that in the human brain has a motion range up to hundreds of micrometres with a maximum motion velocity of 2 mm/s [10–12].

MRT is currently best performed at a third generation synchrotron where microbeams are generated by a high brilliance X-ray source [1] able to satisfy the beam characteristics described above. All the experiments performed and reported in this paper were performed in Grenoble, France, at the biomedical beamline ID17 of the ESRF – the European Synchrotron – where the X-ray source is placed at around 40 m distance from the target [13] and allows the generation of quasi-parallel microbeams at a dose rate of around 14 kGy/s.

Until now, absolute dosimetry at micrometric scale has been a challenge in MRT because the irradiation parameters involved are extreme compared to classical approaches. The high dose rate of the source can cause detector saturation; the resolution on a micrometric scale at the target position is necessary to resolve the dose distribution of the microbeams; the materials used in the realization of the detector should be tissue equivalent around 100 keV photon energy. Potential high resolution detectors and dosimeters such as silicon strip, MOSFET, TLD and others have been designed and tested since the beginning of the development of MRT [14], however a final and definitive solution is not yet established because none of these devices is able to satisfy and achieve all the requirements in MRT. Detector developments are therefore still an active R&D area [15].

Between the most recent works on detectors applied for MRT studies, PRESAGE® dosimetry plastics are able to visualize the delivered dose in a 3D volume [16] but the combination of the spatial resolution of the material with the optical computed tomography system used for the analysis still does not allow to properly resolve the peak dose of the microbeams [17]. Silicon strip detectors constantly evolved since their first realization and their sensitive volume was recently decreased to a thickness of 5 μm when used in passive mode [18]. The PTW microDiamond™ detector (PTW-Freiburg GmbH, Freiburg, Germany) has a nominal circular active volume of 1.1 mm radius and 1 μm thickness able to resolve the microbeam dose distribution if scanned perpendicular to the microbeam extension [19]. These electronic dosimeters allow punctual dose measurements in real time, but their geometry requires a precise and time-consuming alignment procedure if a micrometric dose resolution is desired and they are not suitable for delivering dose maps in a reasonable amount of time. In the last years, the use of fibre-optical dosimeters for the dose evaluation in MRT was tested [20] as well, and only recently a 20 μm dose resolution was achieved opening the possibility of microbeams characterization [21].

The current study focuses on the use of radiochromic films to evaluate doses on a micrometre scale. Radiochromic films are already used for dose evaluation in conventional RT for relative dosimetry and quality assurance [22,23], and they are a promising detector candidate for MRT with the ability to detect 2-dimensional dose maps with less than 5 μm spatial resolution. Films do not allow real-time dosimetry, but they are relatively easy to handle and used for dose measurement in plastic phantoms [24].
Until recently, the read-out of the films irradiated with microbeams was performed using microdensitometers [13,25] but a new way involving optical microscopes was suggested for the analysis of the radiochromic film [26,27] to overcome the limitations in accuracy, precision and time consumption in the use of the microdensitometers. The nominal specifications of a recent optical microscope easily surpass the specification of a microdensitometer but an actual film read-out comparison between the two instruments and their protocols for the read-out operation was never performed. As first step in the acceptance of the most recent protocol, it is fundamental to verify that the use of the microscope can effectively be considered a valid implementation for film dosimetry without introducing measurement differences.

The aim of this study is to compare a Joyce Loebl 3CS microdensitometer (MDM) and an inverted Zeiss Axio Vert.A1 optical microscope (OM) in terms of accuracy, reproducibility, stability and versatility for the analysis of radiochromic film on a micrometric scale. The comparison of the dose values obtained from the same set of irradiated films using the two devices will be presented to verify the absence of major differences in film dosimetry for MRT. Focus will be placed on the description of the most recent and updated protocols developed for both instruments, explaining how the same read-out approach must be adapted at the devices’ limits and characteristics. The OM will be proven to be superior in reliability with a less time-consuming read-out procedure. Furthermore, profiting from the much higher spatial resolution of the OM in both spatial directions, we analysed films irradiated with the pencil beam configuration. Pencil beam irradiation is based on a beam cross section of only $50 \times 50 \mu\text{m}^2$ and dose evaluation is even more challenging compared to microbeams because the spatial fractionation is present in two directions. This level of analysis cannot be performed with other detectors tested in MRT while it can be reached using radiochromic film dosimetry.

2. MATERIALS

2.1 Radiochromic Films

Gafchromic® is a brand of radiochromic films developed by Ashland industries, designed for quantitative measurements of absorbed radiation dose. The Gafchromic® HD-V2 series was used in this study because its dynamic dose range is between 10 and 1000 Gy (Ashland®, 2015) and matches the dose delivered in MRT. The HD-V2 film is composed of only two layers: an active layer nominally 12 µm thick and a polyester substrate nominally 97 µm thick. The active material includes the diacetylene monomer, a radio-sensitive active monomer that polymerises after irradiation and causes a colour/opacity change [29,30] related to the dose delivered.

One important feature of Gafchromic® films is their near tissue equivalence [30]. Moreover, they do not require post-exposure chemical treatment. However, it was observed that they need about 24 hours after irradiation until the optical density stabilises [31]. Under these conditions, real-time dose measurements are not possible, and the read-out of the film is done 1-4 days after the exposure. Studies on the granularity of the materials used in the film fabrication demonstrate that the resolution of this HD-V2 detector is about 2 µm to 3 µm [27], sufficient to sample the 50 µm wide beams used.

2.2 Microdensitometer

Until recently, the analysis of MRT irradiated films was only performed using a microdensitometer (MDM) such as the Joyce Loebl Automation Ltd 3CS available at the ESRF. This instrument was designed for the measurement of optical densities through a true double-beam light system, where two light beams from a halogen source are split into two different paths: one passes through the film while the second is attenuated by an optical wedge of known density. A photomultiplier receives alternately the two beams and the output signal produced by the amplifier is sent to the motor connected to the wedge. If an intensity difference between the two beams is present, the motor moves the wedge and equalises the intensity such that the position of the wedge corresponds to the optical density of the sample.
For the analysis, the film is loaded on a mechanical platform that can be moved along the plane in steps of 1.2 μm. Under standard working conditions, the horizontal resolution (perpendicular to the microbeams and along the scanning direction) is between 20 μm and 25 μm [25,32], calculated from the modulation transfer function (MTF). The resolution parallel to the microbeams is defined by the minimum iris dimension of the MDM optics and it cannot be reduced below 2 mm due to mechanical restrictions.

### 2.3 Optical Microscope

Since 2013, an inverted Zeiss Axio Vert.A1 optical microscope is installed at the ESRF for film read out. It is equipped with a light-emitting diode (LED) source (wavelength range from 400 nm to 700 nm) and a motorised scanning stage that controls the position with a precision of 0.1 μm. A tunable condenser aperture determines the depth of focus which can be adjusted between 2 μm and 45 μm. The aperture dimension influences also the light intensity on the specimen but the image brightness can be regulated by changing the LED voltage or the exposure time of the charge-coupled device (CCD) camera.

A Zeiss AxioCam MRm camera [33] is mounted to acquire images with 12-bit grey level using a CCD with a basic resolution of 1388 x 1040 and a pixel size of 6.45 μm in both directions. The Zeiss EC Plan-Neofluar objectives are mounted with magnification/numerical aperture of 5x/0.16 to obtain a nominal resolution for each image pixel of 1.29 μm on the film surface. With this setup, the objective provides a field of view of 1.79 × 1.34 mm² but a wide film area can be obtained by using the Zeiss mosaiX software that is able to coordinate the motorized scanning stage movement with the camera acquisition and stitch images together to increase the final field of view. The optical resolution of the OM was measured by the MTF normalized to the value at zero frequency and it is 0.1 at ~330 line pairs per millimeter, corresponding to a spatial resolution of 1.52 μm.

### 3. METHODS

#### 3.1 Film preparation and irradiation

In this work, the largest field used was 3 × 3 cm² therefore a single sheet of Gafchromic® film was cut into several pieces avoiding the possible variation in sensitivity response between sheets. To reduce the structural defects due to the cut, a 5 mm wide border of non-irradiated film was left on the margin of the field edges. Due to the manufacturing process, variations in the film sensitivity are higher along the short edge of the film sheet [34]. For this reason, the set of film for calibration and measurements was always taken from the same column as defined by the long sheet edge of the same film sheet. Every piece of film was marked in order to keep the orientation constant during irradiation and read-out operations. Films were prepared and handled in dimmed light, wrapped in aluminium foil for storage and exposed to ambient light less than one minute during irradiation preparation. For the irradiation, the film was placed in a solid water phantom consisting of 12 plates of homogeneous water-equivalent RW3 material [35], measuring 30 × 30 × 1 cm³ each.

Absolute dosimetry was performed for broad beams (BB) of 2 × 2 cm² size following as closely as possible the IAEA TRS 398 protocol [36] for low energy photons. The polychromatic X-ray irradiation spectrum used had a peak energy of 88 keV and a mean energy of 105 keV. This spectrum configuration of the ID17 biomedical beamline at the ESRF is used in pre-clinical experiments; the x-ray spectrum and a detailed discussion are presented in the work of Crosbie et al. [37]. Absolute dose measurement is performed placing an ionization chamber inside the water-equivalent phantom at the same position where films irradiation takes place; in this way, the energy spectrum reaching both detectors is the same and the energy variation of the spectrum along the propagation inside the phantom [38] does not affect the results. A calibrated PTW Pinpoint chamber TW31014 [39] in combination with a PTW electrometer (Webline) were used to measure the radiation dose at 2 cm depth from the surface of the RW3 phantom [9,15]. Following the absolute dosimetry procedure, five Gafchromic® films were irradiated for calibration in a limited dose range with BB doses of 60 Gy, 90 Gy, 100 Gy, 110 Gy and 140 Gy.
The irradiation with microbeams were defined starting from simulated output factor (OF) values. Nowadays, differences between dose simulation for MRT and experimental data vary up to 10% and further investigations are ongoing to reduce the gap. This complex problem is not addressed in this paper and previous simulated data were only used as indication for the microbeams irradiation. To match the delivered peak dose on the film around the centre of the established calibration curve, the irradiations were based on the OF values defined using Monte Carlo (MC) radiation transport simulations [40]. For the definition of the single microbeam irradiation, a couple of motorized slits were used to tune the desired beam width. Three films were irradiated with 25 µm, 50 µm and 75 µm wide beams.

Valley dose measurements were previously performed [13,15,27] and they present an important investigation since the absolute valley dose can be considered as the limiting factor for dose prescription in MRT [41]. Due to the big difference between peak and valley dose values within the same array of microbeams, the two quantities were evaluated separately, on two different films, because it was not possible to have both values within the defined calibration curve at the same time. For a peak dose value centred within the calibration curve, the valley dose value is too small to be properly measured. The delivered peak dose was therefore increased on the second film to match the valley dose value within the calibration curve. For an array of microbeams, the ratio between peak and valley dose, the so called PVDR value, can be simulated using MC [13] and it provides an estimate of the factor to be applied to increase the peak dose and bring the valley dose within the calibration curve.

For the valley dose evaluation, three films were exposed to an array of 50 µm wide microbeams spaced by a 400 µm pitch, and three field dimensions were used: 10 × 10 mm², 20 × 20 mm² and 30 × 30 mm². The overall horizontal extension of the radiation fields was defined by a couple of motorized slits. After the beam passes these slits it is split up by a multislit collimator (MSC) [42], i.e. a tungsten carbide block machined with 50 µm apertures that spatially fractionates the beam coming from the X-ray source. The minimum vertical extension of the microbeams was defined by a fixed aperture 500 µm high while the final height of the irradiated beam was obtained by vertically scanning the phantom in front of the synchrotron source. The combination of a motorized stage with a fast shutter specifically designed for MRT irradiation allows the definition of the beam height with sub-millimetric precision [43]. An example of a film irradiated with microbeams is reported in figure 1.

![Figure 1. HD-V2 film irradiated with an array of 50 µm wide microbeams spaced by a 400 µm pitch; the irradiated field is 1 × 1 cm². A reference coordinate system is defined.](image-url)
More recently, pencil beam irradiations have been performed with the purpose to increase healthy tissues tolerance, as compared to planar microbeams at identical peak doses, opening the possibility for whole brain radiotherapy [44]. Pencil beams are a few micrometre wide squared beamlets arranged into a two-dimensional array, resulting in higher PVDR. The realization of pencil beams is possible combining the use of two MSC to create the beam fractionation in both vertical and horizontal direction. This extreme configuration brings even more challenges in dosimetry at micrometric scale and so far, no experimental dose evaluation is present in literature. With the new dosimetry protocol based on the use of the OM, the dose analysis of pencil beams has become technically possible.

During previous in-vivo pre-clinical experiments [44], a whole mouse brain was irradiated with pencil beams and for dose verification, film dosimetry was performed. The films were positioned at 3 mm depth in a water equivalent phantom of similar size as a mouse head and two films were irradiated separately adjusting the exposure time to have peak and valley dose values centred in the calibration curve, as done for microbeams irradiation. The same radiation field size used by Schültke et al. [44] was reproduced: a 20 mm wide and 8 mm high field of pencil beams with peaks of $50 \times 50 \, \mu\text{m}^2$ area, spaced by a 400 $\mu\text{m}$ pitch. An example of a Gafchromic® film irradiated with pencil beams is reported in figure 2.

![Gafchromic® film irradiated with pencil beams.](image)

Figure 2. Gafchromic® film irradiated with pencil beams.

### 3.2 Read-out operation and calibration curves

The films were first analysed with the OM and then with the MDM since the microscope read-out is faster and causes less degradations to the films. Two metal masks with a central hole were pressing the film piece flat allowing for a focused image across the camera image. The use of glass slides is not recommended because the reflection of the light between the smooth polyester substrate of the HD-V2 film and the glass creates an interference pattern, known as Newton rings, visible in the acquired images that degrades the image quality. A picture of the setup is reported in figure 3.
Figure 3. Metal masks used for the film readout. In the bottom right corner, one piece of radiochromic film is held between two metal masks.

The calibration curve was produced fitting the points with the equation suggested by D. Lewis [45]:

\[ D(G) = a + b / (G - c) \]

where \( G \) is the grey value, \( D(G) \) the corresponding dose and \( a, b, c \) are fitting parameters. This rational function fits properly the calibration points related to the film optical density measured by using transmitted or reflected light [46]. A non-irradiated film was included in the calibration curve because its intrinsic opacity was used to optimise the parameters of the OM avoiding saturation in the acquired images.

The MDM read-out requires a simplified method due to the limited stability of the instrument related to the mechanical drift of the optical components during read-out. It was not possible to identify the technical reason of this behaviour, but it was observed that the focus position of the instruments varies considerably after a few minutes. The value obtained from the same film analysed after 15 minutes without changing any parameter of the device setup can vary by up to 20%. For this reason, using the MDM, the calibration curve was reduced to four homogeneous films (60 Gy, 90 Gy, 100 Gy and 140 Gy) to decrease the time necessary for one read-out. To discriminate reliable measurements from erroneous ones, one of the BB films was read out twice, at the beginning and at the end of the series and measurements were only considered if the mean optical densities of the two scans show a difference of less than 1%.

### 3.3 Image processing

The read-out procedure of the Gafchromic® films with the OM requires image processing including shading correction, correction of the CCD thermal noise and background light in the room. A white field image \( F \) was acquired without any sample loaded and a dark image \( B \) was acquired with the light source switched off. For each raw image of the film, the correction was performed in two steps: first, the raw image was corrected pixel-by-pixel by the camera noise (dark image \( B(k,i) \)):

\[ I_b(k,i) = I_{raw}(k,i) - B(k,i) \]

Where \( I_{raw} \) is the raw image and argument \((k,i)\) denotes the pixel position. Second, the flat field correction (white field image, \( F(k,i) \)) was made dividing pixel-by-pixel the image \( I_s(k,i) \) by the reference image \( F(k,i) \) and multiplying the result by the average of the pixels in reference image \( F(k,i) \). It is possible to summarise the corrections of the defects by the formula below:

\[ I_{fin}(k,i) = \frac{I_b(k,i)}{F(k,i)} \cdot F(k,i) \]
For the films irradiated with BB, the grey value in the centre of the field was correlated with the measured dose of the PTW pinpoint chamber, which was also positioned in the centre of the field during the beam characterization. The dose delivered in the central $3 \times 3$ mm$^2$ area of the irradiated field was therefore considered for the creation of the calibration curve.

To align by eye the microbeams on the OM stage is not easy and a mistake of a few degrees affects the dose profile evaluation; therefore, the film image is digitally rotated. The precision in the selection of the microbeams angle from the digital image was checked by the evaluation of the dose profiles steepness for a range of angles around the selected one. Typically, the error made by the user is not more than +/- 0.1 degree and this does not affect the dose evaluation.

As reported in the Materials section, the OM spatial resolution is higher compared to the film one and a dose analysis based on a single pixel value is not reasonable because of statistical uncertainties. For this reason, to reduce statistical uncertainties, the average over several pixels was used. For the evaluation of micro-planar beams, the resolution perpendicular to the microbeams (along the x-axis, Fig. 1) needs to be in the order of a few micrometres while parallel to the beam this condition can be relaxed. Consequently, the image was averaged over regions as high as the camera image ($1040$ pixels $\approx 1.3$ mm) and 4 pixels in width equivalent to 5.16 $\mu$m. In the case of pencil beam irradiations, an average over a $25 \times 25$ pixel area was used to evaluate the peak dose and a region $\approx 60 \times 60$ pixels, centred between four adjacent peaks, was selected for the valley dose evaluation.

The combined use of the motorized stage with the Zeiss software of the OM allows the quick acquisition of images up to 10 cm$^2$. However, digital elaboration is required because at the edges of the full image a clear loss of focus was visible with consequent invalidation of the dose analysis. This problem can be caused by a non-perfect alignment of the stage with the optics during the scan or by the presence of film bending when held by the stage. To solve this problem, a “multi-focus approach” was used: the entire area of interest was acquired several times changing each time the focus position. Subsequently, using post image processing, the focused part of each image was selected and reassembled into the final image.

3.4 Errors and uncertainties estimation related to the read-out procedure

In the definition of measurement uncertainties related to the read-out procedure, the major contributions are given by the statistical noise linked to the microscopic inhomogeneities of the film and the intrinsic noise of the CCD camera [27]. For the OM read-out, the statistical noise was reduced by averaging over a number of pixels $N$, as described in the previous section. A smaller $N$ value corresponds to a higher resolution but also to higher uncertainties.

The uncertainty was computed starting from the film images used for the definition of the calibration curve, linking the errors directly to the different dose values. They were divided into blocks $B_i$ containing $N$ pixels each and for every block $B_i$ the mean of its pixels was calculated. In the ideal case, all blocks should have the same pixels mean value, but the defects of the film create differences. For this reason, the uncertainty for a specific dose was determined as the standard deviation of the mean value of the blocks $B_i$. The same approach was used for the evaluation of the MDM uncertainties where the standard deviation was calculated starting from the dose profile values of the films irradiated with BB. The uncertainties are the same for a defined dose for peak and valley because they are defined for every single point of the dose profile. Averaging over several peaks and valleys, and assuming they have the same dose value, this corresponds to an increase of the sampling area used for the evaluation; therefore, the statistical noise should decrease.

In addition, calibration errors due to the difference between experimental data and the fitted curve were considered. Finally, to quantify the reproducibility and reliability of the data acquired, all the films were analysed three times and the standard deviation of the values obtained from each film was evaluated and used as reproducibility indicator. One single read-out procedure starts with the OM/MDM setup, followed by the
calibration curve definition and final evaluation of the film irradiated with microbeams. The reproducibility
assessment does not include the uncertainty component relating to individual film variation, and additional
components would be required to assess the overall uncertainty of the microbeam dose measured with film.

4 RESULTS

4.1 Single microbeam evaluation
An example of the single microbeam peak dose profile obtained during one single acquisition with the two
instruments, the MDM and the OM, is reported in figure 4. Each film is scanned three times with both
instruments to obtain better statistics and the mean between the measurements was used for the analysis. Both
instruments resulted in similar dose measurements for the peak dose, but the MDM profiles are more irregular
than the dose profiles obtained with the OM. The resolution of the MDM is not sufficient to resolve
microbeams less than 20 µm wide. In figure 4, the excess dose delivered to the right part of the beam is
probably caused by reflection of photons at the inner surface of the collimating slit. Table 1 summarises the
results of the measurements: each value corresponds to the average over three measurements and the
differences between the measurements for both instruments are less than 3%.

![Figure 4. Peak dose profile of one single microbeam of 75 µm width (FWHM) obtained with the
microdensitometer (blue) and the microscope (red)](image)

<table>
<thead>
<tr>
<th>DOSE</th>
<th>Microdensitometer</th>
<th>Microscope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film 75 µm</td>
<td>91.9 ± 4.6 Gy</td>
<td>91.9 ± 3.2 Gy</td>
</tr>
<tr>
<td>Film 50 µm</td>
<td>96.3 ± 4.8 Gy</td>
<td>93.9 ± 3.3 Gy</td>
</tr>
<tr>
<td>Film 25 µm</td>
<td>103.9 ± 5.1 Gy</td>
<td>101.8 ± 3.1 Gy</td>
</tr>
</tbody>
</table>

Table 1. Single microbeam dose evaluation

The FWHM is evaluated for the three microbeams and the average value of the three measurements for each
film is reported in table 2. The difference between the two instruments’ results for FWHM values is around
2.5% for beams which are more than 50 μm wide, while it increases to around 10% for the thinner beams. The FWHM is systematically lower for the microscope.

<table>
<thead>
<tr>
<th>FWHM</th>
<th>Microdensitometer</th>
<th>Microscope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film 75 μm</td>
<td>78.3 μm</td>
<td>77.4 μm</td>
</tr>
<tr>
<td>Film 50 μm</td>
<td>52.4 μm</td>
<td>51.6 μm</td>
</tr>
<tr>
<td>Film 25 μm</td>
<td>28.8 μm</td>
<td>25.8 μm</td>
</tr>
</tbody>
</table>

Table 2. Single microbeam FWHM evaluation.

4.2 Valley dose evaluation

In figure 5, an example of a single acquisition for valley profiles obtained with the two instruments is shown. The valley dose is measured in the centre of 1 x 1 cm², 2 x 2 cm² and 3 x 3 cm² field sizes with the analysis reported in table 3. Even if the profiles measured with the MDM are very noisy as compared to the profile measured with the OM, the results are comparable with dose differences being less than 5.5%.

<table>
<thead>
<tr>
<th>Valley dose</th>
<th>Microdensitometer</th>
<th>Microscope</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 1 cm²</td>
<td>131.9 ± 6.6 Gy</td>
<td>139.7 ± 4.1 Gy</td>
</tr>
<tr>
<td>2 x 2 cm²</td>
<td>133.4 ± 6.7 Gy</td>
<td>134.3 ± 3.9 Gy</td>
</tr>
<tr>
<td>3 x 3 cm²</td>
<td>121.4 ± 6.1 Gy</td>
<td>125.2 ± 3.7 Gy</td>
</tr>
</tbody>
</table>

Table 3. Valley dose measurement for a microbeams array; peak dose used is 6900 Gy for 1×1 cm² field, 3800 Gy for 2×2 cm² field and 2700 Gy for 3×3 cm² field.
4.3 Errors and uncertainties
The different components of errors and uncertainties are reported in table 4. The statistical noise was evaluated for each dose value of the calibration curve and regarding the OM, uncertainties were evaluated for the different resolutions used during the analysis while for the MDM, uncertainties were evaluated only for the best achievable resolution. Typically, the films irradiated with low dose present lower percentage errors compared to film irradiated with high dose. Calibration errors due to the difference between experimental data and the fitted curve are in the order of 1-1.5 Gy for OM calibration curves, while for the MDM are higher, 3-5 Gy.

<table>
<thead>
<tr>
<th>Uncertainties</th>
<th>Microscope</th>
<th>Microdensitometer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statistical noise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0×2000.0 μm²</td>
<td>0.5% - 2.0%</td>
<td>8% - 10%</td>
</tr>
<tr>
<td>5.2×1341.6 μm²</td>
<td>0.7% - 2.5%</td>
<td>N/A</td>
</tr>
<tr>
<td>(4×1040 pixels)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51.6×51.6 μm²</td>
<td>3.0% - 5.3%</td>
<td>N/A</td>
</tr>
<tr>
<td>(40×40 pixels)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.8×25.8 μm²</td>
<td>5.5% - 7.5%</td>
<td>N/A</td>
</tr>
<tr>
<td>(20×20 pixels)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Calibration errors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(between 60 and 140 Gy)</td>
<td>0.5% - 2.5%</td>
<td>2% - 8%</td>
</tr>
<tr>
<td><strong>Reproducibility</strong></td>
<td>0.4% - 1.2%</td>
<td>3% - 7%</td>
</tr>
<tr>
<td><strong>Combined uncertainties</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0×2000.0 μm²</td>
<td>2.5% - 2.6%</td>
<td>8.8% - 14.6%</td>
</tr>
<tr>
<td>5.2×1341.6 μm²</td>
<td>2.6% - 3.0%</td>
<td>N/A</td>
</tr>
<tr>
<td>(4×1040 pixels)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51.6×51.6 μm²</td>
<td>3.9% - 5.5%</td>
<td>N/A</td>
</tr>
<tr>
<td>(40×40 pixels)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.8×25.8 μm²</td>
<td>6.1% - 7.7%</td>
<td>N/A</td>
</tr>
<tr>
<td>(20×20 pixels)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Microscope and microdensitometer uncertainties connected to the read-out. Uncertainties data not available for the MDM due to the lack of high-resolution capability have been marked with N/A.

The overall total uncertainty related to the read-out operation is estimated as square root of the sum of the squared contributions of statistical noise, calibration errors, and reproducibility. For the microscope, errors below 3.0% are possible for measurements performed averaging the dose on a 5 × 1300 μm² area. In the case of higher resolution, the uncertainty increases to around 6.1% - 7.7% for resolutions of 50 × 50 μm². For the MDM, the total error is usually between 8.8% and 14.6% with a resolution of 20 × 2000 μm². Regarding
reproducibility and reliability, the variation between the final dose values for the OM is no more than 1.2%, while for the MDM is around 3-7%. For the total read-out uncertainty related to PVDR values, the statistical noise and reproducibility contribution must be considered twice because a separate read-out is necessary to obtain peak and valley dose values, while the calibration error need to be counted only once in case peak and valley dose are chosen to be the same for irradiation on two separate films.

4.4 Pencil beams
By using a microscope read-out, the experimental evaluation of pencil beams dose distributions was possible. In figure 6a and 6b, two digital images are shown, which are used for peak and valley dose evaluation respectively.

![Figure 6a](image1)
![Figure 6b](image2)

Figure 6a. Digital microscope image of pencil beams for peak dose evaluation. Figure 6b. Microscope image of pencil beams irradiated with 65000 Gy in the peak; the mean valley dose between pencil beam is 142 Gy.

The peak dose is evaluated as average between the 12 peaks reported in Figure 6a where areas of $\approx 35 \times 35 \, \mu m^2$ in the middle of the square peak fields are used and a dose of $111 \pm 7 \, Gy$ is determined, with maximum standard deviation between the twelve measured peaks of 3.1%. The film for valley evaluation, reported in figure 6b, displays a pattern of vertical and horizontal lines connecting the individual pencil beams fields. Using the microscope read-out protocol, all the regions were evaluated separately. Unfortunately, in this case, the regions of the film along the line connecting the pencil beam areas received a too high dose, resulting in saturation of the film. For this reason, these parts of the film where not available for the analysis. Just the areas defined in the centre of four adjacent peaks were considered. In this case, the dose corresponds to the average obtained in a 75x75 \, \mu m^2 wide areas and it was determined to be $142 \pm 5 \, Gy$, with maximum standard deviation between the evaluated regions of 1.0%. The corresponding experimental PVDR at 3 mm depth for this configuration is 313.

5. DISCUSSION

5.1 Materials discussion
Gafchromic® films are accurate high-resolution radiochromic detectors for MRT and are particularly practicable due to their radiological tissue equivalence. They are widely used for benchmarking and quality assurance checks in pre-clinical research with their capability of visualizing the entire irradiated field at
In this work, HD-V2 Gafchromic® film were selected to be irradiated because they mainly differ from other type of radiochromic films, such as EBT3, in their dynamic dose range.

Irrespective of many drawbacks and technical difficulties, the MDM has been the only instrument available for film analysis in MRT for more than 15 years. However, the OM offers an easier to use read-out and it is simpler to manage compared to the MDM. For example, from past experience, independent observers have difficulties to agree on the focus point at the MDM, while the focus at the OM is easier to define because the film image is displayed live on a monitor.

Another important advantage in the use of the OM is the possibility to define a precise point of the field during the analysis, like the central point of the field, thanks to the combination of the CCD camera, the motorized stage and the Zeiss mosaiX software. With the MDM, the user can just align by eye the film under the optics, with a precision not better than some millimetres and this kind of error affects the measurements.

In addition, the resolution of the MDM along the direction perpendicular to the microbeams is really close to the dimension of the microbeams and in the other direction the best resolution is only 2 mm. Such low resolution is at the limit of usability for the dosimetry of microbeams and does not allow to evaluate the two-dimensional dose distribution of pencil beam fields. Here, we present an experimental measurement of a pencil beam dose distributions.

5.2 Methods discussion

Regarding the time necessary for the read-out of a series of films, there is a large difference between the two instruments, mainly due to their different mechanical stability. The MDM suffers from a drift of the focus position during the readout and it cannot be adjusted during the procedure, therefore the user is often forced to repeat the measurement. To obtain data from just one film irradiated with microbeams, hours of attempts are necessary. In addition, for each film irradiated with microbeams, the calibration film scans must be repeated because it is practically not possible to read out more than 5 or 6 films before mechanical drifts occur in the instrument. In contrast, using the microscope, all films need to be scanned only once. The image acquisition of the calibration films takes about 20 minutes, and 5 minutes are necessary for each film irradiated with microbeams.

The possibility to read out more films in less time using the OM allows to define a calibration curve with more points in the desired dose range or extend the dose range for the analysis. For the calibration curve of the MDM, no more than four films could be used for a 100 Gy wide dose range while with the OM a calibration curve over a 250 Gy range is possible with steps of 25 Gy. The limits of the microscope calibration curve range are connected to the dynamic range capability of the camera sensor, more specifically to the bright or dark sensitivity limits of the camera. Out of the defined dose range, saturation to the bright sensitivity limit of the camera occurs when trying to measure lower doses while the camera read-out is too noisy when trying to measure higher doses. Adjusting the LED voltage and the camera exposure time it is possible to select and shift the range of the calibration curve and an upper limit of the instrument for films irradiated with around 500 Gy was found.

The use of the OM digital camera provides 2-dimensional images and an image processing protocol has been developed to allow a versatile film analysis. The correction of the image artefacts is performed and the precise vertical alignment of the microbeams is digitally defined to remedy the non-precise manual placement of the films on the mechanical stage. At the end, the absence of a perfectly flat stage and/or sample surface is corrected by rearranging pieces of several image acquisitions with different focal points.

5.3 Results discussion

Despite the large technical and specification differences between the MDM and the microscope, the dose values obtained as average of three evaluations for each film differ no more than 4%. Even if the read-out with the two instruments seems to be quite equivalent, the maximum standard deviation between the measurements
obtained with the MDM reaches 7% while values between 0.4% and 1.2% were obtained with the OM. The uncertainty estimation reveals that the microscope provides less error prone data compared to the MDM.

Working with the OM, a non-symmetric shape of the single microbeam irradiation was found when the single beam is defined by a pair of motorized slits which allow adjusting the gap according to the desired beam width. The presence of a higher dose at one edge of the beam, as visible in figure 4, is likely caused by a non-perfect parallel alignment of the slit, which leads to a reflection from the slit surface. This problem is not present using the multi slit collimator (MSC) to define the beams and a future project involving the design of a dedicated MSC for OF evaluation with single and fixed apertures of different widths is under development.

The read-out of the film irradiated in pencil beam configuration can be considered successful even if the uncertainties increase because of the high resolution used. Working in the pencil beam scenario the differences between simulated and experimental data increase: the simulation values obtained modelling the experimental set-up used and reported in previous work [44] present a PVDR value of 530, well above 313 evaluated with the films. Further investigation is required for pencil beams irradiation, starting from the presence of a dose grid visible in figure 6b. This grid is probably related to photon transmission in correspondence of the areas where only one of the two MSCs blocks the photons. Due to this “leakage”, the valley dose measured on the film increases, potentially explaining part of the difference in the PVDR values.

6. CONCLUSIONS
To determine the optical density at micrometric scale of radiochromic films irradiated with microbeams in the order of 50 µm wide, equivalent results with less read-out uncertainties are obtained using an OM instead of a MDM. The microscope allows more precise, accurate and reliable dose evaluation and it is a preferable and more versatile device able to overcome the limitations of the MDM. Using the OM, the 2-dimensional dose distribution of an irradiated film can be evaluated and the study of beams with cross section of 50 × 50 µm² can be considered successful. The areas that can be analysed with the OM are considerably larger than with the MDM, allowing future implementation of film dosimetry protocols for the benchmark against dose simulations over the entire radiation field. These fundamental results in dosimetry for MRT clearly validate the transition from the previous protocol defined using the MDM to the one developed using the OM.
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