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HIGHER ORDER S2-DIFFERENTIABILITY AND APPLICATION TO

KOPLIENKO TRACE FORMULA

CLÉMENT COINE, CHRISTIAN LE MERDY, ANNA SKRIPKA, AND FEDOR SUKOCHEV

Abstract. Let A be a selfadjoint operator in a separable Hilbert space, K a selfadjoint
Hilbert-Schmidt operator, and f ∈ Cn(R). We establish that ϕ(t) = f(A + tK) − f(A) is
n-times continuously differentiable on R in the Hilbert-Schmidt norm, provided either A is
bounded or the derivatives f (i), i = 1, . . . , n, are bounded. This substantially extends the
results of [2] on higher order differentiability of ϕ in the Hilbert-Schmidt norm for f in a
certain Wiener class. As an application of the second order S2-differentiability, we extend
the Koplienko trace formula from the Besov class B2

∞1(R) [19] to functions f for which the
divided difference f [2] admits a certain Hilbert space factorization.

1. Introduction

Let H be a separable Hilbert space and let S1(H), S2(H), and B(H) denote respectively
the trace class, the Hilbert-Schmidt class, and the space of bounded linear operators on H.
Let A be a possibly unbounded selfadjoint operator densely defined in H and let K be a
selfadjoint operator in S2(H). Let f : R → C be a Lipschitz function and let ϕ denote the
mapping given by

(1) ϕ : R ∋ t 7→ f(A+ tK)− f(A).

In this paper we address higher order continuous S2(H)-differentiability of ϕ and its ap-
plication in perturbation theory. The notion of differentiability we are dealing with is the
classical definition of differentiability for Banach space valued functions defined on an open
interval of R.
Study of differentiability of operator functions was initiated in [9] and has been motivated

by problems in perturbation theory. In [9], existence of the nth order derivative ϕ(n) of the
operator valued function given by (1) was established in the operator norm for bounded A
and f ∈ C2n(R). Sharp sufficient conditions for existence of the first order derivative ϕ′

were established in [18] and [10, 13] in the operator norm and S2(H)-norm, respectively. In
particular, the condition “f ∈ C1(R) and f ′ is bounded” is insufficient for existence of ϕ′ in
the operator norm and sufficient for existence of ϕ′ in the S2(H)-norm. Existence of the nth
order derivative ϕ(n) was established in the operator norm in [20] for f in the intersection
of the Besov classes B1

∞1(R) ∩ B
n
∞1(R) and in the symmetric operator ideal norm in [2] for
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f in the Wiener class Wn+1(R). In [2, 9, 10, 13, 18, 20], the operator derivative ϕ(n) was
represented as a certain multiple operator integral.
In our first main result (Theorem 4.1) we substantially enlarge the set of f for which the

higher order derivative ϕ(n) exists. We establish that ϕ is n-times continuously differentiable
in S2(H), provided f ∈ Cn(R) and either A is bounded or f (i), i = 1, . . . , n, are bounded.
We derive the representation

1

k!
ϕ(k)(t) =

[
ΓA+tK,A+tK,...,A+tK(f [k])

]
(K, . . . ,K), k = 1, . . . , n,

for derivatives ϕ(k) via multiple operator integrals defined in [7], where f [k] is the kth order
divided difference of f . The latter representation for ϕ(k) plays a key role in proving existence
of ϕ(k+1) and in the study of the operator Taylor remainder

f(A+K)− f(A)−
n−1∑

k=1

1

k!
ϕ(k)(0) =

[
ΓA+K,A,...,A(f [n])

]
(K, . . . ,K),

as described below.
One of the fundamental results in perturbation theory is the existence of the Lifshits-Krein

spectral shift function ξ ∈ L1(R) uniquely determined by self-adjoint operators A and K
with K ∈ S1(H) and satisfying the trace formula

(2) Tr (f(A+K)− f(A)) =

∫

R

f ′(t)ξ(t) dt

for every f ∈ C1(R) ∩ L1(R) with f̂ ′ ∈ L1(R) [15, 16]. We refer to [26] for applications of
the spectral shift function in mathematical physics and to [25] and references cited therein
for generalizations of ξ. In [18], the trace formula (2) was extended to f in the Besov class
B1

∞1(R) and later in [21], to the class of differentiable functions f with bounded f ′ such that
there exist a Hilbert space H and bounded functions α, β : R → H (or a separable Hilbert
space H and bounded weakly continuous functions α, β : R → H) satisfying

(3) f [1](s, t) = 〈α(s), β(t)〉 , ∀(s, t) ∈ R2.

According to [1, Theorems 2.2.2, 2.2.3, 3.1.10, 3.3.6], the differentiability of f and either of
the above factorization properties are equivalent to f being S1-operator Lipschitz.
It was proved in [14] that there exists a function η ∈ L1(R) uniquely determined by A and

K ∈ S2(H), called the Koplienko spectral shift function associated to (A,K), such that

(4) Tr
(
f(A+K)− f(A)−

d

dt
f(A+ tK)|t=0

)
=

∫

R

f ′′(t)η(t) dt,

for rational functions f with nonpositive degree and poles off R, where
d

dt
f(A + tK)|t=0 is

evaluated in the operator norm. In [19], the trace formula (4) was extended to functions
in the intersection of Besov classes B1

∞1(R) ∩ B
2
∞1(R). A modification of this formula also

holds for f ∈ B2
∞1(R) (see Remark 5.5 for the precise formulation).
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In our second main result (Theorem 5.1), we prove that

(5) Tr
([
ΓA+K,A,A(f [2])

]
(K,K)

)
=

∫

R

f ′′(t)η(t) dt,

for every f ∈ C2(R) with bounded f ′′ and such that there exist a separable Hilbert space H
and two bounded Borel functions a, b : R2 → H satisfying

(6) f [2](s, t, u) = 〈a(s, t), b(t, u)〉 , ∀(s, t, u) ∈ R3.

If, in addition, either f ′ is bounded or A is bounded, we prove that (4) holds with the

derivative
d

dt
f(A+ tK)|t=0 evaluated in the S2(H)-norm. The factorization property (6) can

be regarded as a natural analogue of (3) for the second order divided difference. We show
in Proposition 5.4 that any f ∈ B2

∞1(R) satisfies (6) and in Proposition 5.6 that f ∈ C2(R)

with f [2] in the dual space (ℓ1R
h
⊗ ℓ1R

h
⊗ ℓ1R)

∗, where
h
⊗ is the Haagerup tensor product, also

satisfies (6).
The key technical tool in derivation of our main results is a multiple operator integral

ΓA1,A2,...,An(φ) defined on the Cartesian product S2(H) × . . . × S2(H) for every bounded
measurable symbol φ. New algebraic and analytic properties of ΓA1,A2,...,An(φ) essential
for the main results are obtained in Sections 2 and 3. To prove existence and conti-
nuity of higher order derivatives ϕ(n) in the S2(H)-norm in Section 4, we take an ap-
proach of approximating symbols of multiple operator integrals and applying w∗-continuity
of ΓA1,A2,...,An : L∞ (

∏n
i=1 λAi

) −→ Bn−1(S
2(H) × S2(H) × · · · × S2(H),S2(H)) stated in

Proposition 2.1 and the subsequent paragraph, where λAi
is a scalar-valued spectral measure

of Ai. This is different from the approaches of [10, 13] resting on approximation of operators
A1, A2, . . . , An used to prove existence of ϕ′ and from the approaches [2, 20] used to prove
existence of ϕ(n) for smaller sets of functions f . To establish the trace formula (5) and its
particular case (4) in Section 5, we need ϕ′′ to attain its values in S1(H) and the function
Tr (ϕ′′(t)) to be continuous on [0, 1]. This imposes the Hilbert space factorization restriction
(6) on the functions f for which we prove (5).
We use the following notations. For any m ∈ N, we let C(Rm) be the vector space of

all continuous functions from Rm into C, we let Cb(R
m) be the subspace of all bounded

continuous functions, and we let C0(R
m) be the subspace of all continuous functions van-

ishing at infinity. Further, for any p ∈ N we let Cp(Rm) be the vector space of all p-times
differentiable functions from Rm into C. For A = R or C, we denote by Bor(A) the space
of bounded Borel functions from A into C. We denote the space of p-times differentiable
functions ϕ : R → S2(H) with continuous pth derivative ϕ(p) : R → S2(H) by Cp(R,S2(H)).

2. Multiple operator integrals

In this section, we recall a multiple operator integral introduced in [17] and developed in
[7] and derive its key algebraic properties that underline our main results. We note that
there are several other different constructions of multiple operator integrals [2, 3, 9, 20, 23],
but they do not suit the generality of this paper because they are applicable to smaller sets
of symbols. Comparison of different approaches to multiple operator integrals will be done
in a special publication dedicated to the history of the subject.
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Let A be a (possibly unbounded) normal operator densely defined in H with spectrum
σ(A). Let λA be a scalar-valued spectral measure for A. It means that λA is a positive
finite measure on the Borel subsets of σ(A) such that λA and EA, the spectral measure of
A, have the same sets of measure zero. We refer to [8, Section 15] and [7, Section 2.1] for
the existence and the construction of such measure.
The Borel functional calculus for A takes any bounded Borel function f : σ(A) → C to

the bounded operator

f(A) :=

∫

σ(A)

f(t) dEA(t) .

This operator only depends on the class of f in L∞(λA).
Let n ∈ N, n ≥ 2 and let A1, A2, . . . , An be normal operators densely defined in H

with scalar-valued spectral measures λA1 , . . . , λAn
. We let Bn−1(S

2(H) × S2(H) × · · · ×
S2(H),S2(H)) be the space of bounded (n − 1)-linear mappings defined on the product of
n− 1 copies of S2(H) valued in S2(H). This is a dual space, and a predual is given by

S2(H)
∧
⊗ · · ·

∧
⊗ S2(H),

the projective tensor product of n copies of S2(H). See [7, Section 3.1] for more information
in the case n = 3.
Define a linear mapping

ΓA1,A2,...,An : L∞(λA1)⊗ · · · ⊗ L∞(λAn
) → Bn−1(S

2(H)× S2(H)× · · · × S2(H),S2(H))

such that for any fi ∈ L∞(λAi
), i = 1, . . . , n and for any X1, . . . , Xn−1 ∈ S2(H),

[
ΓA1,A2,...,An(f1 ⊗ · · · ⊗ fn)

]
(X1, . . . , Xn−1)(7)

= f1(A1)X1f2(A2) · · · fn−1(An−1)Xn−1fn(An).

The following is proved in [7, Theorem 5 and Proposition 6].

Proposition 2.1. ΓA1,A2,...,An extends to a unique w∗-continuous contraction

ΓA1,A2,...,An : L∞

(
n∏

i=1

λAi

)
−→ Bn−1(S

2(H)× S2(H)× · · · × S2(H),S2(H)).

The w∗-continuity of ΓA1,A2,...,An means that if a net (φi)i∈I in L
∞ (
∏n

i=1 λAi
) converges to

φ ∈ L∞ (
∏n

i=1 λAi
) in the w∗-topology, then for any X1, . . . , Xn−1 ∈ S2(H), the net

([
ΓA1,A2,...,An(φi)

]
(X1, . . . , Xn−1)

)
i∈I

converges to
[
ΓA1,A2,...,An(φ)

]
(X1, . . . , Xn−1) weakly in S2(H).

Definition 2.2. For φ ∈ L∞ (
∏n

i=1 λAi
), the transformation ΓA1,A2,...,An(φ) defined in (7) and

extended in Proposition 2.1 is called a multiple operator integral associated to A1, A2, . . . , An

and φ.

If n = 2, then the transformation ΓA1,A2(φ) coincides with the double operator integral
defined in [3, 4, 5].
In the case n = 3, the description of the elements φ such that ΓA1,A2,A3(φ) maps S2(H)×

S2(H) into S1(H) was settled in [7, Theorem 23]. We recall this result for a future use.
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Theorem 2.3. Let A,B and C be normal operators densely defined in H and let φ ∈
L∞(λA × λB × λC). The following are equivalent:

(i) ΓA,B,C(φ) ∈ B2(S
2(H)× S2(H),S1(H)).

(ii) There exist a separable Hilbert space H and two functions

a ∈ L∞(λA × λB;H) and b ∈ L∞(λB × λC ;H)

such that
φ(t1, t2, t3) = 〈a(t1, t2), b(t2, t3)〉

for a.e. (t1, t2, t3) ∈ σ(A)× σ(B)× σ(C).

In this case,

(8) ‖ΓA,B,C(φ) : S2(H)× S2(H) −→ S1(H)‖ = inf
{
‖a‖∞‖b‖∞

}
,

where the infimum runs over all pairs (a, b) satisfying (ii).

In the sequel, we will work with densely defined selfadjoint operators A1, A2, . . . , An, n ∈
N, n ≥ 2. If ψ : Rn → C is a bounded Borel function, let ψ̃ be the class of the restriction
ψ|σ(A1)×σ(A2)×···×σ(An) in L

∞ (
∏n

i=1 λAi
). Then, we will denote by ΓA1,A2,...,An(ψ) the multiple

operator integral ΓA1,A2,...,An(ψ̃).
We deduce from Theorem 2.3 that if f : R → C is a C2-function with bounded f ′′ such

that f [2] satisfies the property (6), then for any selfadjoint operators A,B,C on a separable

Hilbert space H, the class of f
[2]
|σ(A)×σ(B)×σ(C) belongs to L∞(λA × λB × λC) and the triple

operator integral ΓA,B,C(f [2]) maps S2(H)×S2(H) into S1(H). Hence, for anyX, Y ∈ S2(H),
the trace

Tr
([
ΓA,B,C(f [2])

]
(X, Y )

)

is a well defined element of C.
For the rest of this section, we fix a bounded Borel function φ : R3 → C satisfying the

factorization property (6), that is, we assume that there exist a separable Hilbert space H
and two bounded Borel functions a, b : R2 → H such that

(9) φ(s, t, u) = 〈a(s, t), b(t, u)〉 , ∀(s, t, u) ∈ R3.

Let (ǫn)n be a Hilbertian basis of H. For every n ∈ N, let an, bn : R2 → C be the bounded
Borel functions defined by

(10) an = 〈a, ǫn〉 and bn = 〈ǫn, b〉 .

Thus,

φ(s, t, u) =
∞∑

n=1

an(s, t) bn(s, t).

The following decomposition is a consequence of the proof of [7, Theorem 23].

Proposition 2.4. Let H be a separable Hilbert space and let A1, A2, A3 be selfadjoint oper-
ators densely defined in H. Then, for φ satisfying (9),

(11)
[
ΓA1,A2,A3(φ)

]
(X, Y ) =

∞∑

n=1

ΓA1,A2(an)(X)ΓA2,A3(bn)(Y )
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for any X, Y ∈ S2(H), where the series is absolutely convergent in S1(H) and an, bn are
defined in (10). Moreover,

(12) ‖
[
ΓA1,A2,A3(φ)

]
(X, Y )‖1 ≤ ‖a‖∞‖b‖∞‖X‖2‖Y ‖2,

where
‖a‖∞ = sup

(s,t)∈R2

‖a(s, t)‖H and ‖b‖∞ = sup
(t,u)∈R2

‖b(t, u)‖H .

The following representation for the trace of a triple operator integral is a crucial tool in
derivation of our second main result.

Proposition 2.5. For φ satisfying (9), let ψ : R2 → C be defined by

ψ(s, t) = φ(s, t, s).

Let A and B be selfadjoint operators densely defined in H. Then, for any X, Y ∈ S2(H),

Tr
([
ΓA,B,A(φ)

]
(X, Y )

)
= Tr

([
ΓA,B(ψ)

]
(X)Y

)
.

To prove Proposition 2.5, we need the following two lemmas.

Lemma 2.6. Let A,B be selfadjoint operators densely defined in H and let u, v : R2 → C

be two bounded Borel functions. Then, for any X, Y ∈ S2(H),

(13) Tr (ΓA,B(u)(X)ΓB,A(v)(Y )) = Tr
([
ΓA,B(uṽ)

]
(X)Y

)

where ṽ(s, t) = v(t, s).

Proof. Assume first that u = u1 ⊗ u2 and v = v1 ⊗ v2 where u1, u2, v1, v2 ∈ Bor(R). In this
case, ṽ = v2 ⊗ v1 and uṽ = u1v2 ⊗ u2v1. We have

[
ΓA,B(u)

]
(X) = u1(A)Xu2(B) and

[
ΓB,A(v)

]
(Y ) = v1(B)Y v2(A).

Then

Tr (ΓA,B(u)(X)ΓB,A(v)(Y )) = Tr (u1(A)Xu2(B)v1(B)Y v2(A))

= Tr (v2(A)u1(A)Xu2(B)v1(B)Y )

= Tr
([
ΓA,B(uṽ)

]
(X)Y

)
.

Hence, the equality (13) is proved in this particular case and, by linearity, it holds true
whenever u, v ∈ Bor(R)⊗ Bor(R).
In the general case, there exist two nets (uj)j and (vi)i in Bor(R)⊗Bor(R) converging to

u and v for the w∗-topologies of L∞(λA × λB) and L
∞(λB × λA). The previous part implies

that for all i and j,

Tr (ΓA,B(uj)(X)ΓB,A(vi)(Y )) = Tr
([
ΓA,B(uj ṽi)

]
(X)Y

)
.

Fix j. Since (uj ṽi)i w
∗-converges to uj ṽ, the w

∗-continuity of ΓA,B implies that

lim
i
Tr
([
ΓA,B(uj ṽi)

]
(X)Y

)
= Tr

([
ΓA,B(uj ṽ)

]
(X)Y

)
.

Similarly, the w∗-convergence of (vi)i to v implies that

lim
i
Tr (ΓA,B(uj)(X)ΓB,A(vi)(Y )) = Tr (ΓA,B(uj)(X)ΓB,A(v)(Y )).
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Hence, for all j,

Tr
([
ΓA,B(uj ṽ)

]
(X)Y

)
= Tr (ΓA,B(uj)(X)ΓB,A(v)(Y )).

Taking the limit on j in this equality and using w∗-continuity as above gives

Tr
([
ΓA,B(uṽ)

]
(X)Y

)
= Tr (ΓA,B(u)(X)ΓB,A(v)(Y )),

which is the desired equality. �

Lemma 2.7. For φ satisfying (9), let ψ : R2 → C be defined by

ψ(s, t) = φ(s, t, s).

Let A,B be selfadjoint operators densely defined in H. Then, for any X ∈ S2(H), the series

(14)
∞∑

n=1

[
ΓA,B

(
anb̃n

)]
(X)

converges weakly to
[
ΓA,B(ψ)

]
(X) in S2(H), where b̃n(t, u) = bn(u, t).

Proof. We set

ψn =
n∑

k=0

akb̃k.

Then we have
[
ΓA,B(ψn)

]
(X) =

n∑

k=0

[
ΓA,B(akb̃k)

]
(X).

By the proof of [7, Theorem 23],

w∗ − lim
n→+∞

ψn = ψ

in the w∗-topology of L∞(λA × λB). By Proposition 2.1, ΓA,B is w∗-continuous, so we have
[
ΓA,B(ψn)

]
(X) −→

n→+∞

[
ΓA,B(ψ)

]
(X)

weakly in S2(H). �

Proof of Proposition 2.5. We have, by (11),

[
ΓA,B,A(φ)

]
(X, Y ) =

∞∑

n=1

ΓA,B(an)(X)ΓB,A(bn)(Y ).

By Lemma 2.7,

(15)
[
ΓA,B(ψ)

]
(X) =

∞∑

n=1

[
ΓA,B

(
anb̃n

)]
(X),

where the series converges for the weak topology of S2(H).
By continuity of Tr on S1(H), we get

Tr
([
ΓA,B,A(φ)

]
(X, Y )

)
=

∞∑

n=1

Tr
(
ΓA,B(an)(X)ΓB,A(bn)(Y )

)
.
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By Lemma 2.6 and (15), we obtain

Tr
([
ΓA,B,A(φ)

]
(X, Y )

)
=

∞∑

n=1

Tr
([

ΓA,B
(
anb̃n

)]
(X)Y

)

= Tr

((
∞∑

n=1

[
ΓA,B

(
anb̃n

)]
(X)

)
Y

)

= Tr
([
ΓA,B(ψ)

]
(X)Y

)
.

�

3. Approximation in multiple operator integrals

In this section, we establish an approximation property for multiple operator integrals
that will play a key role in the proofs of our main results.
Let A be a selfadjoint operator densely defined in H. We say that a sequence (Aj)j of

selfadjoint operators is resolvent strongly convergent to A if for any z ∈ C \R, (z−Aj)
−1 →

(z − A)−1 in the strong operator topology (SOT). According to [24, Theorem 8.20], this is
equivalent to

(16) ∀ f ∈ Cb(R), f(Aj)
SOT
−→ f(A) when j → ∞.

Proposition 3.1. Let n ∈ N, A1, . . . , An be selfadjoint operators densely defined in H and
for all 1 ≤ i ≤ n, let (Aj

i )j∈N be a sequence of selfadjoint operators densely in H resolvent
strongly convergent to Ai. Then for any φ ∈ Cb(R

n) and for any K1, . . . , Kn−1 ∈ S2(H),

(17) lim
j→+∞

∥∥∥ΓAj
1,...,A

j
n(φ)(K1, . . . , Kn−1)− ΓA1,...,An(φ)(K1, . . . , Kn−1)

∥∥∥
2
= 0.

Proof. For simplicity we write Γ = ΓA1,...,An and Γj = ΓAj
1,...,A

j
n along this proof. Since the

space of finite rank operators is dense in S2(H) and ‖Γj‖ ≤ 1 for any j ≥ 1, it suffices
to prove (17) in the case when K1, . . . , Kn−1 are finite rank operators. By linearity, we
can further assume they are rank one operators. Thus from now on we assume that for all
1 ≤ i ≤ n− 1,

Ki = hi ⊗ h′i
with hi, h

′
i ∈ H, where for all 1 ≤ i ≤ n− 1, hi ⊗ h′i is the operator defined for all h ∈ H by

(hi ⊗ h′i)h = 〈h, hi〉h
′
i.

Assume first that φ = u1 ⊗ · · · ⊗ un, with ui ∈ Cb(R) for all i. In this case,

Γj(φ)(K1, . . . , Kn−1) = u1(A
j
1)(h1 ⊗ h′1) . . . (hn−1 ⊗ h′n−1)un(A

j
n)

=

(
n−1∏

k=2

〈
uk(A

j
k)h

′
k, hk−1

〉
)
un(A

j
n)(hn−1)⊗ u1(A

j
1)(h

′
1).

By the assumption and (16), this converges to
(

n−1∏

k=2

〈uk(Ak)h
′
k, hk−1〉

)
un(An)(hn−1)⊗ u1(A1)(h

′
1),
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which in turn is equal to Γ(φ)(K1, . . . , Kn−1). This shows (17) in this special case. By
linearity and standard approximation, this implies that (17) holds true whenever φ belongs
to the uniform closure of Cb(R)⊗· · ·⊗Cb(R). In particular, (17) holds true when φ ∈ C0(R

n).
The rest of the proof consists in reducing to this case by a more subtle (i.e. non uni-

form) approximation process. Let (gk)k≥1 be a sequence of functions in C0(R) satisfying the
following two properties:

∀ k ∈ N, 0 ≤ gk ≤ 1, and ∀ r ∈ R, gk(r)
k→∞
−→ 1.

These properties imply that for all 1 ≤ i ≤ n, gk(Ai) → IH strongly. Indeed let h ∈ H, then,
by the spectral theorem,

‖gk(Ai)h− h‖2 =

∫

σ(Ai)

(
1− gk(r)

)2
dEAi

h,h(r).

Then by Lebesgue’s dominated convergence theorem, ‖gk(Ai)h− h‖2 → 0 when k → ∞.
We consider an arbitrary φ ∈ Cb(R

n) and set

φk = (gk ⊗ g2k ⊗ · · · ⊗ g2k ⊗ gk)φ, k ∈ N.

Clearly each φk belongs to C0(R
n), hence satisfies (17). A crucial observation is that for all

j, k ∈ N,

(18) Γj(φk)(K1, . . . , Kn−1) = Γj(φ)
(
gk(A

j
1)K1gk(A

j
2), . . . , gk(A

j
n−1)Kn−1gk(A

j
n)
)
.

The argument for this identity is essentially the same as the one for the proof of Lemma 2.6.
One first checks the validity of (18) in the case when φ belongs to Cb(R)⊗ · · · ⊗Cb(R), then
one uses the w∗-continuity of Γj to obtain the general case. Details are left to the reader.
Likewise we have, for all k ∈ N,

(19) Γ(φk)(K1, . . . , Kn−1) = Γ(φ) (gk(A1)K1gk(A2), . . . , gk(An−1)Kn−1gk(An)) .

For any k ∈ N and any 1 ≤ i ≤ n− 1,

gk(Ai)Kigk(Ai+1) = gk(Ai)(hi ⊗ h′i)gk(Ai+1) = gk(Ai+1)(hi)⊗ gk(Ai)(h
′
i),

hence gk(Ai)Kigk(Ai+1) → Ki in S2(H) when k → ∞.
Let ε > 0. According to the above observation, we fix k0 ∈ N such that for any 1 ≤ i ≤

n− 1,

‖gk0(Ai)Kigk0(Ai+1)−Ki‖2 ≤ ε.

Hence, there exists a constant α > 0 depending only on ‖φ‖∞, ‖K1‖2, . . . , ‖Kn−1‖2 such that

‖Γ(φk0)(K1, . . . , Kn−1)− Γ(φ)(K1, . . . , Kn−1)‖2 ≤ αε.

Now, using that for any 1 ≤ i ≤ n − 1, gk0(A
j
i )Kigk0(A

j
i+1) = gk0(A

j
i+1)(hi) ⊗ gk0(A

j
i )(h

′
i)

and the fact that gk0(A
j
i ) → gk0(Ai) and gk0(A

j
i+1) → gk0(Ai+1) strongly when j → ∞, we

see that gk0(A
j
i )Kigk0(A

j
i+1) → gk0(Ai)Kigk0(Ai+1) in S2(H) when j → ∞. Hence, for a large

enough j0 ∈ N, we have, for any 1 ≤ i ≤ n− 1,

‖gk0(A
j
i )Kigk0(A

j
i+1)−Ki‖2 ≤ 2ε
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for any j ≥ j0. We deduce that there exists a constant β > 0 depending only on ‖φ‖∞, ‖K1‖2,
. . . , ‖Kn−1‖2 such that

∀ j ≥ j0, ‖Γj(φk0)(K1, . . . , Kn−1)− Γj(φ)(K1, . . . , Kn−1)‖2 ≤ βε.

Now recall that φk satisfies (17). Hence changing j0 into a bigger integer if necessary we also
have

∀ j ≥ j0, ‖Γj(φk0)(K1, . . . , Kn−1)− Γ(φk0)(K1, . . . , Kn−1)‖2 ≤ ε.

We deduce from the above three estimates that

∀ j ≥ j0, ‖Γj(φ)(K1, . . . , Kn−1)− Γ(φ)(K1, . . . , Kn−1)‖2 ≤ (α + β + 1)ε.

This shows that φ satisfies (17). �

Remark 3.2. The result of Proposition 3.1 in the case when n = 2 and Aj
1 and A

j
2 commute,

j ∈ N, is established in [10, Prop. 3.2] by a different method.

We demonstrate below that every selfadjoint operator is a limit of bounded selfadjoint
operators in the strong resolvent sense.

Lemma 3.3. Let A be a selfadjoint operator densely defined in H. Let E be the spectral
measure of A and define An := E((−n, n))A for every n ∈ N. Then, the sequence of bounded
selfadjoint operators (An)

∞
n=1 is resolvent strongly convergent to A.

Proof. Since E((−n, n)) converges to I in the strong operator topology,

lim
n→∞

Ang = Ag(20)

for every g ∈ D, where D is the domain of A. Let z ∈ C \ R and f ∈ H. The mapping
A−z : D → H is a bijection so that (A−z)−1f ∈ D. By standard properties of the resolvent,

(An − z)−1f − (A− z)−1f = (An − z)−1(A− An)(A− z)−1f.(21)

The result follows from combining (20) and (21) and applying uniform boundedness of (An−
z)−1. �

We finish this section with a lemma that will be used in Section 4.

Lemma 3.4. Let (An)
∞
n=1 be a sequence of selfadjoint operators converging resolvent strongly

to a selfadjoint operator A. Let K be a bounded self-adjoint operator. Then (An +K)∞n=1 is
resolvent strongly convergent to A+K.

Proof. Let z ∈ C be such that Im (z) 6= 0. Note that the operators

I −K(A+K − z)−1

and
I − (An +K − z)−1K

are bounded in the operator norm by 1 + ‖K‖/|Im (z)|. It is straightforward to see that
(
I − (An +K − z)−1K

) [
(An − z)−1 − (A− z)−1

] (
I −K(A+K − z)−1

)

=
(
(An − z)−1 − (An +K − z)−1K(An − z)−1

) (
I −K(A+K − z)−1

)

−
(
I − (An +K − z)−1K

) (
(A− z)−1 − (A− z)−1K(A+K − z)−1

)
.

(22)
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Since K is bounded, A and A+K have the same domain, we have the resolvent formula

(A− z)−1 − (A+K − z)−1 = (A− z)−1K(A+K − z)−1.

Similarly, for every n ≥ 1,

(An − z)−1 − (An +K − z)−1 = (An +K − z)−1K(An − z)−1.

Applying the latter in (22) gives
(
I − (An +K − z)−1K

) [
(An − z)−1 − (A− z)−1

] (
I −K(A+K − z)−1

)

= (An +K − z)−1
(
I −K(A+K − z)−1

)
−
(
I − (An +K − z)−1K

)
(A+K − z)−1

= (An +K − z)−1 − (A+K − z)−1.

Hence, for any f ∈ H,∥∥((An +K − z)−1 − (A+K − z)−1
)
f
∥∥

≤
(
1 + ||K||/|Im (z)|

) ∥∥((An − z)−1 − (A− z)−1
)(
I −K(A+K − z)−1

)
f
∥∥ ,

which completes the proof of the lemma. �

4. Differentiability of t 7→ f(A+ tK)− f(A) in S2(H)

In this section we prove our first main result stated in the theorem below.

Theorem 4.1. Let A and K be selfadjoint operators densely defined in H with K ∈ S2(H).
Let n ∈ N and f ∈ Cn(R). Assume that either A is bounded or f (i) is bounded for all
1 ≤ i ≤ n. Consider the function

ϕ : t ∈ R 7→ f(A+ tK)− f(A) ∈ S2(H).

(i) The function ϕ belongs to Cn(R,S2(H)) and for every integer 1 ≤ k ≤ n and t ∈ R,

(23)
1

k!
ϕ(k)(t) =

[
ΓA+tK,A+tK,...,A+tK(f [k])

]
(K, . . . ,K).

(ii) The operator Taylor remainder satisfies

(24) f(A+K)− f(A)−
n−1∑

k=1

1

k!
ϕ(k)(0) =

[
ΓA+K,A,...,A(f [n])

]
(K, . . . ,K).

We first recall the definition of the divided difference. Let f ∈ C1(R). The divided
difference of the first order f [1] : R2 → C is defined by

f [1](x0, x1) :=

{
f(x0)−f(x1)

x0−x1
, if x0 6= x1

f ′(x0) if x0 = x1
, x0, x1 ∈ R.

The function f [1] belongs to C(R2) and if f ′ is bounded, then f [1] ∈ Cb(R
2). If n ≥ 2 and

f ∈ Cn(R), the divided difference of the nth order f [n] : Rn+1 → C is defined recursively by

f [n](x0, x1, . . . , xn) :=

{
f [n−1](x0,x2,...,xn)−f [n−1](x1,x2...,xn)

x0−x1
, if x0 6= x1

∂1f
[n−1](x1, x2, . . . , xn) if x0 = x1

,



12 C. COINE, C. LE MERDY, A. SKRIPKA, AND F. SUKOCHEV

for all x0, . . . , xn ∈ R, where ∂i stands for the partial derivative with respect to the i-th
variable.
It is well-known that f [n] is symmetric under permutation of its arguments. Therefore, for

all 1 ≤ i ≤ n and for all x0, . . . , xn ∈ R,

f [n](x0, x1, . . . , xn) =

{
f [n−1](x0,...,xi−1,xi+1,...,xn)−f [n−1](x0,...,xi−2,xi,xi+1,...,xn)

xi−1−xi
, if xi−1 6= xi

∂if
[n−1](x1, . . . , xn) if xi−1 = xi.

,

Note for further use that for all 1 ≤ i ≤ n and for all (x0, . . . , xn) ∈ Rn+1,

(25) f [n](x0, . . . , xn) =

∫ 1

0

∂if
[n−1](x0, . . . , xi−2, txi−1 + (1− t)xi, xi+1, . . . , xn) dt .

The function f [n] belongs to C(Rn+1); if f (n) is bounded, then f [n] ∈ Cb(R
n+1).

In order to prove Theorem 4.1, we need algebraic properties of multiple operator integrals
established below.

Lemma 4.2. Let n, k ∈ N, n ≥ 3 and 1 ≤ k ≤ n− 2. Let u ∈ Cb(R
k+1) and v ∈ Cb(R

n−k).
Define

(uv)(t1, . . . , tn) = u(t1, . . . , tk+1)v(tk+1, . . . , tn) for (t1, . . . , tn) ∈ Rn

and let A1, . . . , An be selfadjoint operators densely defined in a separable Hilbert space H.
Then, for any K1, . . . , Kn−1 ∈ S2(H),

ΓA1,...,An(uv)(K1, . . . , Kn−1)

= ΓA1,...,Ak+1(u)(K1, . . . , Kk)Γ
Ak+1,...,An(v)(Kk+1, . . . , Kn−1).

Proof. The proof is straightforward for u and v elementary tensors of elements of Cb(R).
Then, one uses the w∗-continuity of multiple operator integrals as in Lemma 2.6 to obtain
the general case. �

Lemma 4.3. Let n ≥ 2 be an integer. Let A1, . . . , An−1, A,B ∈ B(H) and assume that
B−A ∈ S2(H). Let f ∈ Cn(R). Then, for all K1, . . . , Kn−1 ∈ S2(H) and for any 1 ≤ i ≤ n
we have

[
ΓA1,...Ai−1,B,Ai,...,An−1(f [n−1])

]
(K1, . . . , Kn−1)

−
[
ΓA1,...Ai−1,A,Ai,...,An−1(f [n−1])

]
(K1, . . . , Kn−1)

=
[
ΓA1,...,Ai−1,B,A,Ai,...,An−1(f [n])

]
(K1, . . . , Ki−1, B − A,Ki, . . . Kn−1).

Proof. It will be convenient to extend the definition of the divided difference as follows. Let

m ∈ N∗ and 1 ≤ i ≤ m. For any φ ∈ C1(Rm), we define a function φ
[1]
i : Rm+1 → C by

φ
[1]
i (x0, . . . , xm) =

∫ 1

0

∂iφ(x0, . . . , xi−2, txi−1 + (1− t)xi, xi+1, . . . , xm) dt

for all (x0, . . . , xm) ∈ Rm+1. The index i in the notation φ
[1]
i refers to the i-th variable

derivation ∂i. It follows from (25) that for any f ∈ Cn(R),

(26) (f [n−1])
[1]
i = f [n].
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For φ ∈ C(Rn), write

ΓA(φ) =
[
ΓA1,...Ai−1,A,Ai,...,An−1(φ)

]
(K1, . . . , Kn−1)

and
ΓB(φ) =

[
ΓA1,...Ai−1,B,Ai,...,An−1(φ)

]
(K1, . . . , Kn−1).

For ψ ∈ C(Rn+1), write

ΓB,A(ψ) =
[
ΓA1,...,Ai−1,B,A,Ai,...,An−1(ψ)

]
(K1, . . . , Ki−1, B − A,Ki, . . . , Kn−1).

We will show that for any φ ∈ C1(Rn),

(27) ΓB(φ)− ΓA(φ) = ΓB,A

(
φ
[1]
i

)
.

Then the result follows by applying this formula to φ = f [n−1], together with (26).
Assume first that φ = u1 ⊗ · · · ⊗ un for functions uj ∈ C1(R), i.e., φ(t1, . . . , tn) =

u1(t1) . . . un(tn) for every (t1, . . . , tn) ∈ Rn. Then

∂iφ = u1 ⊗ · · · ⊗ ui−1 ⊗ u′i ⊗ ui+1 ⊗ · · · ⊗ un.

Hence,

φ
[1]
i = u1 ⊗ · · · ⊗ ui−1 ⊗ u

[1]
i ⊗ ui+1 ⊗ · · · ⊗ un.

By Lemma 4.2 we have

ΓB,A(φ
[1]
i )

=
[
ΓA1,...,Ai−1,B(u1 ⊗ · · · ⊗ ui−1 ⊗ 1)

]
(K1, . . . , Ki−1)

[
ΓB,A,Ai(u

[1]
i ⊗ 1)

]
(B − A,Ki)

[
ΓAi,...,An−1(ui+1 ⊗ · · · ⊗ un)

]
(Ki+1, . . . , Kn−1).

By (7) and the representation

(28) f(A+K)− f(A) =
[
ΓA+K,A(f [1])

]
(K).

(established in [3, Corollary to Theorem 4.5]),

[
ΓB,A,Ai(u

[1]
i ⊗ 1)

]
(B − A,Ki) =

[
ΓB,A(u

[1]
i )
]
(B − A)Ki

= (ui(B)− ui(A))Ki.

Hence,

ΓB,A(φ
[1]
i ) = u1(A1)K1 . . . ui−1(Ai−1)Ki−1(ui(B)− ui(A))Kiui+1(Ai)Ki+1 . . . un(An−1)

= u1(A1)K1 . . . ui−1(Ai−1)Ki−1ui(B)Kiui+1(Ai)Ki+1 . . . un(An−1)

− u1(A1)K1 . . . ui−1(Ai−1)Ki−1ui(A)Kiui+1(Ai)Ki+1 . . . un(An−1)

= ΓB(φ)− ΓA(φ).

This shows (27) in the case when φ = u1 ⊗ · · · ⊗ un. By linearity this immediately implies
that (27) holds true whenever φ ∈ C1(R) ⊗ · · · ⊗ C1(R). Note that this space contains the
n-variable polynomial functions.
Now consider an arbitrary φ ∈ C1(Rn). Let M > 0 be a constant such that the spectra of

A1, . . . , An−1, A and B are included in [−M,M ]. By continuity of ∂iφ there exists a sequence
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(Qm)m≥1 of n-variable polynomial functions such that Qm → ∂iφ uniformly on [−M,M ]n.
For any m ≥ 1, we set

Pm(t1, . . . , tn) =

∫ ti

0

Qm(t1, . . . , ti−1, θ, ti+1, . . . , tn) dθ

for all (t1, . . . , tn) ∈ Rn. This is also an n-variable polynomial function. Next we intro-
duce w(t1, . . . , ti−1, ti+1, . . . , tn) = φ(t1, . . . , ti−1, 0, ti+1, . . . , tn). The function w belongs to
C1(Rn−1) and for any real numbers t1, . . . , tn, we have

φ(t1, . . . , tn) = w(t1, . . . , ti−1, ti+1, . . . , tn) +

∫ ti

0

∂iφ(t1, . . . , ti−1, θ, ti+1, . . . , tn) dθ.

Hence,

|φ(t1, . . . , tn)− w(t1, . . . , ti−1, ti+1, . . . , tn)− Pn(t1, . . . , tn)|

≤

∫ ti

0

|∂iφ(t1, . . . , ti−1, θ, ti+1, . . . , tn)−Qm(t1, . . . , ti−1, θ, ti+1, . . . , tn)| dθ.

Consequently, Pm+w → φ uniformly on [−M,M ]n, where we naturally see w as an element
of C1(Rn). Let (wm)m∈N be a sequence of (n− 1)-variable polynomial functions converging
uniformly to w on [−M,M ]n−1 and see wm as an element of C1(Rn). The latter implies that
Pm + wm → φ uniformly on [−M,M ]n. By construction, ∂iPm = Qm and ∂iwm = 0 hence

we also obtain that (Pm + wm)
[1]
i → φ

[1]
i uniformly on [−M,M ]n+1. Since Pm + wm belongs

to C1(R)⊗· · ·⊗C1(R), it satisfies (27). The above approximation property and Proposition
2.1 imply that φ satisfies (27) as well. �

The following corollary is an extension of Lemma 4.3 to unbounded operators.

Corollary 4.4. Let n ≥ 2 be an integer. Let A1, . . . , An−1, A,K be selfadjoint operators
densely defined in H and assume that K ∈ S2(H). Let f ∈ Cn(R) be such that f (n−1) and
f (n) are bounded. Then, for all K1, . . . , Kn−1 ∈ S2(H) and for any 1 ≤ i ≤ n we have

[
ΓA1,...Ai−1,A+K,Ai,...,An−1(f [n−1])

]
(K1, . . . , Kn−1)

−
[
ΓA1,...Ai−1,A,Ai,...,An−1(f [n−1])

]
(K1, . . . , Kn−1)

=
[
ΓA1,...,Ai−1,A+K,A,Ai,...,An−1(f [n])

]
(K1, . . . , Ki−1, K,Ki, . . . Kn−1).

Proof. For all 1 ≤ k ≤ n− 1, let (Aj
k)j∈N be a sequence of bounded selfadjoint operators on

H converging resolvent strongly to Ak. Such sequence exists by Lemma 3.3. Similarly, let
(Aj)j∈N be a sequence of bounded selfadjoint operators converging resolvent strongly to A.
According to Lemma 4.3, we have, for all j,

[
ΓAj

1,...A
j
i−1,A

j+K,Aj
i ,...,A

j
n−1(f [n−1])

]
(K1, . . . , Kn−1)

−
[
ΓAj

1,...A
j
i−1,A

j ,Aj
i ,...,A

j
n−1(f [n−1])

]
(K1, . . . , Kn−1)

=
[
ΓAj

1,...,A
j
i−1,A

j+K,Aj ,Aj
i ,...,A

j
n−1(f [n])

]
(K1, . . . , Ki−1, K,Ki, . . . Kn−1).
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By Lemma 3.4, Aj+K → A+K resolvent strongly when j → ∞. Moreover, the boundedness
of f (n−1) and f (n) imply that of f [n−1] and f [n]. We obtain the desired equality by passing
to the limit in the above equality and applying Proposition 3.1. �

The proof of the first main result is given below.

Proof of Theorem 4.1. Assume first that A is bounded.
(i) We prove the first claim by induction on k, 1 ≤ k ≤ n. Let k = 1 and t ∈ R. We want

to show that the limit

lim
s→0

ϕ(t+ s)− ϕ(t)

s

exists in S2(H) and equals
[
ΓA+tK,A+tK(f [1])

]
(K). By (28), we have

ϕ(t+ s)− ϕ(t)

s
=
f(A+ (t+ s)K)− f(A+ tK)

s

=
[
ΓA+(t+s)K,A+tK(f [1])

]
(K).

By Lemma 3.4, A + (t + s)K → A + tK resolvent strongly as s → 0. By assumption A
and K are bounded, so there exists a bounded interval I ⊂ R such that for s small enough,
σ(A+ (t+ s)K) ⊂ I. Since f ∈ C1(R), f [1] is continuous and, hence, bounded on I × I. Let
F ∈ Cb(R

2) be such that F|I×I = f [1]. By Proposition 3.1 applied to F we get

lim
s→0

[
ΓA+(t+s)K,A+tK(f [1])

]
(K) =

[
ΓA+tK,A+tK(f [1])

]
(K) in S2(H).

This shows that ϕ′(t) =
[
ΓA+tK,A+tK(f [1])

]
(K).

Since A+ tK → A+ t0K in B(H) and, hence, in the strong resolvent sense as t→ t0, we
obtain ϕ′(t) → ϕ′(t0) in S2(H) as t→ t0 by Proposition 3.1. This confirms continuity of ϕ′.
Now let 1 ≤ k ≤ n− 1 and assume that ϕ ∈ Ck(R) and for all 1 ≤ j ≤ k and t ∈ R,

(29) ϕ(j)(t) = j!
[
ΓA+tK,A+tK,...,A+tK(f [j])

]
(K, . . . ,K).

We want to prove that ϕ ∈ Ck+1(R) with a derivative of (k + 1)-th order given by (23). Let
s, t ∈ R. We have

ϕ(k)(t+ s)− ϕ(k)(t)

s

=
k!

s

[
ΓA+(t+s)K,...,A+(t+s)K(f [k])− ΓA+tK,...,A+tK(f [k])

]
(K, . . . ,K)

=
k!

s

k+1∑

i=1

[
Γ(A+tK)i−1,(A+(t+s)K)k−i+2

(f [k])− Γ(A+tK)i,(A+(t+s)K)k−i+1

(f [k])
]
(K, . . . ,K)

where for instance, (A + tK)i stands for A + tK, . . . , A + tK (i terms). By Lemma 4.3, we
have for all 1 ≤ i ≤ k + 1,

1

s

[
Γ(A+tK)i−1,(A+(t+s)K)k−i+2

(f [k])− Γ(A+tK)i,(A+(t+s)K)k−i+1

(f [k])
]
(K, . . . ,K)

=
[
Γ(A+tK)i−1,A+(t+s)K,A+tK,(A+(t+s)K)k−i+1

(f [k+1])
]
(K, . . . ,K).
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Moreover, using resolvent convergence like in the first part of the proof, we can see that this
term converges in S2(H), as s→ 0, to

[
ΓA+tK,...,A+tK(f [k+1])

]
(K, . . . ,K).

Hence,

lim
s→0

ϕ(k)(t+ s)− ϕ(k)(t)

s
= k!

k+1∑

i=1

[
ΓA+tK,...,A+tK(f [k+1])

]
(K, . . . ,K)

= (k + 1)!
[
ΓA+tK,...,A+tK(f [k+1])

]
(K, . . . ,K).

Finally, the continuity of ϕ(k+1) follows by the same argument as the continuity of ϕ′. This
concludes the proof of (i).
(ii). We will prove the second claim by induction on n. The case n = 1 follows from (28).

Now let n ∈ N and f ∈ Cn+1(R). Assume that we have

f(A+K)− f(A)−
n−1∑

k=1

1

k!
ϕ(k)(0) =

[
ΓA+K,A,...,A(f [n])

]
(K, . . . ,K).

We have

f(A+K)− f(A)−
n∑

k=1

1

k!
ϕ(k)(0) = f(A+K)− f(A)−

n−1∑

k=1

1

k!
ϕ(k)(0)−

1

n!
ϕ(n)(0)

=
[
ΓA+K,A,...,A(f [n])

]
(K, . . . ,K)−

1

n!
ϕ(n)(0).

By (i), we have
1

n!
ϕ(n)(0) =

[
ΓA,A,...,A(f [n])

]
(K, . . . ,K).

Using Lemma 4.3, we obtain

f(A+K)− f(A)−
n∑

k=1

1

k!
ϕ(k)(0) =

[
ΓA+K,A,...,A(f [n+1])

]
(K, . . . ,K)

which is the desired equality.
Assume now that A is unbounded and that for all 1 ≤ i ≤ n, f (i) is bounded. Then, for all

1 ≤ i ≤ n, f [i] is bounded. Hence, applying Corollary 4.4 instead of Lemma 4.3 and following
the same lines as in the proof of the bounded case, we obtain the unbounded case. �

Theorem 4.1, Proposition 3.1 and Lemma 3.4 have the following consequence.

Corollary 4.5. Let A be a selfadjoint operator densely defined in H and let (Aj)j∈N be a
sequence of selfadjoint operators in B(H) converging resolvent strongly to A. Let n ∈ N and
let f ∈ Cn(R) be such that f (n) is bounded. Let K = K∗ ∈ S2(H) and define, for every
j ∈ N,

ϕj : t ∈ R 7→ f(Aj + tK)− f(Aj) ∈ S2(H).
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Then, for every t ∈ R,

lim
j→∞

ϕ
(n)
j (t)

n!
=
[
ΓA+tK,...,A+tK(f [n])

]
(K, . . . ,K)

and

lim
j→∞

(
f(Aj +K)− f(Aj)−

n−1∑

k=1

1

k!
ϕ
(k)
j (0)

)
=
[
ΓA+K,A,...,A(f [n])

]
(K, . . . ,K),

where the limits are in S2(H).

5. An extension of the Koplienko trace formula

In this section, we prove our second main theorem and demonstrate two important classes
of functions that satisfy this result.

Theorem 5.1. Let f ∈ C2(R) be such that f ′′ is bounded. Assume that there exist a separable
Hilbert space H and two bounded Borel functions a, b : R2 → H such that

(30) f [2](s, t, u) = 〈a(s, t), b(t, u)〉 , ∀(s, t, u) ∈ R3.

Let A,K be selfadjoint operators densely defined in H with K ∈ S2(H). Let η be the Ko-
plienko spectral shift function associated to (A,K). Then,

(31) Tr
([
ΓA+K,A,A(f [2])

]
(K,K)

)
=

∫

R

f ′′(t)η(t) dt.

If, in addition, either f ′ is bounded or A is bounded, then

Tr
(
f(A+K)− f(A)−

d

dt
f(A+ tK)|t=0

)
=

∫

R

f ′′(t)η(t) dt,

where
d

dt
f(A+ tK)|t=0

def
= S2(H)- lim

t→0+

f(A+tK)−f(A)
t

=
[
ΓA,A(f [1])

]
(K).

For simplicity, we denote

Γ(A,K)
def
=
[
ΓA+K,A,A(f [2])

]
(K,K).

By Theorem 2.3, Γ(A,K) ∈ S1(H) and by (12) of Proposition 2.4,

‖Γ(A,K)‖1 ≤ ‖a‖∞‖b‖∞‖K‖22.

By Theorem 4.1,

Γ(A,K) = f(A+K)− f(A)−
d

dt
f(A+ tK)|t=0

if either f ′ is bounded or A is bounded.
The proof of Theorem 5.1 is obtained in a technically more subtle way than the proof of

its first order counterpart (2) in [21]. Our goal is achieved with help of the following lemmas.
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Lemma 5.2. Let A,K be selfadjoint operators densely defined in H with K ∈ S2(H). Let
f ∈ C2(R) be such that f [2] admits a factorization (30) for some separable Hilbert space H
and some bounded Borel functions a, b : R2 → C. Then,

(32) Γ(A,K) = 2

∫ 1

0

(1− t)
[
ΓA+tK,A+tK,A+tK(f [2])

]
(K,K) dt,

where the latter is an S2-valued Bochner integral. Moreover,

(33) Tr (Γ(A,K)) = 2

∫ 1

0

(1− t) Tr
([
ΓA+tK,A+tK,A+tK(f [2])

]
(K,K)

)
dt.

Proof. By Lemma 3.3, we let (An)n be a sequence of bounded selfadjoint operators on H
converging resolvent strongly to A. Let, for any n ∈ N, ϕn be the function defined by

ϕn : t ∈ R 7→ f(An + tK)− f(An) ∈ S2(H).

The assumptions on f imply, by Theorem 4.1, that ϕn is twice differentiable and

ϕ(2)
n (t) = 2

[
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K)(34)

is continuous from R into S2(H). Hence, the integral

2

∫ 1

0

(1− t)
[
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K) dt

exists in S2(H).
Let ψ be a continuous linear functional on S2(H). Then,

d2

dt2
ψ(ϕn(t)) =

d

dt
ψ

(
d

dt
ϕn(t)

)
= ψ(ϕ(2)

n (t)).(35)

Integrating by parts ensures

ψ

(
ϕn(1)− ϕn(0)−

d

dt
ϕn(t)|t=0

)
=

∫ 1

0

(1− t)
d2

dt2
ψ(ϕn(t)) dt.(36)

Applying the equalities (35) and (34) in (36) gives

ψ

(
ϕn(1)− ϕn(0)−

d

dt
ϕn(t)|t=0

)
= 2

∫ 1

0

(1− t)ψ
([
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K)

)
dt

= ψ

(
2

∫ 1

0

(1− t)
[
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K) dt

)
.

The previous equality holds true for every ψ so we deduce

ϕn(1)− ϕn(0)−
d

dt
ϕn(t)|t=0 = 2

∫ 1

0

(1− t)
[
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K) dt.(37)

By Corollary 4.5, we have

S2- lim
n→+∞

(
ϕn(1)− ϕn(0)−

d

dt
ϕn(t)|t=0

)
= Γ(A,K).
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By Proposition 3.1, we have

S2- lim
n→+∞

[
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K) =

[
ΓA+tK,A+tK,A+tK(f [2])

]
(K,K).

Note that for all n ∈ N and for all 0 ≤ t ≤ 1, ΓAn+tK,An+tK,An+tK is a contraction by
Proposition 2.1 so we get the inequality

‖(1− t)
[
ΓAn+tK,An+tK,An+tK(f [2])

]
(K,K)‖2 ≤ ‖f [2]‖∞‖K‖22 ≤

1

2
‖f ′′‖∞‖K‖22.

Hence, applying Lebesgue’s dominated convergence theorem in (37) gives

Γ(A,K) =

∫ 1

0

(1− t)
[
ΓA+tK,A+tK,A+tK(f [2])

]
(K,K) dt,(38)

which completes the proof of (32).
We now prove the equality (33). Let

h : t ∈ [0, 1] 7→
[
ΓA+tK,A+tK,A+tK(f [2])

]
(K,K).

We have to show that

(39) Tr

(∫ 1

0

(1− t)h(t) dt

)
=

∫ 1

0

(1− t) Tr (h(t)) dt.

Note that we do not know whether h is measurable as an S1-valued map, and this is why
the proof requires some care.
Let (ek)k≥1 be a Hilbertian basis of H. By Bochner integrability of t 7→ (1 − t)h(t) and

continuity of the linear functional T ∈ S2(H) 7→ 〈Th1, h2〉 for any h1, h2 ∈ H,

Tr

(∫ 1

0

(1− t)h(t) dt

)
=

+∞∑

k=1

〈(∫ 1

0

(1− t)h(t) dt

)
ek, ek

〉

=
+∞∑

k=1

∫ 1

0

(1− t) 〈h(t)ek, ek〉 dt.

For any n ∈ N, n ≥ 1 and 0 ≤ t ≤ 1, we let

Sn(t) =
n∑

k=1

(1− t) 〈h(t)ek, ek〉 .

Then

Tr

(∫ 1

0

(1− t)h(t) dt

)
= lim

n→+∞

∫ 1

0

Sn(t) dt.

Let Pn be the orthogonal projection onto Span(e1, . . . , en). Then,

Sn(t) = (1− t)Tr (Pnh(t))

so that, by (12) of Proposition 2.4, we have for any 0 ≤ t ≤ 1,

|Sn(t)| ≤ ‖h(t)‖1 ≤ ‖a‖∞‖b‖∞‖K‖22.

Hence, (33) follows from above by applying the dominated convergence theorem. �
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For any α ∈ C \ R and any integer m ≥ 0, let fm,α : R → C be defined by

(40) fm,α(x) =
1

(x− α)m
, x ∈ R.

The vector space generated by fm,α, α ∈ C\R,m ≥ 0, is the space of rational functions with
nonpositive degree and poles off R.

Lemma 5.3.

(i) Every f
[2]
m,α defined in (40) belongs to the algebraic tensor product Cb(R) ⊗ Cb(R) ⊗

Cb(R).
(ii) Each φ ∈ Cb(R)⊗Cb(R)⊗Cb(R) admits a factorization (9) for some separable Hilbert

space H and some bounded Borel functions a, b : R2 → C.

Proof. (i) If m = 0 then f
[2]
m,α = 0. Assume now that m ≥ 1 and write, for simplicity,

fm = fm,α for a fixed complex number α ∈ C \ R. We have, for any x0, x1 ∈ R, x0 6= x1,

f [1]
m (x0, x1) =

fm(x0)− fm(x1)

x0 − x1
=

1

(x0 − x1)(x0 − α)m
−

1

(x0 − x1)(x1 − α)m
.

Fixing x1 ∈ R and then taking the partial fraction decomposition of x0 7→
1

(x0 − x1)(x0 − α)m
,

we get

1

(x0 − x1)(x0 − α)m
=

1

(x0 − x1)(x1 − α)m
−

m∑

k=1

fk(x0)fm−k+1(x1).

Hence, by continuity,

(41) f [1]
m = −

m∑

k=1

fk ⊗ fm−k+1 ∈ Cb(R)⊗ Cb(R).

Then, an easy computation shows that for any x0, x1, x2 ∈ R,

f [2]
m (x0, x1, x2) = −

m∑

k=1

f
[1]
k (x0, x1)fm−k+1(x2).

By (41), f
[1]
k ∈ Cb(R)⊗ Cb(R) for any k ≥ 1 so the latter implies that

f [2]
m ∈ Cb(R)⊗ Cb(R)⊗ Cb(R).

(ii) Note that the set of functions satisfying (9) is a vector space. Since an elementary
tensor of Cb(R)⊗ Cb(R)⊗ Cb(R) satisfies (9) with H = C, we obtain (ii). �

Below we prove our second main result.

Proof of Theorem 5.1. Let f satisfy the assumptions of Theorem 5.1. The first step is to
show the existence of a complex measure γ defined on the Borel subsets of R, depending
only on A and K, such that

Tr (Γ(A,K)) =

∫

R

f ′′(v) dγ(v).
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Let 0 ≤ t ≤ 1. For simplicity, write At = A+ tK. By Proposition 2.5,

Tr
([
ΓAt,At,At(f [2])

]
(K,K)

)
= Tr

([
ΓAt,At(ψ)

]
(K)K

)
,

where

ψ(s, t) = f [2](s, t, s).

Hence, by (33),

(42) Tr (Γ(A,K)) = 2

∫ 1

0

(1− t) Tr
([
ΓAt,At(ψ)

]
(K)K

)
dt.

Let Et denote the spectral measure on R2 with values in B(S2(H)) given by

Et(U) = ΓAt,At(χU),

where U ⊂ R2 is a Borel set and χU is the characteristic function of U . This measure appears
in the Birman-Solomyak double operator integral [3] and, in particular,

Et(U1 × U2)(K) = EAt(U1)KE
At(U2),

for all Borel subsets U1, U2 of R, every K ∈ S2(H). By properties of the double operator
integral,

ΓAt,At(ψ) =

∫

R2

ψ(x, y) dEt(x, y).

Hence

Tr
([
ΓAt,At(ψ)

]
(K)K

)
=

∫

R2

ψ(x, y) dνt(x, y),

where νt is the complex measure defined for every Borel subset U ⊂ R2 by

νt(U) = Tr
([
ΓAt,At(χU)

]
(K)K

)
.

If g ∈ C0(R
2), then

〈νt, g〉 =

∫

R2

g(x, y) dνt(x, y) = Tr
([
ΓAt,At(g)

]
(K)K

)

is continuous in t by Proposition 3.1. Hence, the mapping

t ∈ [0, 1] 7→ νt ∈ (C0(R
2))∗,

where (C0(R
2))∗ is equipped with the w∗-topology, is continuous.

Since (νt)t is bounded in (C0(R
2))∗, we can define

ν = 2

∫ 1

0

(1− t)νt dt ∈ (C0(R
2))∗

in the w∗-sense, that is, for any g ∈ C0(R
2),

〈ν, g〉 = 2

∫ 1

0

(1− t) 〈νt, g〉 dt.
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Moreover, a simple application of the dominated convergence theorem implies that the pre-
vious equality holds true whenever g ∈ Cb(R

2). By (42) we deduce

Tr (Γ(A,K)) = 2

∫ 1

0

(1− t)

(∫

R2

ψ(x, y) dνt(x, y)

)
dt

=

∫

R2

ψ(x, y) dν(x, y).

By the integral representation [23, (5.9)],

ψ(x, y) =

∫ 1

0

λf ′′(λx+ (1− λ)y) dλ.

By a change of variables we get, setting u = λx+ (1− λ)y, λ = u−x
x−y

and du = (x− y)dλ,

ψ(x, y) =
1

2
f ′′(x)χ{x=y} +

(∫

R

|u− y|

(x− y)2
χ[x,y](u)f

′′(u)du

)
χ{x 6=y},

where χ[x,y] is understood as χ[y,x] in the case when y < x. Let

h(x, y, u) =
|u− y|

(x− y)2
χ[x,y](u)χ{x 6=y}(x, y).

The function h is nonnegative and
∫
R
h(x, y, u) du = 1

2
for all (x, y) ∈ R2. Since ν is a finite

measure, the function h is integrable on R3 with respect to dν ⊗ du. Hence by Fubini’s
theorem, the function

κ : u ∈ R 7→

∫

R2

h(x, y, u) dν(x, y)

is integrable. Let ∆ denote the diagonal of R2. Another application of Fubini’s theorem
(using the fact that f ′′ is bounded) yields

Tr (Γ(A,K)) =
1

2

∫

∆

f ′′(x) dν(x, y) +

∫

R2

(∫

R

h(x, y, u)f ′′(u)du

)
dν(x, y)

=
1

2

∫

∆

f ′′(x) dν(x, y) +

∫

R

f ′′(u)

(∫

R2

h(x, y, u) dν(x, y)

)
du

=
1

2

∫

∆

f ′′(x) dν(x, y) +

∫

R

f ′′(u)κ(u) du.

Denote by α the measure defined on Borel subsets V ⊂ R by

α(V ) =
1

2
ν((V × V ) ∩∆),

by β the measure

β = κ du,

and let

γ = α + β.
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The previous computation implies that

Tr (Γ(A,K)) =

∫

R

f ′′(v) dγ(v).

Let η be the Koplienko spectral shift function, so that (4) holds for any rational function
with nonpositive degree and poles off R. The last step is to prove that γ coincides with ηdt.

Let fm(x) =
1

(x− i)m
for m ∈ N. By Lemma 5.3, the functions fm and their conjugate

functions fm satisfy the assumptions of Theorem 5.1. Hence, for every m ∈ N,
∫

R

f ′′
m(v) dγ(t) =

∫

R

f ′′
m(t)η(t) dt

and similarly for the conjugate functions fm
′′
. Note that the space generated by the f ′′

m and

fm
′′
,m ∈ N,m ≥ 1, is equal to Span

{
fk, fk, k ≥ 3

}
which is, by Stone-Weierstrass theorem,

dense in C0(R). This implies that

γ = η dt,

concluding the proof. �

We now give two examples of classes of functions that satisfy assumptions of Theorem 5.1.
The first example is the Besov class B2

∞1(R). We start by recalling its definition. Let
w0 ∈ C∞(R) be such that its Fourier transform is supported in [−2,−1/2] ∪ [1/2, 2], ŵ0

is an even function and ŵ0(y) + ŵ0(y/2) = 1 for 1 ≤ y ≤ 2. Set wn(x) = 2nw0(2
nx) for

x ∈ R, n ∈ Z. Following [19], the Besov space is defined as the set

B2
∞1(R) =

{
f ∈ C2(R) | ‖f ′′‖∞ +

∑

n∈Z

22n‖f ∗ wn‖∞ <∞
}
,

equipped with the seminorm

‖f‖B2
∞1(R)

= ‖f ′′‖∞ +
∑

n∈Z

22n‖f ∗ wn‖∞.

We refer, e.g., to [19] for characterizations of elements of Besov spaces. We prove below
that if f ∈ B2

∞1(R), then the divided difference f [2] satisfies the property (30), and hence
Theorem 5.1. In this case, we recover [19, Theorem 4.6].

Proposition 5.4. Let f ∈ B2
∞1(R). Then there exist a separable Hilbert space H and two

bounded Borel functions a : R → H and b : R2 → H such that

f [2](s, t, u) = 〈a(s), b(t, u)〉 , ∀(s, t, u) ∈ R3.

In particular, f [2] satisfies (30).

Proof. If f ∈ B2
∞1(R), then according to [22, Theorem 5 (ii)] (or similary, to [20, Theorem

5.1]) and its proof, there exist a measure space (Ω, σ) and bounded measurable functions
α, β, γ on R× Ω such that for all w ∈ Ω,

α(·, w), β(·, w) and γ(·, w)
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are continuous on R with

(43)

∫

Ω

‖α(·, w)‖∞‖β(·, w)‖∞‖γ(·, w)‖∞ dσ(w) <∞,

and such that for all (s, t, u) ∈ R3,

(44) f [2](s, t, u) =

∫

Ω

α(s, w)β(t, w)γ(u, w) dσ(w).

By construction of the measure space (Ω, σ), the space H = L2(Ω, σ) is separable.
Let w ∈ Ω and let (sn)n∈N be a dense sequence in R. By continuity of α(·, w) we have

‖α(·, w)‖∞ = sup
n∈N

|α(sn, w)|.

Hence, the function w ∈ Ω 7→ ‖α(·, w)‖∞ is measurable. The same holds true for β and
γ, hence (43) makes sense. Note that by changing Ω if necessary, we can assume that
‖α(·, w)‖∞‖β(·, w)‖∞‖γ(·, w)‖∞ > 0 for every w ∈ Ω. Let δ be the measurable function
defined on Ω by

δ(w) =

(
‖β(·, w)‖∞‖γ(·, w)‖∞

‖α(·, w)‖∞

)1/2

, w ∈ Ω.

For s, t, u ∈ R, let a(s) and b(t, u) be the measurable functions defined on Ω by

[a(s)](w) = α(s, w)δ(w), [b(t, u)](w) = β(t, w)γ(u, w)δ(w)−1, w ∈ Ω.

It is straightforward to check that for all s, t, u ∈ R,

(45) ‖a(s)‖2H ≤

∫

Ω

‖α(·, w)‖∞‖β(·, w)‖∞‖γ(·, w)‖∞ dσ(w)

and

(46) ‖b(t, u)‖2H ≤

∫

Ω

‖α(·, w)‖∞‖β(·, w)‖∞‖γ(·, w)‖∞ dσ(w).

Combining the latter with (43) confirms that

a : R → H and b : R2 → H

are bounded.
For any s0, s ∈ R,

‖a(s)− a(s0)‖
2
2 =

∫

Ω

δ(w)2
∣∣α(s, w)− α(s0, w)

∣∣2 dσ(w).

Since α is continuous in the first variable, the uniform estimate (45) and Lebesgue’s domi-
nated convergence theorem imply that a is continuous. Similarly, b is continuous. Finally,
by (44),

f [2](s, t, u) = 〈a(s), b(t, u)〉H ,

concluding the proof. �
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Remark 5.5. The expressions f(A+K)−f(A) and
d

dt
f(A+ tK)|t=0 may be not well defined

bounded operators when A is unbounded and f is not Lipschitz. In this case, as shown by
Theorem 4.1 and Corollary 4.5, the proper replacement of the undefined difference f(A +

K)−f(A)−
d

dt
f(A+ tK)|t=0 is given by the triple operator integral

[
ΓA+K,A,A(f [2])

]
(K,K),

which is always well defined provided that f ′′ is bounded.
In [19], for f(x) = x2, the undefined difference

f(A+K)− f(A)−
d

dt
f(A+ tK)|t=0

was replaced by K2, which was validated by the fact

(47) Tr (K2) = 2

∫

R

η(t) dt,

see [19, Theorem 4.5]. Since f [2](s, t, u) = 1 for all (s, t, u) ∈ R3, the representation (7)
ensures [

ΓA+K,A,A(f [2])
]
(K,K) = K2.

Hence, (47) is a consequence of Theorem 5.1.

We now consider the class of bounded functions φ : R3 → C such that there exist Hilbert
spaces E and F and bounded functions

α : R → E, θ : R → B(F,E), β : R → F

such that

(48) φ(s, t, u) = 〈α(s), θ(t)β(u)〉 , ∀(s, t, u) ∈ R3.

This class can be identified with the dual space (ℓ1R
h
⊗ ℓ1R

h
⊗ ℓ1R)

∗, where
h
⊗ is the Haagerup

tensor product. See e.g. [11] for properties of the Haagerup tensor product and [11, Theorem
9.44] for the description of the dual of the Haagerup tensor product which yields the above
identification. The property (48) naturally arises in the study of completely bounded triple
operator integrals. According to [6, Theorem 4.12], if A,B,C are selfadjoint operators

densely defined in a separable Hilbert space H and φ ∈ (ℓ1R
h
⊗ ℓ1R

h
⊗ ℓ1R)

∗, then the triple
operator integral ΓA,B,C(φ) extends to a completely bounded mapping

ΓA,B,C(φ) : S∞(H)
h
⊗ S∞(H) → S∞(H),

where S∞(H) is the space of compact operators on H. We note that an analogous result
holds for operator integrals defined on spaces of functions, see [12, Theorem 3.4].

In the following, we show that a C2-function f with f [2] ∈ (ℓ1R
h
⊗ ℓ1R

h
⊗ ℓ1R)

∗ satisfies the
property (30). Note that in the factorization (48), we do not assume that E and F are
separable so the fact that f [2] satisfies the property (30) requires an explanation.
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Proposition 5.6. Let φ : R3 → C be a separately continuous function in (ℓ1R
h
⊗ ℓ1R

h
⊗ ℓ1R)

∗

such that ‖φ‖
(ℓ1

R

h
⊗ℓ1

R

h
⊗ℓ1

R
)∗

≤ 1. Then, there exist (αm)m≥1, (βn)n≥1, (θm,n)m,n≥1 in C(R) such

that
∀s ∈ R,

∑

m

|αm(s)|
2 ≤ 1,

∀u ∈ R,
∑

n

|βn(u)|
2 ≤ 1,

∀t ∈ R, ‖[θm,n(t)]m,n≥1‖B(ℓ2) ≤ 1,

and for all (s, t, u) ∈ R3,

(49) φ(s, t, u) = 〈(αm(s)), [θm,n(t)](βn(u))〉ℓ2 .

In particular, if f ∈ C2(R) is such that f [2] ∈ (ℓ1R
h
⊗ ℓ1R

h
⊗ ℓ1R)

∗, then f [2] satisfies the property
(30).

Proof. We adapt some ideas from the proof of [1, Theorem 2.2.4]. We can assume in the
factorization (48) of φ that α and β have a dense range since we can compose on the left α
and β by the orthogonal projection onto the closure of their range. Let

K = {θ(t)∗e | t ∈ R, e ∈ E} ⊂ F

and
H = {θ(t)f | t ∈ R, f ∈ F} ⊂ E.

Let PK : F → K and PH : E → H be the corresponding orthogonal projections. Since φ is
continuous with respect to the third variable, we deduce that for all (s, t) ∈ R2,

u 7→ 〈θ(t)∗α(s), β(u)〉

is continuous. By boundedness of β and by density, this implies that for all k ∈ K,

u 7→ 〈k, β(u)〉

is continuous. Let k ∈ {PKβ(u) | u ∈ Q}⊥. Then, for any s ∈ Q,

〈k, β(s)〉 = 0,

and by continuity, this equality holds true for any u ∈ R. Since the range of β is dense, this
implies that k = 0. This shows that K = {PKβ(u) | u ∈ Q}, so K is separable. Similarly,
we show that for all h ∈ H,

s 7→ 〈α(s), h〉

is continuous and that H is separable.
Define

α̃ = PHα : R → H, β̃ = PKβ : R → K

and
θ̃ = PHθ|K : R → B(K,H).

Then, it is easy to check that

φ(s, t, u) =
〈
α̃(s), θ̃(t)β̃(u)

〉
, ∀(s, t, u) ∈ R3.
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Since α̃ and β̃ have a dense range, the continuity of φ in the second variable implies that for
any h ∈ H and any k ∈ K, the function

t 7→
〈
h, θ̃(t)k

〉

is continuous.
Finally, let (em)m≥1 and (fn)n≥1 be hilbertian bases of H and K, respectively. We set, for

any n,m ≥ 1,

αm(s) = 〈α̃(s), em〉 , βn(u) =
〈
fn, β̃(u)

〉
and θm,n(t) =

〈
em, θ̃(t)fn

〉
.

The latter implies that αm, βn and θm,n are continuous and satisfy (49). �
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Birkhäuser, Basel, 2014.
[26] D. R. Yafaev, Mathematical scattering theory. General theory. Translations of Mathematical Mono-

graphs, 105. American Mathematical Society, Providence, RI, 1992.

E-mail address : clement.coine@univ-fcomte.fr

E-mail address : clemerdy@univ-fcomte.fr

E-mail address : skripka@math.unm.edu

E-mail address : f.sukochev@unsw.edu.au

C.C., C.L. : Laboratoire de Mathmatiques de Besançon, UMR 6623, CNRS, Université
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A.S. : Department of Mathematics and Statistics, MSC01 1115, University of New Mexico,

Albuquerque, NM 87131, USA

F.S. : School of Mathematics and Statistics, University of NSW, Kensington NSW 2052,

AUSTRALIA




