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Natural Resources as Blessings and Finance-Growthelus:
A Bootstrap ARDL Approach in An Emerging Economy

Abstract:

This paper examines the link between financial tigraent and economic growth in Pakistan
by considering important role of natural resourcegroduction function for the period of 1972-
2017. Capital and labour are additional contribgtiactors of economic growth. To determine
the integrating properties of the variables, wela@®R unit root test containing information for
sharp and smooth structural breaks in the series.al®0 employ the bootstrapping ARDL
bounds testing approach to examine the cointegrdigiween the factors of production. The
causal relationship between financial developmeratural resources, capital, labour and
economic growth is tested by applying the VECM @emncausality test in the presence of

structural breaks.

The empirical findings indicate that financial de@ment, natural resources, capital, labour and
economic growth are cointegrated for long-run aiséion. Additionally, financial development
enhances domestic production as well as econonowthr Natural resources as blessings
hypothesis is validated. Capital and labour alst tadeconomic growth. The VECM Granger
causality test results show the bidirectional chuslationship between financial development
and economic growth. The feedback effect also gxstween natural resources and economic
growth. This paper helps policy makers in desigrangopmprehensive policy for strengthening
finance-growth by using natural resources as an@oe tool.

Keywords: Financial Development, Natural Resources, Econdanawth, blessings hypothesis
JEL Classification: 013, 040, C12, C22



1. Introduction

Every country needs an efficient and sound findreyatem to stimulate economic activity. A
developed and sound financial system enables anosop to stimulate economic growth
(Pradhan et al., 2014). In Pakistan, financial eaysts denominated by banking sector, which
constitutes 88% of the share of total financiat@eavhich comprises 34 commercial banks and
4 specialized banks. The share of the non-bankewos is almost 12%, which includes
Mudarbas, insurance companies, housing finance aniep, leasing companies, mutual funds
companies, and venture capital companies. Moredagkistan’s stock market is considered a
developing and emerging stock market. Both of tharkets (i.e., capital and money) set
investment opportunities to enhance economic groWwtle financial system of Pakistan remains
resilient while facing uncertainties at local amtéernational levels. These uncertainties include
continuous fiscal deficit, an energy crisis, finmhanstability, and security challenges. The
country has relied heavily on the banking sectdrictv has caused insufficient external inflows,
due to heavy debt payments and the continuousdaldf foreign reserves (Government of
Pakistan, 2018).

Pakistan is located in South Asia, and its landaias important and valuable natural resources,
such as natural gas, oil, hydro power potentia|,coon, copper, salt, and limestone. Pakistan
has 175 billion tons of coal reserve, which is eqgiea 618 billion barrels of crude oil
(Government of Pakistan, 2018). This coal, knowiblask gold, is more than double the value
of oil reserves held by top four richest countriesese coal reserves have the ability to produce
electricity for more than 200 years. Pakistan’s.88%llion cubic meters of natural gas reserves
can be utilized for the next 20 years. Pakistartaina gold/copper reserves in Saindak along
with rock salt in the Pothohar Plateau. Mineralotegses include gypsum, uranium, limestone,
chromite, iron ore, rock salt, silver, preciousn&®s, gems, marbles, tiles, sulphur, fire clay, and
silica sand. In addition to its diverse naturabreses Pakistan’s growing urban middle class and
intelligent youth population are likely to makeaih important hub of culture, knowledge, and
wealth. This crucial human aspect along with itsred resources will lead to long-run economic

development in Pakistan (Government of Pakistabh8R0



Financial development can affect economic growtHoumr ways: First, investors invest their
money in long-term investment projects due to tlegemtial impact of liquidity shocks on
financial markets. Long-run investment projectstém be less affected by liquidity shocks. The
investors invest their money in different modesiméncing, thus diversifying the risk. This tool
is called “financial intermediaries facilitate pow and trading of risk” (Obstfeld, 1994).
Second, on the basis of ex-ante information, firdnmediators advise investors how to
efficiently allocate resources. There exists am@asion among finance, entrepreneurship, and
economic growth (King and Levin, 1993). According King and Levin (1993), monetary
structure manipulates productivity-enhancing atiési via prospective entrepreneurs. This
theory implies that the cost of investing in praility-enhancing activities becomes lower,
leading to economic growth (Levine, 2005). Thitie tevelopment of stock markets efficiently
endows corporate control and equity markets algninterests of management and firm owners
(Buelens, 2006). Fourth, financial markets provide opportunity to organize the savings to

bring in more profits which of course, fosters emmic growth (Buelens, 2006).

Sachs (2007) notes that natural resources may\mdgiaffect economic growth. For instance,
oil and gas extraction revenues lead to real incarieh in return, improves earnings for the
poorer population segment, which can improve livitgndards. Income from natural resources
helps in finance public and private consumption gederates possibilities of borrowing money
from financial institutions for capital investment§he income from natural resources can
finance core public goods to stimulate economicwgiio A well-developed infrastructure
strengthens the domestic financial sector, whicbst® economic activity. This shows that
natural resources affect economic growth directly capitalization and indirectly via financial
development. Badeeb et al. (2016) note that natasalurces are ruminated as additional sources

for financial institutions, which can enhance timahce-growth linkage.

This paper is contributing in the following five y& (i), It is a pioneering effort to examine the
relationship between financial development and eooa growth using annual Pakistani data
from 1972 to 2017 by considering the vital rolenattural resources in augmented production.
(i), We have developed a financial developmeneindsing the principal component analysis.

The sub-indices of the financial development ind&{ude broad money as a share of GDP



captures of an economy’s money supply; domesticlitte® the private sector shows the
allocated savings level for productive investmafgrts; bank nonperforming loans as share of
total loans; stock market capitalisation as thaeslod GDP which indicates the size of a stock
market; and stock market traded value and stockendurnover illustrate the profitability in
stock markets. (iii), This study examines the uibt properties of financial development,
economic growth, natural resources, capital, afmbda by applying the sharp and smooth
structural break unit root test developed by Shahétaal. (2018). (iv) In order to examine
cointegration, we apply the bootstrapping ARDL bdsirtesting approach to validate the
existence of a cointegration relationship amid \thdgables. (v), We employ the bootstrapping
based VECM Granger causality approach to examieec#fusal linkages among the variables.
Empirical evidence reveals that financial developmméoosts economic growth. Natural
resources are also positively linked with econognmnth, which validates that natural resources
are blessings. Capital and labour add to economoevty. The causality test indicates the
presence of a feedback effect between financiatldpment and economic growth. Natural
resources and economic growth are interdependenitdifectional causal relationship also exists

between financial development and natural resources

The rest of the paper is divided into five sectiddesction 2 reviews the related literature. Section
3 describes the data, empirical modelling and nulogy. Section 4 discusses the results; and
Section 5 provides conclusion with policy implicats.

2. Literature Review

This paper addresses the finance-growth nexus bgrporating natural resources as an
additional determinant of financial development aeodnomic growth. In doing so, we divide
the literature review section into three sub-sedtidinancial development and economic growth
nexus; natural resources and economic growth nesamst natural resources, financial

development, and economic growth nexus.

2.1. Financial Development and Economic Growth Ne»au
Plenty of studies in the existing literature useiouss measures of financial development to

investigate the relationship between financial dgwaent and economic growth and provided



mixed empirical findings. This finance-growth debajoes back to Schumpeter (1912), who
indicates that financial development plays an ingodrrole in promoting economic activity via
capitalisation. Later, McKinnon and Shaw (1973)hfight that financial system spurs economic
growth by financial liberalisations. Furthermoreed. et al. (2004) indicate that financial
development helps move capital from the developeddnto developing economies, which
enhances domestic production and adds to econonmowtly Shan and Jianhong, (2006)
conclude that financial development positively iigaeconomic growth. On the other hand,
Gantman and Dabos (2012) note that financial deweémt does not significantly impact
economic growth. However, Law and Singh (2014) refimat financial development impedes

economic growth due to unproductive and wastefalafsdlomestic credit.

For individual country analyses, studies presenbigoous empirical findings. For instance,
Masih and Haider (2009) focus on export productionexamine financial development and
economic growth. They apply the variance decompwsiipproach and find that financial
development, exports, and innovative shocks caumibo economic growth by 34.93%, 13.15%,
and 41.89%, respectively. Their empirical evidemuéicates the presence of a supply-side
hypothesis, as financial development causes ecangnowth. Hye and Dolgopolova (2011)
report the positive impact of financial developmenteconomic growth in China. Uddin et al.
(2013) apply the production function to investigtte nexus between financial development and
economic growth in Kenya from 1971 to 2011. Theiwdings suggest a cointegration between
the variables and that financial development isrtfagn contributor to economic growth in the
long and short run Polat et al. (2015) report the positive role ficial development plays in
augmenting economic growth in South Africa. Furthleey note that economic growth Granger-
causes financial development, leading to trade g1 On the contrary, Shahbaz et al. (2015)
found that financial development encourages loanshaaper costs, spurring capitalisation,
which in turn boosts domestic output and increasesomic growth in Bangladesh. Moreover,
their results indicate a feedback effect betweearcial development and economic growth.
Kandil et al. (2017) reinvestigate the main deteants of economic growth for India and China,

finding that financial development positively affeeconomic growth.

'Tinoco-Zermeno et al. (2014) explore the relatigmétetween economic growth, bank credit (i.e. firiah
development), and inflation in Mexico using the bdsi testing approach. They note that the variatdegegrated
for the long run. Their empirical exercise indicatmancial development has a positive effect amemic growth.
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In the case of Pakistan, only a few studies havesitigated the relationship between financial
development and economic growth by using variougasukes of financial development. For
example, Husain and Mahmood (2001) revisit the whp# financial market development
(measuring by stock market prices) on economic tramd find that stock market development
plays an insignificant role in enhancing economiowgh. Later, Khan et al. (2005) report that
financial depth and real interest rate positiveintcibute to economic growth, but the impact of
investment is insignificant. Khan et al. (2007) arnorate trade openness in the production
function and find that trade openness strengtheméinnance-growth relationship, but in the short
run, this openness impacts economic growth minyn&hahbaz et al. (2008a) investigate the
contributing factors of economic growth. They nthtat foreign direct investment and foreign
remittances strengthen the nexus between finadeialopment and economic grovth

Jalil and Feridun (2011) re-examine the financeaginonexus from 1975 to 2008 by using a
PCA-generated financial development index. Theults validate the existence of cointegration
and showed that financial development spurs ecangmawth. Anwar et al. (2011) report that
financial development plays an important role imstating economic growth via capitalisation,
and a supply-side effect is validated. ShahbazZp@figue that trade openness leads to financial
development, which further leads to economic growihis confirms the validity of a supply-
side effect, while a demand-side effect is notd:ali

2.2. Natural Resources and Economic Growth Nexus

Scholars have debated the “resources curse” hygistHer more than three decades. The
resources curse hypothesis reveals that resouotesountries experience lower economic

growth compared to countries with no primary resear This hypothesis argues that natural
resources do not stimulate economic growth accgrttirclassical growth theory (Ascher 1999).

Sachs and Andrew (1997) note that corruption, icieffiit bureaucracy, and poor management
restricting growth in resource-abundant countri@ssuch situations, resource abundance is

linked with high income inequality due to corrupti@and mismanagement, which impedes

? Shahbaz et al. (2008b) use stock market capit@isais a measure of financial development to revéxa the
finance-growth nexus. They apply the VECM Grangausality test and find the presence of a feedbdfelcte
between the variables, as well as cointegration.



economic growth. This shows that government wasaésral resources, i.e. minerals, oil, metals
and energy (Rutland 2008). There are many stutsvalidate the resource curse hypothesis,
such as Arezki and van der Ploeg (2011) and Baeleab (2016).

Economists, such as Adam Smith and David Ricardeo abserve that valuable natural
resources positively affect growth development. Wather post-war economic analysts also
supported this phenomenon in the 1970’s. Rostov6@L%ummarizes that natural resources
endowment would improve fundamental change in wddgeloped economies by creating new
market and investment opportunities, citing coastrsuch as Britain, the US, and Australia
(Viner, 1952). Brunnschweiler (2008) find that matluresource abundance stimulates economic
growth via institutional quality. Mehrara (2009)pwoet that oil revenues are positively linked to
economic growth; in other words, natural resouraes blessings. Similarly, Philippot (2010)
also negates the resource curse hypothesis andl fimah natural resources are blessings in
transitory countries. Zagozina (2014) also reptnet natural resources, such as agricultural
exports, minerals, and fuel exports add to econaymevth in Soviet countries. Furthermore,
Koitsiwe and Adachi, (2015) find that change in mghrevenues is responsible for economic
growth variation as mining revenues Granger-causmanic growth. Moshiri and Hayati
(2017) consider the importance of institutional Iguavhile investigating the effect of natural
resources on economic growth using cross-countty fta 1996-2010. They find that natural
resource wealth is positively linked to economiowgth, but institutional quality insignificantly
impacts economic growth. Recently, findings of Aand Braunfels (2018) negate the natural
resource curse and confirm that natural resouraes & positive effect on economic growth, but
it is linked with better quality of institutions.

2.3. Natural Resources, Financial Development anddanomic Growth Nexus

Existing empirical literature includes various sagdwhich consider financial development as an
important determinant of economic growth while istvgating the resources-growth nexus. For
example, Satti et al. (2014) examine the resougcesth nexus in the Venezuelan economy by
including financial development in an augmenteddpation function. They note that all the
variables are cointegrated for the long-run retediop. Their empirical analysis further exposes
that financial development could not nullify thegagéve effect of natural resources on economic

growth. In Yemen, Badeeb and Lean (2017a) find tfztiral resources are negatively linked



with economic growth, but a developed financialtgecan transform that curse into a blessing
with the proper allocation of domestic savings iptoductive investment ventures. Badeeb and
Lean (2017b) find a long run relationship betweeataral growth and its determinants. Their
empirical findings further reveal that natural nes®s have a negative impact on agricultural

and manufacturing sectors, confirming what has loeemed the “Dutch Disease”.

On the contrary, Quixina and Almeida (2014) usa®ienues as a measure of natural resources
and assess financial development as an importaatnd@ant of economic growth. They find
that natural resources lead to economic growth, fimaincial development is ineffective in
promoting economic growth. Badeeb et al. (2016J fihat oil dependence has a positive but
weak effect on economic growth via investment, findncial development is negatively linked
with economic growth. Rustamov and Adaoglu (201Bjestigate the relationship between oil
production cost, financial development, and ecowrognowth for the Russian economy. They
also include oil prices, natural gas prices, edanatand effectiveness of public institutions by
applying the Toda and Yamamoto (1995) Granger ¢iaysast. They find that natural gas prices
and financial development lead to positive econagnoavth.

3. Empirical Modelling, Data and Methodology

3.1 Empirical Modelling

Existing applied economics literature is full olidies investigating the association between
financial development and economic growth usingetiseries, cross-sectional, and panel data
sets (Adu et al., 2013). The natural resourcesifinegrowth nexus is an open question, not only
for researchers but also for academicians andipoaers when considering appropriate policy
guidelines to achieve sustainable long-run econodaeelopment (Al-Yousif, 2002; Khan,
2008). Studies in existing literature provide anloigs findings due to specification problems
and different sample sizes for empirical analysis.

The debate on growth accounting goes back to S@&®6), who developed a growth model by
assuming that saving rates, population growth,taokdnological development play vital roles in
enhancing domestic production. This growth modebkents a comprehensive but simple picture

of growth accounting and explains why economieshtdifferent income levels. Solow’s model



is criticized due to the constant nature of ecomogrowth determinants (Acemoglu, 2008).
Later, Mankiw et al. (1992) augment the producfamction by introducing human capital as an
important factor of domestic production. The gehdéoam of the production function is as

follows:

Y(£) = A(OK@®PL™F with 0<pg<1 (1)

where capital stockK() and labour k) are the main determinants of domestic production
while technological developmentd) also contributes to economic growth by stimuigtin
economic activity. We augment the Cobb-Douglas petidn function by incorporating
financial development, capital, and labour. It sswamed that technological advancement is
affected by financial development, skilled humamizd, and the openness of an economy.
Financial development stimulates economic activity capitalisation and provides financial
resources at cheaper production costs by imporédganced technology from developed
countries (Shahbaz, 2012). This indicates thatnfird development plays a key role in
increasing returns to scale and inter-sectoral igfieation and strengthening the trade flow
structure by improving financial intermediation (i and Levine, 1993; Levine, 1997).
Financial sector development helps an economy tteafruits from technological development,
and globalisation provides access to advanced odofyy, which affects domestic production.
Globalisation via trade flows, as well as foreigpital flows, contributes to economic growth.
Natural resources also contribute to economic dnaditectly and indirectly. Natural resources
directly contribute to economic growth via sevenalys: (i) Natural resources are a source of
income to finance public and private consumptidaipNatural resources are helpful in financing
public investment ventures. (iii) Income from natluresources is a sustainable financial source
for core public goods such as infrastructure, Blatural resources expedite economic growth
process by stimulating consumption and investmetivities (Adams et al., 2018). Indirectly,
natural resources contribute to economic growthfiviancial development. Financial sector is
helpful in transforming natural resources revennas productive investment projects (Law and
Moradbeigi, 2017), which stimulates economic atfivin doing so, Shahbaz et al. (2018a)
argue that a well-developed financial sector isay ¥0 escape natural resource curse. It seems

that exclusion of financial development when inigeging the relationship between natural



resources and economic growth may provide ambiguemgpirical evidence. The above

discussion directs us to construct a general masi&llows:

A(t) = 0. R(t)*F(t)° (2)

where @ is a time-invariant constanR is a measure of natural resources, @&nhdhdicates
financial development. Substituting Equation 2 wifuation 1 and incorporating capital and
labour as additional contributing factors of ecomogrowth, we formulate a general form of the

Cobb-Douglas production function as follows:

Y(t) = 0.R(t)*F(t)°K (t)PL(t)*~F (3)

We have divided Equation 3 by population on bottlesiand then transformed all of the
variables into a natural logarithmic. Equation 31 d@ constructed for empirical purposes as

follows:

InY; = By + BoInF; + B3InR; + BsinK; + BglnL, + & 4)

where In and¢; refer to natural logarithm and error term, respetf. Economic growth is
measured by real GDP per capita, financial devetyns produced using the PCA technique,
natural resources are calculated as real natusalirees revenue per capita, and capitalisation
denotes real gross fixed capital formation perteaNatural resources, capitalisation and labour
are factors of production. Financial developmenfiecd$ economic growth by activating
investment opportunities. Financial stability isyk|dement for sustainable economic growth in
long run (Nasir et al. 2015).

3.2. The Data Collection

This study uses time series data from 1972 to 204&.data on real GDP (constant 2010, LCU),
gross fixed capital formation (constant 2010, LGy labour (% of total population ages 15-
64) and natural resources revenues (constant 2@10) have been collected from the Economic

Survey of Pakistan (Government of Pakistan, 20E®). the measuring index of financial
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development, we use the following sub-indices: droeney (M) as a share of GDP; domestic
credit to private sector as a share of GDP; noopmihg loans as share of total loans (NL);
stock market capitalisation as a share of GDP kstearket traded value as a share of GDP; and
stock market turnover as a share of GDP. The aatéifancial indicators is obtained from the
Economic Survey of Pakistan (Government of Pakjs@0i8). Before taking the natural
logarithm of each variable, all units of the sehase been placed into per capita units including

financial development sub-indices.

3.3. Financial Development Index

Existing applied economics literature fails to pd®va unique measure of financial development.
Various researchers have used different measurenafcial development. For example,
Narayan and Narayan (2013) use domestic creditgedwoy the banking sector as a percentage
of GDP, market capitalisation, and stock trade asessments of financial development.
Lawrence et al. (2014) find that liquid liabilitiesredit to private sectors, market capitalisation,
turnover ratio, and the value of share trade ar@alde measures of financial development.
Gantman and Dabés (2012) select domestic cregititate sector and other financial variables
as a percentage of GDP to measure financial dewvelop Karima and Ken (2008) evaluate
financial development using commercial bank asgmtsimercial central bank assets), credit to
private sector/liquid liabilities, domestic credid the private sector/GDP, foreign direct
investment/GDP, broad money/narrow money, liquidabilities/GDP, stock market
capitalisation/GDP, total value of shares tradegVage market capitalisation, and values of
stocks traded/GDP. Masih and Haider (2009) use snateck over GDP for calculating
financial system development. Liang and Jian-ZhH2Q1Q) find credit to the private sector by
banking institutions divided by GDP and the ratib total deposit liabilities of banking
institutions to GDP are appropriate gauges of fum@rdevelopment. Chang and Caudill (2005)
calculate financial development using a ratio of td GDP. This indicates that no measure
properly defines financial development. All of threasures may be highly correlated and show
the problem of multi-collinearity (Adu et al., 20IByavambiza and Nyangara, 2015).
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Table-1: Principal Component Analysis and Correlaton Matrix

Principal Components Analysis

Number Value Difference  Proportion CumulativeCumulative
Value Proportion

1 3.5057 2.1526 0.5843 3.5057 0.5843

2 1.3531 0.3908 0.2255 4.8588 0.8098

3 0.9623 0.8600 0.1604 5.8212 0.9702

4 0.1022 0.0371 0.0170 5.9234 0.9872

5 0.0650 0.0536 0.0108 5.9885 0.9981

6 0.0114 0.0019 6.0000 1.0000

Eigenvectors (Loadings)

Variable PC1 PC 2 PC 3 PC 4 PC5 PC 6
DC, 0.4328 0.4090 -0.2975 0.5091 0.1809 0.5146
BM, 0.2242 -0.6466 -0.4991 -0.0656 0.5210 -0.0815
BN, -0.4701 0.3297 0.1956 0.0115 0.7936 -0.0440
M, 0.2174 -0.4540 0.7513 0.3128 0.1417 0.2531

S; 0.4893 0.2115 0.1949 -0.7696 0.1779 0.2318
SR, 0.5045 0.2342 0.1465 0.2148 0.1190 -0.7802

Ordinary Correlations
DC BM BNL MC ST STR

DC, 1.0000
BM, 0.1274 1.0000

BN, -0.5772 -0.7252 1.0000

M, -0.1171 0.2097 -0.4119 1.0000

S; 0.7672 0.1169 -0.6674 0.3617 1.0000

SR, 0.8612 0.1245 -0.6927 0.3523 0.9425 1.0000

800 -

600 —

400 -

Figure-1: Financial Development Index
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We use a Principal Component Analysis (PCA) to gateea financial development index. The
PCA is mostly used to overcome the issue of mullireearity, as well as the degree of freedom,
by generating an appropriate index for a particukaiable. For example, in our case, broad
money (BM;) as a share of GDP captures money supply in anoetgndomestic credit to
private sectorjC;) shows the allocated savings level to privatesdar productive investment
projects, bank nonperforming loans as share of totms BN;), stock market capitalisation
indicates the size of a stock markkt, ), while stock market traded valug, ) and stock market
turnover §R;) illustrate the profitability in stock markets. dte may be a problem of multi-
collinearity if these variables are used togetteriregression analysis (Polat et al., 2815)
These correlated variables are transformed intdlsmeorrelated variables without any change

in variations of the original data by using a FCA

In the lower segment of Table 1, an analysis cdia-wise correlation is reported. It is noted that
broad money EM,) and domestic credit to private sect®C() are positively correlated. The
correlation between domestic credit to private@e@C;) and bank non-performing loanBX;)

is highly negative. Stock market capitalisatidfi. and domestic credit to private sectdrC()

are also negatively correlated. Stock market traddde ;) is highly and positively correlated
with domestic credit to private sectd?@;). The correlation is high and positive betweerctlsto
market turnover JR;) and domestic credit to private sectd?C(). Similarly, a negative
correlation exists between broad money and banker@orming loans. A negative and high
correlation is found between bank nonperformingh$yastock market traded value, and stock
market turnover. Stock market traded value andkstoarket turnover are positively and highly

correlated.

The presence of a high correlation amid the vaembhay be a cause of multi-collinearity while
using these variables simultaneously in a regrasamalysis to capture financial development.
The presence of multi-collinearity not only weakéms empirical analysis, but it also makes the

analysis inefficient. This issue is solved by appiya PCA to generate an index of financial

* We have transformed all of the variables into teehs and converted them into per capita unitsibigidg each
series by total population.
* For more details, see Sricharsoen and Buchenrigaeb.
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development. The results of the PCA are detailethé upper portion of Table 1. The first
principal component explains 58.43% of the varigbibf an individual variable. The second
principal and third components explain 22.55% a6d4%, respectively, of total variability.

The explanation of the total variability by thetre§ the principal components is minimal. This
suggests to us to first use a PCA as a weight t@rgée an index of financial development.
Financial development improved in Pakistan from2L87til 2005. After 2005, the development
shows a downward trend, which indicates the healsince of government on public debt form
the domestic financial sector to meet its budgdictleThis public debt increases the cost of
private sector share from domestic credit. Follawithe “Fiscal Responsibility and Debt
Limitation Act 2005,” the government needed to nteim public debt below 60% of GDP until

June 2013. The government was required to redubéicpdebt by 2.5% of GDP each year
afterwards; however, public debt stood at 63.3%G&fP in December 2013, which further
impacted financial development and caused a dowhwand in 2014, although it rose after
2015 (Figure 1).

3.4. SOR Unit Root Test with Sharp and Smooth Break

We use the sharp and smooth structural breaksamtittest developed by Shahbaz, Omay, and
Roubaud (hereafter SOR, 2018b) to examine the ratieg properties of our variables.
Although various unit root tests are available tiEsting the stationarity properties of variables,
such tests provide biased empirical results dutheo low explanatory power (Shahbaz et al.,
2018b). The uniqueness of SOR is that it is a neali-unit root test accounting for sharp and
smooth breaks occurring in a times series. The $&R (following Leybourne et al., 1998)

entails a two-step approach which is as follows:
Step-1.This step involves using the constrained nonlirgdimization algorithm via genetic
algorithn?. Subsequently, the deterministic component optieéerred model is estimated, and

its residuals are calculated using Models A, B, @nas shown below:

> We use the genetic algorithm in our estimatiorcpss of the smooth transition trend because hasva to be the
best performing algorithm in estimating LST typefseguations. For details, see Omay and Emirmahnhutog
(2017).
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Model C:&, = y, — @ — Bt — @:F (7, %) — BoFe (P, )t (6)

Step-2.Here we compute the Enders and Lee, hereafter2&12| test statistic, that is theatio

associated witi in OLS regression:
& =d(t)+ D&+ v, (7)

where d(t) is a deterministic function of and v, is a stationary disturbance with constant
variances?, noting thats, is weakly dependent with a fixed initial value.uatjon 7 is estimated
directly to test the null hypothesis of a unit rgio¢. @ = 1 if functional form ofd(t) is known.
But, because we do not know the formdgt), any testing could be challenging for= 1 if
d(t) is incorrectly specified. Thus far, the approaskdiin this study is based on the assumption

that it is possible to approximadét) using the Fourier expansion:

d(t) = ag+ Xi= 1aksm( ) + Y= Brcos (ZnTkt), n<T/2 (8)

where the number of cumulative occurrences in thgraximation are represented lay k
portrays a specific frequency, and the number skeolations are shown [ In this situation,
where we don’t have a nonlinear trend, all the ealofa;, = £, = 0, specification becomes a
special case. It is advisable not to use a larggevaf n as this can lead to a problem of over-
fitting. A number of notable studies such as Bieréh997), Gallant and Souza (1991), and
Davies (1987), empirically show the functional forof smooth break using the Fourier
approximation. In additiom should be small, as this will allow the evolutiohnonlinear trend

to be steady. Finally, the resulting equation isvah by the following form:

Aé = ag + Y- 105k5m( )+Zk 1:8kCOS( )+¢5t 1+Zl 1(PkA5t it9:  (9)
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The dependent variables’ lag value in testing theagon is amplified to account for any
stationary dynamics id,. Concurrently, the value of the EL test statisicepicted ast, in
Model A and is used to construgt s,y when Model B is used, and, 3 when Model C is

used. It is vital to know whether a small numbefrefjuency components would duplicate the

types of breaks often detected in economic dataxwhe SOR unit root test is used.

To take care of this, we consider a Fourier appnaxion using a single frequency component
represented by k. The amplitude and displacementhef sinusoidal component of the
deterministic term is shown hy, andp,. This enables us to allow for several smooth meak
even with a single frequengy= 1. We can state the hypotheses of unit root testasgd on our

three models with the Fourier transforms in thessgioent form:

Hy: Unit Root (Linear Nonstationary) (10)

Nonlinear and Stationary around )
simulatenously changing sharp and smooth trend

H;: Nonlinear Stationary <
We test the hypothesis against the critical valistsg the values for the SOR test for Model A*
provided by Shahbaz et al. (2018b).

3.5. The Bootstrapping ARDL Bounds Testing Approactio Cointegration

To examine the cointegration relationship betwes® variables, we use the bootstrapping
ARDL cointegration approach of McNown et al. (2018he originality of the bootstrapping
ARDL approach is its ability to deal with weak siaed power properties that are faced in the
conventional ARDL approach of Pesaran and Shin q198nd Pesaran et al. (2001).
Furthermore, in order to increase the power ofSE-&ad F-test, this approach has the ability to
integrate a new cointegration test while drawingand adding to the conventional ARDL
bounds testing approach cointegration frameworkaRe et al. (2001) entail two conditions for
the identification of cointegration. First, the &o®ents of error-correction terms must be
statistically significant. Second, the coefficiemtslagged explanatory variables must also be
statistically significant. Pesaran et al. (2001ygest that one should use the critical bounds

(upper and lower bounds) for the second case,dysutht first case, there is no bounds test or
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critical bounds. In the first situation, where daménts on error-correction terms are statisticall
significant, the test can be used if all the vdaahin the model are integrated of order 1.
However, the conventional unit root tests couldamkward due to the low explanatory and
power properties they have, as shown by Goh €R@lL7). This can be unravelled by using the
bootstrapping ARDL bounds test developed by McNeival. (2018).

By not being sensitive to the order of integratgmoperties of the variables and suitable for
dynamic time-series models, the bootstrapping ARunds testing approach is unique.
Furthermore, this approach addresses the issuecohélusive cases, which may arise while
using a conventional ARDL bounds testing approddhNown et al., 2018) One benefit of

employing bootstrapping ARDL bounds testing is thia critical values are generated by
eliminating the possibility of indecision casese@s), which occur in traditional bounds testing
approach. Furthermore, the bounds testing is ugefutynamic models with more than one
explanatory variable. The traditional bootstrapp®BDL bounds testing procedure can be

mathematically specified, following Goh et al. (ZQ1with three variables as follows:
Yt = Zf:l aiYe-i + Z?:o :Bjxt—j + Y=o VkZt-k t+ 2?:1 Dy + e (11)

wherei, j, k, andl denotethe lagsi(=1, 2... p;j=0,1,2,...,dk=0,1,2,...rn1 =0, 1, 2,...s;
andt represents timey, is the response variable, andz, are the explanatory variablds,; is a
dummy variable that represents the break year basé&dm and Perron’s (2009) unit root test,
and y represent the coefficients of the lagged explagjat@riables,z is the coefficient of
dummy variable. Lastlyy; shows the error-term with zero mean and finitaaraae. An error

correction form of this model can be stated a©fed:

-1 1 _
Aye = Oy g +¥Xeq + Wz  + X0 Ay, + Z?:l 8%r—j + Mot Tz + Lizg 0Dy + 1, (12)

® It is well-known that the traditional ARDL boundssting approach can successfully be applied toirarap
models if the variables have mixed order of intégra
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In Equation 12,0 = ¥¥  a;, y = X1_, B, and¥ = ¥1_yy;. At this point,};, §;, m, and w;
account for the associated functions in EquatioByltransforming a vector auto-regression in
the levels into its error-correction form, the dation of Equation 12 from Equation 1 is
estimated. Whereas, Equation 12 can be estimatedisbyg a constant term¢)( in the

unconditional model given below:

N~ X ~ ~ -1% -1% -1~ ~
Ay, =C+ Qyrq +Vxe—1 + WPz + Zf:l Aiye—i + Z?=1 Sixe_j + ZZ:% T Zy—p + Zf=1 @Dy, +
e (13)

Equation 13 requires the rejection of the thre¢ mypotheses to confirm the cointegration

among the variableg, x; andz;. The hypotheses can be stated as:

I) The R test which is based on all the relevant erroraxion terms fy: @ =y =¥ =0

againstd,: @ # y # ¥ = 0 meaning any of, y and¥ (are) different from zero),

II) The F, test which is based on all of the explanatoryaldéds termsH,: ® = y = 0 against

Hy:y # ¥ # 0 meaning eithey and¥ is different from zero),

lll) The T-test which is based on the lagged depehdariable K,: ® = 0 againstH;: @ # 0

meaning tha@ is different from zero).

A point to note here is that only the critical veguof bounds test for,fland T-tests are generated
in the traditional ARDL approach, yet it ignoresthest statistic for Ftest on the lagged
explanatory variables. However, by employing thetbtwapping ARDL approach proposed by
McNown et al. (2018), one can provide the criticalues for all three tests. Concurrently, to
provide empirically vigorous results, we employ tgical values tabulated by McNown et al.
(2018).

4. Empirical Analysis and Results Discussion

The results reported in Table 2 show the descepdiatistics and pair-wise correlations. We find
that financial development is more volatile compate natural resources. Capitalisation and

labour are less volatile compared to economic gnowhe results of the Jarque-Bera test reveal
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that economic growth, financial development, ndtteaources, capitalisation, and labour have a
normal distribution. The empirical analysis of paise correlations indicates a positive
correlation between financial development and esooogrowth. The correlation between
natural resources and economic growth is also igesiCapital is positively correlated with
economic growth. The correlation between labour andnomic growth is positive. Natural
resources, capital, and labour are positively lthiath financial development. The correlation
of natural resources with capital and labour isitp@s The negative correlation is found

between capital and labour.

Table-2: Descriptive Statistics and Pair-wise Corriations

Variable InY; InF; InR, InK, InL,
Mean 2.6465 1.2668 1.5433 2.2321 1.0034
Median 2.6586 1.1943 1.5184 2.2380 0.9967
Maximum 2.7601 1.6727 1.8578 2.2921 1.0259
Minimum 2.5095 1.0438 0.8257 2.1378 0.9926
Std. Dev. 0.0707 0.1921 0.1911 0.0383 0.0111
Skewness -0.2958 0.7672 -0.5337 -0.7556 0.8503
Kurtosis 1.9762 2.2200 3.6958 2.9681 2.0699
Sum 486.9701 233.1074 283.9735 410.7189 184.6263
Sum Sq. 0.9172 6.7557 6.6844 0.2687 0.0225
Dev.
InY, 1.0000
InF, 0.2649 1.0000
InR; 0.2941 0.0952 1.0000
InK, 0.3090 0.3217 0.11791 1.000(¢
InL; 0.3777 0.0853 0.00183  -0.05000 1.0000

Table-3: Unit Root Analysis

Variable ADF at Level with Break ADF at 1% Diff. with Break
T-statistic P. value Break Year | T-statistic P.value | Break Year
InY; -4.6644 (4) 0.1478 19920Q -5.5543 (7)** 0.0312 1992Q
InF; -4.7962 (5) 0.1235 1995Q | -6.0814 (6)* 0.0012 2006Q
InR, -4.6042 (3) 0.1508 2004Q | -5.3617 (3)** 0.0415 1999Q
InK, -4.7309 (3) 0.1311 1996Q | -5.6357 (5)** 0.0287 2008Q
InL, -3.9397 (6) 0.2457 1985Q | -5.5867 (3)** | 0.0301 1991Q
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Variable SOR Sharp-Smooth Structural Break Test
T-statistic a, T ¥ Q

InY; -2.6263 3.0916 -0.5665 30.7563 -0.0498

InF, -1.9776 2.0445 -0.8245 -0.0888 0.4974

InR; -2.4265 4.5654 -0.3268 1.6824 -2.1094

InK, -3.7914 2.8359 -0.6412 7.7539 -0.3739

InL, -4.0138 1.3576 -0.3703 -2.5534 0.871p
Note: * and ** show significance at the 1% and 58wdls, respectively. The optimal lag lengths
used are shown in (%,, T, y anday, are intercept, trend, slope parameter and thrdgterlameter
respectively.

The next step is to examine the stationary progedf economic growth, financial development,
natural resources, capital, and labour. The ingastn of the order of integration of the
variables helps us decide which cointegration aggras suitable to examine the cointegration
relationship between economic growth and its datenis. The inappropriate order of
integration of the variables provides ambiguous ieog results. To overcome these issues, we
have applied the ADF unit root test, which accomated a single unknown structural break in
the series (Kim-Perron, 2009). This test is appt@@éxamine if the variables are stationary at
level, first difference, or if the variables comtamixed order of integration. This test is
appropriate for small sample-size data. Traditiamat root tests, such as ADF (Dickey and
Fuller, 1981) and PP (Philips and Perron, 1988)stegver-reject or under-reject the null
hypotheses due to their low explanatory power (Mgdéh, 2001). The ADF unit root test
addresses these issues by its superior explanptomer and provides consistent empirical

evidence in the presence of structural breaksdrsémies.

Table 3 shows the results of the ADF unit root g structural break. We find that economic
growth, financial development, natural resourcegjtal and labour contain a unit root problem
at level with intercept and trend in the presenicstiuctural breaks. These structural breaks are
the outcome of economic reforms, such as the EcandReform Protection Act 1992,
implemented to maintain the macroeconomic perfoneaof Pakistan and hence, economic
growth affected. The structural reforms primarigyge from 1985 to 2004, which was the main
era of economic, financial, and capital reform®akistan. After first difference, we find that all

the variables are integrated at I(1) in the presesfcstructural breaks in the series. In order to
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test the robustness of the unit root analysis, axehalso applied the SOR unit root test, which
accounts for the sharp and smooth breaks. The mapnesults of SOR unit root test are
reported in the lower segment of Table 3. The tesabted in Table 3 reveal that the null
hypothesis of unit root may not be rejected foraficial development and public budget in
energy research and development expenditures,easalloulated t-statistics are less than the
critical t-values generated by Shahbaz et al. (BJ1&urther, the empirical results show that
economic growth, financial development, naturabugses, capital, and labour contain unit root
processes. The information of nonlinear paramedstismated in Model A* validate the presence
of sharp and smooth breaks in the seti€he SOR unit root test confirms that at level,thé#
variables contain unit root problems in the presesicsharp and smooth structural breaks in the

series. This implies that all the variables hawmigue order of integration i.e. 1(1).

This unique order of variable integration leads tasproceed by applying a cointegration
approach to examine the presence of cointegrattnwden the variables. In doing so, we have
applied the bootstrapping ARDL bounds testing apginodeveloped by McNown et al. (2018).
This cointegration test provides empirically relealesults compared to ARDL bounds testing
approach developed by Pesaran et al. (2001). Toestoapping ARDL contemplates the joint F-
test and T-test. The F-test and T-test considgyeldgalues for all level variables and dependent
variable, respectively. The T-test (new test) ogg&d level of the independent variables is
helpful in deciding if cointegration is presentween the variables. This shows the superiority
of the bootstrapping ARDL over traditional ARDL f@xamining cointegration between the

variables.

The empirical results of the bootstrapping ARDL bds! testing for cointegration are reported in
Table 4. Our findings from of the F-test and T-tegtbootstrapping ARDL may reject the null
hypothesis of no cointegration as we treated ecangmowth, financial development, natural
resources, and capital as dependent variables.aiWtfreject the null hypothesis as labour is
treated as a dependent variable. This indicatdsjdira F-test and T-test on lagged dependent

and t-test on lagged independent variables showrsence of four cointegrating vectors in the

7 Critical T-statistics are found in Shahbaz et 201@b) from Table 5.
® For more details (see Shahbaz et al., 2018b)
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framework of Pakistan’s domestic production funetid/e may conclude that economic growth,

financial development, natural resources, capitdl labour have a long-run relationship during
1972-2017 in Pakistan. The value of rRnges from 0.5808 to 0.7345, which shows thathall
variables explain the dependent variables simuitasly. Further, the J-B test confirms the

normality of residual terms for all the models.

Table-4: Bootstrap ARDL Cointegration Analysis

Bounds Testing Approach to Cointegration Diagnostic Tests
Estimated Models Lag Length| Break Year Fpss Tov T R? Q—stat | LM(2) | JB
9 * *

Yo =f(Fo R, K Le) | 2,2,2,2,1 | 1992Q 24.7326% | "3.9995" | 3.8094" | 5463 | 75130 | 0.3520 0.420¢
Fe=f(YoRo K L) | 2,2,2,1,2 | 199Q | 1106160 | “40851% | 26504™ | 6765| 52041 | 22207  1.09
Re=f(Yo Fo. K L) | 2,2,1,2,2| 2004Q | 50463 | 8377437 | 2.7378™ | g6069| 6.4550 | 3.0654 0.424:
Ke=f(Yo Fo R L) | 2,2,2,1,2 | 1996Q | 130075+ | 8:72407 | 2.9090" | 57345| 53452 | 22324 0.16(
Le=f(YoFo R K) | 2,2,1,2,2 | 1989Q 20218 | 10100 | -1.1619 | 55g0g| 1.1101 | 2.0270 0.137:

Note: *, ** and *** show significance at 1%, 5%, dr10% levels, respectively. We follow AIC to choagstimal lag lengths. d&=sis F-

statistic based on the asymptotic critical boumdsch is generated from the bootstrap methagg. and Ty are T-statistics for the

dependent and independent variables. The LM anef{#B to Lagrange Multiplier test and Jarque-Besd.t

Table 5 deals with a long-run analysis, and we that financial development has a significant
and positive effect on economic growth. Keepingeotthings constant, a 1% increase in
economic growth is accompanied by a 0.4733% imprnare in financial development. These
findings are similar with Khan et al. (2005), Khamd Qayyum (2007), Jalil and Feridun (2011),
Shahbaz (2012), and Shahbaz et al. (2016), whe@dlt that stable financial development spurs
economic growth. Furthermore, Polat et al. (201%ua that financial system development
promotes capitalisation, resulting in a boost ioreenic growth, as their study indicated in
Bangladesh. The relationship between natural ressuand economic growth is positive and
statistically significant, implying that naturalsaurces are blessings rather than a curse. This
confirms the presence of the resources-led growpiothesis. Keeping other things constant, a
1% increase in natural resources abundance inareas@nomic growth by 0.4547%. This
confirms the appropriate implementation of resosi@eraction and usage of resources revenues
in productive venture to expedite economic activilyd increase economic growth. This

empirical evidence is similar with Humphreys et @007), Brunnschweiler (2008), Mehrara

® The critical values of g)ss Tpy and Ty are available upon request.
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(2009), Philippot (2010), Zagozina (2014), Koitsimad Adachi (2015), Moshiri and Hayati
(2017), and Arin and Braunfels (2018), who repbdttnatural resources are blessings rather

than a curse.

Capital is positively and significantly linked witconomic growth dominantly at the 1% level
of significance, which identifies the importanceaaipital in augmented production function. A
0.9151% increase in economic growth is fosterea W6 increase in capital if all else is same.
This empirical evidence is consistent with Shahl284.2), who reports that capital contributes to
economic growth by stimulating economic activityheTl relationship between labour and
economic growth is statistically significant, whicimplies that labour, like financial
development, natural resources and capital, aBgs@n important role in expediting economic
growth. A 1% increase in labour increases econgmawth by 0.3016% by keeping other things
constant. The effect of the dummy variable the Booic Reform Protection Act is positive and
significant at the 1% level. This reveals that thelementation of the Economic Reform
Protection Act (1992), in which investment laws &eelaxed to boost investment activities in
the country positively affected economic growth.

We include the squared term of financial developnigio production function to examine if the
relationship between financial development and enoa growth is inverted-U shaped. The
empirical results are reported in Table 5. We st linear and squared terms of financial
development have positive and negative impactsconamic growth, respectively. This reveals
that economic growth is positively impacted by fingl development initially, but after meeting
a threshold level of financial development, ecoromiowth starts declining. Our empirical
results indicate the presence of an inverted-U ethaplationship between financial development
and economic growth. It shows the importance arapgr monitoring of financial resources
when allocating productive ventures to stimulatenexnic growth process. It is beneficial to
maintain allocation of financial resources befdre threshold point. This relationship is termed
as Financial Kuznets curve (FKC). This empiricabifing corroborates empirical results reported
by Samarghandi et al. (2015) and Moosa (2016), wbte that too much finance retards
economic growth. On the contrary, Hung (2009) reptine asymmetric relationship between

financial development and economic growth. Simylarthe relationship between natural
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resources and economic growth is inverted-U shapdth implies that economic growth is
initially positive, but it starts to decline aftdre threshold level of natural resources per capita
This inverted-U relationship between natural resesirand economic growth is consistent with
Mehrara (2009), who reports that in oil-exportinguitries, natural resources exert a positive
effect on economic growth, but after the thresHelel, natural resources are negatively linked
to economic growth. The model has passed all ofithgnostic and stability tests and does not
have any issues with normality, serial correlatiaatoregressive conditional heteroskedasticity,
white heteroskedasticity, and specification. Broetnal. (1975) suggest that the parameter
stability can be examined with a CUSUM and CUSUMgeglysis. The CUSUM and CUSUMs(q
analysis indicates the stability of long-run partere (Figure 2).

Table-5: Long Run Analysis

Dependent VariabldnY;
Variable Coefficient | t-Statistic Coefficient t-Statistic
Constant -2.5530 -11.5764 -2.6178 -9.8226
InF; 0.4733* 5.3305 0.8248* 4.6623
InF? -0.2818* -4.3669
InR; 0.4547* 3.3837 0.3212* 3.9378
InR? e e -0.0892* -3.1434
InK; 0.9151* 18.7897 0.7378* 12.753
InL, 0.3016* 16.615 0.2745* 11.3937
Dy99, 0.0384* 8.6515 -0.0376** 6.3840
R? 0.9336 0.9429
Adj — R? 0.9321 0.9410
F-Statistic 6.2998* 6.8710*
Stability Analysis
Test F-Statistic p. Value F-Statistic p. Value
X ormal 1.0696 0.5618 1.1953 0.5507
XZrial 1.0714 0.4676 0.9078 0.5514
XaRcH 1.4057 0.1206 1.0500 0.2215
Xootero 1.2468 0.7606 1.5464 0.1915
XRemsay 1.7424 0.1108 1.4210 0.1818
CUSUM | Stable Stable
CUSUMsq | Stable Stable

Table 6 reports empirical results of the short amalysis. We find that financial development
declines economic growth insignificantly. The ri@laship between natural resources and

economic growth is negative, but it is statistigalhsignificant. Capital is positive and
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significantly linked with economic growth at the 1Bével of significance. This shows that
capital boosts economic activity and hence, ecoa@mwth is increased. Labour and economic
growth are positively linked at the 1% level ofrsigcance, which implies that labour is also an
important factor of domestic production that leadenomic growth. The dummy variable has a
positive and significant impact on economic growth;, the Economic Reform Protection Act
(1992) affects economic growth positively. The rastie of ECM,_, is negative (-0.0345) and
significant at a 1% level, which corroborates tlmag-run relationship between financial
development and economic growth, including othetemheinants of economic growth. The
ECM,_, estimate shows that the production function mageslong-run equilibrium path with a
3.45% speed of adjustment from the short-run pathatd the long-run path. It will take
approximately 7 years to reach the long-run equili path.

Table-6: Short Run Analysis

Dependent VariabldnY;
Variable Coefficient T-statistic P-value
Constant 0.0185 11.088 0.0000
InF, -0.0242 -0.4299 0.6678
InR, -0.0201 -0.5797 0.5629
InK, 0.0788 3.5233 0.0005
InL, 0.2266 3.2868 0.0012
Di979 0.0156 4.4033 0.0000
ECM,_, -0.0345 3.5901 0.0004
R? 0.4903

Adj — R? 0.4625
F-Statistic 6.8572*
Stability Analysis

Test F-Statistic P. Value
X2ormal 1.1606 0.5548
Xerial 1.7014 0.3076
XarcH 1.4501 0.1146
Xootero 1.4862 0.5667
Xgemsay 1.2724 0.1218

CUSUM | Stable
CUSUMsq | Stable

Furthermore, the short-run model has also passedlitignostic tests. The results show the
absence of non-normality in the model. No evidesdeund showing a serial correlation in the
short-run model. There is the absence of autorsyesonditional heteroskedasticity, and the
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variance is homoskedastic. The specification ofsth@t-run model is well designed. The results
of the CUSUM and CUSUMs(q analysis confirm the sii3bof the short-run parameters at a 5%

significance level (Figure-3).

Figure-1. CUSUM
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The direction of a causal relationship betweenvheables is tested by applying the VECM
Granger causality approach. Table 7 presents tlessdts. In the long run, we find that financial
development causes economic growth (validating silngply-side hypothesis), and economic
growth causes financial development (confirming deenand-side hypothesis) in the Granger
sense. This shows the presence of a feedback dffguieen financial development and
economic growth, which means that both variables iaterdependent. These findings are
consistent with Shahbaz and Rahman (2012, 2014a)yegorted that financial development and
economic growth are complementary. However, Shal®@k?) found that a demand-side effect
exists, which reveals that financial developmerthes cause of economic growth, and Anwer et
al. (2011) and Ali et al. (2014) propose that ecoimo growth is the cause of financial
development (i.e., the supply-side effect). SinylaBhaheen et al. (2011) validate the presence
of a neutral effect between financial developmentd aconomic growth. (i.e., financial
development does not Granger-cause economic granwtheconomic growth does not Granger-
cause financial development). A feedback effecstexbetween natural resources and economic
growth, revealing that natural resources causeaunangrowth, and economic growth Granger-
causes natural resources development. We notaahatal resources and economic growth are
complementary. This empirical finding is consistanth Satti et al. (2014) and Ahmed et al.
(2016), who report the presence of bidirectionalisedity between natural resources and

economic growth in Venezuela and Iran, respectivElgpital causes economic growth, and
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economic growth Granger-causes increased capi. dmpirical result is similar to Satti et al.

(2014) and Ahmed et al. (2016), who find that cmind economic growth are complementary.

A unidirectional causal relationship exists fronbdar to economic growth and financial

development. Natural resources and capital aregeracauses of labour.

Table-7: VECM Granger Causality Analysis

Short Run Causality

Variables
AlnY; AlnF; AInR, AlnK, AlnL, ECM,_, Break Year
AlnY; 1.7819 0.0718 3.6709** 4.5609** -0.0993** 1992Q
[0.1869] [0.9309] [0.0382] [0.0420] [-2.3370]
AlnF; 0.1234 - 0.3600 0.5823 1.8064 -0.2325%*** 1995Q
[0.8843] [0.7008] [0.5652] [0.1829] [-1.9848]
AlnR, 0.1347 0.0469 e 1.6461 0.3624 -0.5988* 2004Q
[0.8547] [0.9542] [0.2109] [0.6992] [-2.9851]
AlnkK; 3.0170*** 2.1964 0.4879 0.1479 -0.6331* 1996Q
[0.0651] [0.1300] [0.6190] [0.8632] [-3.3869]
AlnL, 5.0276** 0.6109 2.2048 0.1868 -0.0229 1985Q
[0.0454] [0.5503] [0.1291] [0.8306] [-1.5648]
Long-and-Short Run Joint Causality
AlnY; 19.3151 13.3060 11.3168 12.3006 1992Q
[0.0000]* [0.0000]* [0.0000]* [0.0000]*
AlnF; 5.5585 5.2448 9.5010 5.1852 1995Q
[0.0322]** [0.0285]** [0.0000]* | [0.0287]**
AlnR, 9.9080 10.0005 e 9.8709 10.0009 2004Q
[0.0000] [0.0000]* [0.0001]* [0.0000]*
AlnK; 6.7931 9.0104 10.0017 6.7755 1996Q
[0.0175]** | [0.0009]* [0.0000]* [0.0176]**
AlnL, 1985Q

Note: * and ** indicate the significance at 1% &t levels, respectively.

In the short run, a neutral effect exists betweeanicial development and economic growth (i.e.,

no causal relationship). Natural resources do maoise economic growth nor does economic

growth cause natural resource development. A feddledfect exists between capital and

economic growth. Labour causes economic growth, eswhomic growth causes labour, i.e.

bidirectional causality. The results of long-rurdahort-run joint causality confirm the short-run

and long-run causal relationship between econonoietlp and its determinants.
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5. Concluding Remarks and Policy Implications

This study investigates the relationship betwe@arfcial development and economic growth
using the production function from 1972-2017. Weehacorporated natural resources, capital,
and labour as additional determinants of domesbduywction. The empirical results authenticate
the presence of cointegration amid financial dgwelent, natural resources, capital, labour, and
economic growth. In addition, financial developmangments economic growth. The impact of
natural resources on economic growth is positive] the relationship between labour and
economic growth is also positive and significarfte Timplementation of the Economic Reform

Protection Act (1992) adds to economic growth. Emepirical evidence by a causality test

reveals a bidirectional causality between finandevelopment and economic growth. Natural
resources lead to economic growth and economic thr@vanger-causes natural resources. A
feedback effect is found between capital and econarowth. Natural resource abundance
Granger-causes labour. A unidirectional causalticgiahip is found running from labour to

economic growth, financial development, naturabueses, and capital.

In the context of policy implications, financial\ddopment has a positive impact on economic
growth. This suggests there should be more finanefiarms for achieving sustainable economic
development. Our analysis notes that financial kgmeent and economic growth are
interdependent (i.e., financial system developnagt economic growth rely on each other). In
such a situation, improving a financial system tyaducing new financial reforms will have a
positive impact on investment activities, which soeconomic growth. The rise in investment
activities and income per capita will further inese the demand for financial services, and
financial development would be further increasechisT suggests an easy monetary
implementation, not only for enhancing investmeadtivéties, but also for utilizing financial
resources to augment domestic production, and hewsoaomic growth.

In such a situation, natural resources also pesjtiaffect economic growth. Natural resource
revenue can be used further to boost capitalisabodoing so, the financial sector can allocate
natural resource revenue to productive investmemtures to enhance domestic production.
Capital and labour not only play a direct role ionestic production but also indirectly

contribute to economic growth by extracting natuesources. Furthermore, natural resources
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revenue can be used to improve technical skill&abbur by increasing vocational education,

which would enhance domestic production, and hepegtively affect economic growth.
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