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Abstract

In higher eukaryotes, the three-dimensional (3D) organization of the genome is intimately related to nu-
merous key biological functions including gene expression, DNA repair and DNA replication regulations.
Alteration of this 3D organization is detrimental to the organism and can give rise to a broad range of
diseases such as cancers. Here, we review recent advances in the field. We first describe how the genome
is packed in 3D to form chromosome territories, compartments and domains in a hierarchical manner. We
also give an overview of the recent techniques that allowed to map the genome in 3D up to the kilobase
resolution. We then discuss potential mechanisms by which genome misfolding can affect proper gene
expression by distal enhancers, or can impact DNA repair leading to chromosomal rearrangements.

1 Introduction

In higher eukaryotes, development or tissue-specificity is achieved through the establishment and main-
tenance of highly regulated gene expression programs. Perturbations of these programs is detrimental
to the organisms and may lead to disease. They can be the consequence of genetic alterations such as
chromosomal translocations, deletions, insertions, mutations or DNA damages but also involve modifica-
tions of the epigenomes. In all cases, there exists an interplay between these deregulations and genome
architecture. The nucleus of interphasic cells is complex and highly compartmentalized. Understanding
how the genome is packed into its three dimensional space to allow timely gene expression is a question
of outstanding importance and, as a matter of fact, is an intense research field. Decades of imaging
studies have been instrumental in deciphering basic principles of nuclear architecture. Additionally, tech-
niques such as chromosome conformation capture coupled to high throughput sequencing (Hi-C) have
unveiled the different levels of genome organization to an extent that was probably not anticipated. Our
understanding of how genes are positioned with respect to their regulatory elements within an adequate
chromatin environment to achieve a correct transcriptional output is now starting to emerge. In this
review, we will briefly describe fundamental concepts of nuclear architecture before stepping into the
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Figure 1. Schematic portion of a nucleus.

more recent data obtained by Hi-C. Finally, we will overview studies revisiting classic genetic alterations
and pathologies in light of these new findings.

2 Nuclear architecture in higher eukaryotes

2.1 Chromosome territories

In higher eukaryotes, chromosomes are not randomly distributed in the nuclear space but instead oc-
cupy discrete volumes called chromosome territories (CTs) that can be considered as the highest level
of chromatin organization [1] (Figure 1). CTs have a radial distribution according to their gene den-
sity. Gene-rich chromosomes tend to occupy a more central position in the nucleus, whereas gene-poor
chromosomes are localized preferentially at the nuclear periphery. This trend seems to be evolutionarily
conserved (see for example [2]). Within the nucleus, CTs are also organized with respect to the nu-
clear lamina and the perinucleolar surface through specific genomic loci called lamina-associated domains
(LADs) and nucleolar-associated domains (NADs), respectively. These regions represent about 45% of
the genome and are enriched with condensed chromatin, repeated elements or inactive genes [3]. Inter-
estingly, similarly to heterochromatin, LADs can be classified as constitutive or tissue specific. While the
former are always found at the lamina, the latter show a dynamic behaviour during cell differentiation [4].
This points to an active and functional role of LADs and NADs in organizing the genome.

2.2 Chromosome territories and nuclear subcompartments

Additionally, CT organization is intimately coupled to all nuclear processes such as transcription, repli-
cation, RNA processing and DNA repair. These functions are confined to membrane-free nuclear sub-
compartments visible by microscopy as punctuated foci in the nucleus (see for review [5]). For instance,
transcription factories are enriched with active RNA polymerases II that are shared between genes located
on the same or on different chromosomes [6]. These active genes tend to localize on the edge or outside of
their respective CTs [6, 7]. Consistently, a transcription dependent chromosome intermingling has been
observed in mammalian cells which argues in favour of genes from different chromosomes occupying the
same transcription factories [8]. The biological significance of such observation has been extended re-
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Figure 2. Illustration of chromosome conformation capture (3C) and derivatives

cently with the characterization of inactive clusters of intermingling chromosomes using both microscopy
and Hi-C [9]. Taken together, the above cited studies underline the extent to which the nuclear space
is highly compartmentalized. Yet, the intimate organization of the interphasic chromosomes was still
lacking until the emergence of chromosome conformation capture-based techniques coupled with high
throughput sequencing.

3 Chromosome conformation capture based techniques

3.1 Chromosome conformation capture (3C) and derivatives

3C is a proximity ligation-based assay that measures the relative frequency of interaction (hence the
spatial proximity) between any two genomic loci within a population of cell [10]. These interactions
can be specific and direct, indirect or result from random collisions of the chromatin fiber. Therefore,
any 3C-based technique warrants careful controls and normalization before drawing any conclusions (see
for review ref [11]). 3C has proved invaluable in formally demonstrating that specific genes and their
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regulatory elements engage in looping interactions during gene expression or repression (see for example
[12]). Over the years, multiple variants have been implemented (Figure 2). Among these, circularized
chromosome conformation capture (4C) addresses genome-wide interactions of specific genomic baits
[13,14] and has been very useful to study tissue-specific or developmentally regulated genomic interactions
[15]. Chromosome conformation capture carbon copy (5C) in the other hand allows one to interrogate
virtually all interactions within and/or between any genomic regions of interest through the use of primers
that allow ligation mediated amplification [16]. High throughput 3C (Hi-C) measures the frequency of
interactions on a genome wide scale in an unbiased manner [17]. Since the complexity of a standard
Hi-C library may mask interactions of interest like those between promoters and their distal regulatory
elements, additional variants aiming at selecting a subset of interactions have been designed (Figure 2).
For example, capture Hi-C (CHi-C) makes use of biotinylated RNA baits to capture specific fragments.
Some variants introduce an immunoprecipitation step that will select all interactions mediated by a given
protein [18–20].

3.2 Hi-C is a technique of choice to study genome organization

The final output of a standard Hi-C experiment is a series of normalized contact matrices representing
all interactions occurring within the same or between any two pairs of chromosomes at a given resolution
(Figure 3). As expected, analysis of these matrices shows that the vast majority of the interactions occur
intrachromosomally but specific interchromosomal contacts can also be detected as for example between
small gene-rich chromosomes [17]. The probability P(s) of contact between any two loci on the same
chromosome given a distance s shows power-law decay confirming the polymeric nature of chromatin and
is always greater than contacts between chromosomes. In the megabase range, P(s) is compatible with a
fractal globule model that could explain nicely why chromatin is able to unfold and refold easily during
gene expression or repression. However, P(s) displays other regimes depending on the range of s and this
reflects the different levels of genome folding (see for review [21,22]). Hi-C data have to be normalized to
remove intrinsic biases such as mappability, restriction fragment length or GC content near the ligated
fragment ends [23,24]. Although different normalization algorithms applied to the same dataset can give
rise to subtle differences in the interpretation of the results, all Hi-C data so far are in agreement with the
above cited imaging studies regarding the overall organization of chromosomes within the nuclear interior.
Hi-C experiments have also been successfully performed on single cells. They confirm Hi-C done using
a population of cells and extend them by characterizing which level of organization present cell to cell
variability or is, on the contrary, extremely stable in all cells [25]. Hi-C is therefore a powerful technique
that approaches nuclear architecture in an unbiased fashion. With increasing sequencing depth, it allows
one to dive deeper into the next levels of organization after chromosome territories and can virtually
identify all functional interactions occurring within the nucleus of any given cell type.

4 Levels of genome organization unveiled by Hi-C

4.1 A and B compartments

In all Hi-C experiments, analysis of long-range intrachromosomal and interchromosomal contacts shows
that the genome can be decomposed in two main compartments named A and B. They globally correspond
to active and inactive chromatin respectively [17,23,24,26–29]. Compartments A and B tend to interact
more frequently with compartments of the same type whether on the same or on different chromosomes.
Compartment A is associated with actively transcribed genes, active RNA polymerase II (RNAPII),
DNaseI hypersensitivity, high GC content and active histone marks. Compartment B possesses the
converse characteristics and seems to be more compact on average. Interchromosomal interactions seem
to be preferentially, but not exclusively, mediated by the A type compartments which is in agreement
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with chromosome intermingling and active genes sharing transcription factories [6, 8, 24, 28]. Additional
studies have shown that it is possible to split A and B compartments in subcompartments. On the
basis of their long range interactions, it was initially demonstrated that B type compartments contain
centromere proximal and centromere distal clusters [24]. A high resolution Hi-C experiment [29] has
since classified the A and B compartments according to distinct chromatin marks, gene activity and
replication timing (Table 1). Remarkably, the distribution of A and B compartments is cell type specific
and can be superimposed with early and late replication profiles respectively [17,26,27,30]. Additionally,
during cell differentiation, a high proportion of the genome shows A/B compartment switching [26].
Accordingly, regions with more lineage specific genes are often classified as A regions and the average
expression profile of genes switching compartments is as expected: It is increased for genes switching
from B to A and decreased for genes changing from A to B compartment. However, the corresponding
change is mild since it only affects a subset of the genes within the compartment [26]. This suggests
that compartment switching is necessary but not sufficient during cell differentiation. Consistently, in
drosophila, a recent ultra-deep Hi-C experiment has shown that decreased interactions between A-type
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Compartment Subdivision Features

A A1 & A2 Gene dense, expressed genes, enriched in H3K36me3, H3K79me2, H3K27ac, H3K4me1

A1 Replication ends beginning of S phase

A2 Replicates into the middle of S phase, enriched in H3K9me3, lower GC content, longer genes

B B1 Correlated to H3K27me3, depleted in H3K36me3, replication peaks during middle of S phase

B2 Pericentromeric heterochromatin, enriched at LADs and NADs

B3 LADs enriched, NADs depleted

B2 & B3 Replicate during the end of S phase

B4 Regions enriched in KRAB-ZNF superfamily genes

Table 1. Compartments A and B can be classified into finer subdivisions. (Adapted from [29]).

compartments are observed with a concomittant increase in interactions between B-type compartments
during cell differentiation [31].

4.2 Topologically Associating Domains

Three milestone studies in human, mouse and drosophila have initially shown that genomes are partitioned
into domains christened topologically associating domains (TADs) [27,32,33]. TADs correspond to regions
of enriched interactions that are relatively well insulated from the rest of the genome and are sharply
demarcated by boundary regions (also called borders) where a drop in local interactions is seen. In
mammals, the size of TADs ranges between a hundred kilobases to a couple of megabases, whereas it is
comprised between tens of kilobases to hundreds of kilobases in drosophila [27,33]. TADs can be aligned
with epigenetics marks but do not depend on them. Indeed, on the X chromosome in mouse embryonic
stem cells (mESC), TADs located within a 4.5 Mb region containing the X inactivation center align
with H3K27me3 and H3K9me2. However, they remain globally intact in mESC cells lacking Eed or G9a
the two histone methyl transferases that establish these marks respectively [32]. In human and mouse,
most TADs are stable across cell types and, similarly to compartments A and B, are conserved between
syntenic regions. However, many of the interactions that take place within TADs differ from one cell type
to the other. During cell differentiation, a significant number of TADs undergo a remodelling of their
intra-domain interactions [26]. For a given cell type, TADs showing an increase in interactions are more
associated with active chromatin marks and TADs with decreased interactions correlate with repressive
marks. In drosophila, the same stability of TADs is observed. However, during cell differentiation the
total number of TADs is decreasing while their size increases [31].

4.3 Boundary regions play a key role in organizing TADS

In human and mice, boundary regions that delineate TADs are enriched with CTCF, cohesin, housekeep-
ing genes, SINE elements but also tRNA genes [27]. Similarly to TADs, they are stable and conserved
yet there exists instances where their exact position is subject to variation. For example, the mouse
HoxD gene cluster is located in between two TADs and hosts a border. Both TADs contain regulatory
elements that drive the expression of specific sets of HoxD genes during limb development. Strikingly,
the boundary region is dynamic and its position accounts for the observed transcriptional profile of HoxD
genes in proximal and distal limb bud cells [34]. Boundaries drive TADs insulation therefore facilitating
intra-TADs specific interactions. Accordingly, when a boundary is genetically deleted, adjacent TADs
tend to fusion and new abnormal interactions between regulatory elements and genes are created [34,35].
Additionally, genes relocated to a TADs they do not normally belong to will have ectopic interactions
with regulatory elements therefore modifying their expression profile. Both situations have been shown
to be causal in some developmental pathologies [35]. In Drosophila, borders are enriched in insulator
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proteins such as CTCF, cohesin, BEAF-32, CP190 and Chromator [33,36]. As seen above, the existence
of developmentally regulated TADs implies the formation of new boundaries during cell differentiation.
Very often, it involves active TSS (although transcriptional activation is not sufficient) and can be CTCF
independent [31].

4.4 Contact domains and looping interactions

High resolution Hi-C experiments in human and mouse have revealed smaller domains within TADs
called contact domains that are locally enriched in interactions. With a median size of 185kb, they are
less insulated than TADs and exhibit correlated histone marks [29]. From one cell type to the other,
if this histone modification pattern changes their long-range contacts change accordingly. Interestingly,
most TADs and contact domains are formed by looping interactions detected as peaks on the contact
matrices which correspond to regions interacting more frequently than loci lying in between them (e.g
boundary regions in the case of TADs). Between 55 − 75% of these peaks are conserved across all
human cell types analyzed and about half of them are conserved in mouse syntenic regions [29]. Some
loops involve a promoter-enhancer interaction that correlates positively with gene expression. In the
case of cell type specific peaks, their appearance is concomitant with changes in gene expression when a
promoter overlaps the peak. A high proportion of loops are anchored at two CTCF sites which present
the peculiarity of being in a convergent orientation. Most of these sites (≈ 85%) are bound by the CTCF,
RAD21 and SMC3 proteins, the last two belonging to the cohesin complex. The demarcation of TADs
and contact domains by convergent CTCF binding sites is crucial. Their deletion or inversion is able to
abolish loop formation, therefore leading to adjacent TADs fusion or creation of loops between ectopically
created convergent CTCF sites [35,37]. Current hypothesis suggests that TADs and contact domains are
formed by loop-extrusion. In this model, two rings of cohesin complex are extruding chromatin until two
convergent CTCF sites are met [37]. Indeed, recent studies have demonstrated that the related condensin
complex is an ATP-dependent molecular motor that is able to perform such loop extrusion in vivo [38,39].
Morevover, the ATPase activity of cohesin is required for loop extrusion in human but not necessary for
the maintenance of compartments and loops as they remain stable after ATP depletion [40].

4.5 Compartments and TADs are functionally independent units

Recent studies have challenged the view of compartments and TADs being hierarchically organized.
Indeed, single cell Hi-C performed in oocytes allows the detection of the standard organization (i.e
compartments, TADs and loops). However, in the zygote, male and female pronuclei display distinct
characteristics. The maternal genome in the zygote is devoid of detectable compartments while TADs
and loops remain [41]. The absence of compartments could be explained by the absence of transcrip-
tion from the maternal genome and TADs may be established independently of transcription by loop
extrusion [42]. As compartments are still detected on the paternal genome, it remains to be determined
whether they are inherited from the sperm or established faster in the zygote [41]. Additionally, several
lines of evidence have shown that depleting cohesin or preventing their loading onto chromatin leads to
the disappearance of TADs and loops while compartments still remain [43,44]. Interestingly, in this case,
a finer compartmentalization is observed [43, 44] with new B like compartments arising within former A
compartments [44]. This observation has led to the hypothesis that TADs could actually accommodate
genomic regions that would be classified in opposite compartments otherwise [44]. This trend is not
observed in B compartments. Strikingly, the dissapearance of TADs and loops lead to altered transcrip-
tional profiles that are actually milder than one would expect [43, 44]. Altogether, these results suggest
that compartments and TADs are functionally independent.
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5 Long-range contacts link SNPs to disease

Complex diseases are caused by the combined effects of multiple genes with lifestyle and environmental fac-
tors [45]. These diseases are common in the population and include heart disease, diabetes, schizophrenia
and some cancers [46–49]. Over the past decade, genome-wide association studies (GWASs) have success-
fully identified thousands of single nucleotide polymorphisms (SNPs) associated with complex diseases
in an unbiased manner [45]. However, GWASs have several limitations which hinder the precise localiza-
tion of causal mutations. One limitation comes from the difficulty of gaining insight into the underlying
biological mechanism, since over 95% of associated SNPs are located outside coding sequences [50]. In-
terestingly, more than 75% of these SNPs overlap DNase I hypersensitive sites, which suggests their
association with regulatory elements [50]. Thus, a SNP might be linked to a distant gene via looping and
therefore affect its expression. This would explain the discovery of thousand SNPs altering the expression
of distant genes [51]. Another limitation of GWASs lies in their inability to identify the causal SNP, or
the nearest SNP to the unobserved causal mutation, among a set of SNPs in strong linkage disequilibrium
(LD) [52]. Because of LD, SNPs in the same haplotype block are often all significantly associated to the
disease [53]. There is thus a need to connect GWAS hits to their target genes, in order to identify the
causal mutations and to better understand the underlying biological mechanisms.

3C-based techniques provide a way to connect disease-associated SNPs with target genes, thus allow-
ing a better understanding of GWAS results. Among the large number of 3C-based techniques, the most
appropriate ones are those that target candidate regions of the genome rather than providing a global
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view as Hi-C does. Targeted techniques include 4C [13], capture Hi-C (CHi-C) [19], chromatin inter-
action analysis by paired-end tag sequencing (ChIA-PET) [18] or Hi-C chromatin immunoprecipitation
(HiChIP) [20]. For instance, CHi-C analysis of CD34+ hematopoietic progenitor cells showed that inter-
acting loci are enriched for SNPs associated with hematological parameters, diabetes and autoimmune
diseases. This suggests that distal mutations may disrupt the regulation of relevant genes [19]. CTCF
ChIA-PET analysis further revealed that a SNP located in the CTCF motif (CTCF-SNP) can alter the
binding of CTCF and therefore reduce long-range interactions with the target gene [54]. Moreover, among
the CTCF-SNP, several were found in strong linkage disequilibrium with known GWAS hits. In addition,
H3K27ac HiChIP demonstrated that enhancers can fine map functional causal variants within haplotype
blocks [55].

3D genome analyses can elucidate the roles of specific GWAS hits that were difficult to decipher
otherwise (Figure 4). This approach can be divided into four main steps. First, we consider GWAS hits
within non-coding regions, e.g. intergenic regions or introns. For a GWAS hit, all SNPs within the same
LD block are considered as potentially causal mutations. Second, 1D epigenomic experiments (DNase-
seq and ChIP-seq) and 3D genome experiments (ChIA-PET, promoter CHi-C (pCHi-C), ...) are used to
identify SNPs within functional regions such as enhancers and super-enhancers, and to link the SNPs to
target genes. Third, long-range contact allelic imbalance between homologous chromosomes can be tested
to show the impact of a functional SNP on long-range contact. Alternatively, genome editing techniques
can be used to assess the impact of a SNP on long-range contacts. Fourth, a functional model is proposed
to explain the role of the candidate causal SNP(s). Following this approach, the roles of several GWAS
hits were recently understood. For instance, several GWASs have reproducibly associated SNPs within
introns of FTO with obesity [56]. While studies in mice revealed that FTO overexpression results in
obesity, no direct connection between the associated SNPs and FTO expression or function could be
found. Instead, 4C analysis revealed that the obesity-associated SNPs within FTO were in long-range
contact with the homeobox gene IRX3 that was located several megabases away and was associated with
body mass regulation [57]. Moreover, GWASs have consistently linked SNP rs965513, which lies in an
intergenic region, to thyroid cancer [58]. This SNP is part of a linkage disequilibrium block of 33 kb that
includes four SNPs overlapping enhancers. Interestingly, the latter SNPs affect enhancer activity and
transcriptional factor binding. 3C assay showed that the enhancers were involved in long-range contact
with the nearby genes FOXE1 and PTCSC2 [59].

3C-based experiments are costly and challenging to carry out. Fortunately, one can interrogate avail-
able databases before doing such experiments. There are numerous genome browser of Hi-C and other
3C-based experimental data such as Juicebox [60] and WashU Epigenome Browser [61]. In addition,
several tools were developed specifically to identify candidate gene targets of a particular SNP, including
the 3DSNP database [62]. For instance, the 3DSNP database integrates genotype data with 3D genome,
epigenetic and chromatin signatures, DNA motifs and eQTLs, thereby accumulating evidence for gene
targeting. However, most of the 3D genome data published to date were obtained from cultured cell lines,
limiting their generalizability to disease studies. To tackle this issue, Hi-C data were recently generated
from 14 human primary tissues, revealing strong tissue-specificity in local chromatin interactions [63].
A specific browser, HUGIn [64], was designed to visualize the former Hi-C data, thus representing a
formidable resource for studying functional roles of disease-associated variants [63].

6 Genomic rearrangements are influenced by 3D genome

Chromosomal rearrangements represent a type of chromosome abnormality that involves a gross alter-
ation of chromosome structure [65]. Chromosomal rearrangements include translocations, inversions,
insertions, duplications and deletions. They can range from thousands to millions of base pairs, and can
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cover entire gene clusters. Chromosomal rearrangements can be caused by a breakage of DNA double
helices at two (or more) different locations [66]. DNA repair mechanisms in the cell then correct the DNA
double-stranded breaks (DSBs) by joining broken ends back together [67]. There are two main pathways
to repair DSBs: non-homologous end joining (NHEJ) and homologous recombination (HR) [68]. NHEJ
directly ligates the break ends, whereas HR uses homologous sequence to guide repair. If the DNA repair
is successful, the two ends of the same break are rejoined and the original DNA order is restored. But if
the DNA repair fails, the two ends of different breaks are joined together, and a chromosomal rearrange-
ment is generated. DSBs represent highly toxic lesions and can lead to cell death [69,70]. They are very
frequent in cancer cells [71,72], but they are also common in normal cells. For example, high-throughput
sequencing of DSBs recently mapped more than 80 thousand endogenous DSB hotspots in normal human
epidermal keratinocytes (NHEK) [73,74].

An important mechanistic factor of chromosomal rearrangement is the 3D genome organization that
can bring two linearly separated loci in physical proximity [75]. Supporting this hypothesis, Fudenberg
et al. showed that the frequency of chromosomal rearrangements in cancer is related to 3D genome
using Hi-C data with statistical modeling [76]. More recently, Hi-C data analysis revealed that several
subfamilies of repetitive elements co-localize in 3D [77], and that SINE elements are enriched at TAD
borders [27]. These results clearly suggest that nonallelic homologous recombination (NAHR) between
similar sequences may be guided toward regions in physical proximity. NAHR is a form of homologous
recombination that occurs between two highly similar sequences localized at two distinct loci, and which
is at the origin of recurrent chromosomal rearrangements [78]. Highly similar sequences include low copy
repeats (LCRs), transposons [79] or human endogenous retroviruses (HERVs) [80]. When NAHR occurs
between directly oriented repeats, it generates deletions and duplications. When NAHR involves inverted
repeats, it leads to the inversion of the segment in-between the repeats. It has been shown that NAHR
crossover frequency in meiosis is positively associated with the flanking low-copy repeat length and in-
versely influenced by the distance between repeats, possibly reflecting the observed negative correlation
between Hi-C contact and distance [81].

DSBs can cluster together to form repair foci that concentrate repair factors [82]. In particular, DSB
clustering mostly occurs at damaged active genes during G1 [83]. Recent DSB mapping combined with
Hi-C experiments revealed that DSBs often occur at loop anchors where CTCF and cohesin bind [84].
CTCF and cohesin seem to have different roles in DSB repair. On the one hand, CTCF facilitates DNA
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double-strand break repair by enhancing homologous recombination repair [85]. On the other hand, co-
hesin can protect genes by blocking the spreading of the histone mark γ-H2AX induced by DSBs [86].
Interestingly, topoisomerase 2B (TOP2B), an enzyme known to mediate DSBs, physically interact with
CTCF and cohesin at TAD borders [87]. Moreover, TOP2B is enriched at TSSs, and more generally,
at open chromatin sites [88]. TOP2B is an enzyme that controls and alters the topological states of
DNA. In particular, TOP2B catalyzes the transient breaking and rejoining of two strands of duplex
DNA which allows the strands to pass through one another, and thus the relief of torsional stress during
transcription [88]. In Figure 5, we illustrate how the 3D genome can influence the formation of chromo-
somal rearrangements. Loops are formed by loop extrusion, when chromatin is fed through the extrusion
complex and loops are enlarged [37]. This process may generate a torsional stress at the loop anchors
just outside the loop. TOP2B can then relief the torsional stress. In rare situations, TOP2B fails and
generates DSBs. If DNA repair fails, then it can lead to the formation of chromosomal rearrangements.

Because a major factor that influences the frequency of translocations between two distant loci is the
frequency of their long-range contacts [75], some translocations are more frequent than others and the
frequency of translocation is distance-dependent in a similar manner as Hi-C contacts, i.e. following a
power-law decay [76]. The 3D genome organization plays thus a major role in generating large alteration
of the chromosome structure, and consequently, in shaping the mutational landscape of tumours [89]. Un-
der this assumption, we speculate that TAD borders are major barriers to chromosomal rearrangements,
and should protect the genome in normal cells from highly deleterious mutations. Chromosomal rear-
rangements overlapping TAD borders should be rare in normal cells, and are likely to represent mutations
with a high impact. For instance, the loss of a TAD border can induce de novo long-range interactions
between distal limb enhancers and ectopic target genes, and cause human limb malformations [35]. In
addition, silent proto-oncogenes are protected by CTCF mediated loops from active enhancers located
outside. But when a loop anchor is lost, then a proto-oncogene can be activated due to inappropriate
enhancer-promoter interactions [90].

7 Conclusions

The 3D organization of chromosomes is essential to numerous key processes including the regulation of
gene expression by distal enhancers [91], replication-timing program [92] and DNA repair [84]. Thus, if
the 3D genome is pertubed, it can affect important cellular processes and eventually lead to disease.

Specific mutations at genes encoding members of the cohesin complex and its accessory factors give
rise to diseases known as cohesinopathies, characterized by craniofacial deformities, limb defects, and
mental retardation [93]. Interestingly, mutations of the cohesin complex were also associated with can-
cer [94]. For instance, recent sequencing of acute myeloid leukemias (AMLs) revealed frequent mutations
in genes encoding members of the cohesin complex [95]. In addition, mutations at nuclear lamin genes
can affect structural properties of the nuclear lamina which is composed of intermediate filaments and
membrane associated proteins. In particular, large chromatin domains make contact with the nuclear
lamina. Such lamina-associated domains (LADs) contribute to the organization chromosomes inside the
nucleus and are linked with gene repression [96]. Mutations of lamin genes cause numerous diseases called
laminopathies that comprise two types of diseases: dystrophies affecting cardiac and skeletal muscles, and
partial lipodystrophies [97]. However, the molecular mechanisms by which these mutations can lead to
diseases have yet to be elucidated.

Mutations at functional elements such as enhancers, insulators or even TAD borders can also alter
the 3D genome organization at specific loci. Thus, comparing the 3D genome between affected and un-
affected patients or for matched normal-tumor pairs would allow the identification of specific long-range
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contacts and TAD borders associated with genetic diseases and cancers. Supporting this experiment,
the analysis of 200 human samples of colorectal cancer revealed the higher frequency of somatic muta-
tions at CTCF-binding sites than flanking regions [98]. Moreover, the analysis of families with rare limb
malformations identified chromosomal rearrangements having an impact on TAD border, and resulting
in novo enhancer-promoter interactions and misexpression [35]. Regarding common complex diseases,
until now, no 3D genome GWAS has been carried out, which is due to the high cost of Hi-C experiments.
However, since the cost of sequencing is continuously decreasing and new techniques such as capture Hi-C
and HiChIP were developed to target specific loci, GWASs will become soon affordable and will help us
decipher the role of non-coding variants involved in disease etiology.
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