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a b s t r a c t

The Machine Learning (ML) based solutions in manufacturing industrial contexts often require skilled
resources. More practical non-expert software solutions are then desired to enhance the usability of
ML algorithms. The algorithm selection and configuration is one of the most difficult tasks for users like
manufacturing specialists. The identification of the most appropriate algorithm in an automatic manner
is among the major research challenges to achieve optimal performance of ML tools. In this paper, we
present an auto-explained Automated Machine Learning tool for Big Industrial Data (AMLBID) to better
cope with the prominent challenges posed by the evolution of Big Industrial Data. It is a meta-learning
based decision support system for the automated selection and tuning of implied hyperparameters
for ML algorithms. Moreover, the framework is equipped with an explainer module that makes the
outcomes transparent and interpretable for well-performing ML systems.

© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Motivation and significance

Industrial Big Data refers to the large amount of diversified
ata that is generated continuously, in real time by the network
f industrial equipment [1]. The continuous digital transforma-
ion of the manufacturing industry has led to the widespread
doption of ML solutions [2]. Although, in many industrial areas,
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rance.

E-mail address: moncef.garouani@etu.univ-littoral.fr (Moncef Garouani).

the ML sufficiently assists the large data analysis for decision-
making purposes, the human interventions are often required.
The domain experts master better the application area. For ex-
ample, the domain experts are be able to provide characteristics
of the application, which can help to improve the performance
of the algorithms. However, they are not necessarily ML experts.
Consequently, the large number of available ML algorithms and
hyperparameters configurations could lead to infeasible exhaus-
tive search executions. Therefore, in this context, the expertise of
data-scientists is highly desired for the identification of the most
appropriate algorithm configurations [3,4].

The selection of an algorithm or a family of algorithms that
are more likely to perform better on a given combination of
ttps://doi.org/10.1016/j.softx.2021.100919
352-7110/© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
c-nd/4.0/).
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atasets and their evaluation measures is a critical task [3]. The
L algorithms generally have two kinds of parameters :

• the ordinary parameters that the model learns and opti-
mizes automatically based on its normal behavior during the
learning phase,

• the hyperparameters (categorical and continuous), which
are usually manually set before the beginning of the model
training.

In the context of the manufacturing industry, a major chal-
enge is the selection of the feasible ML algorithm and the tun-
ng of related hyperparameters. The algorithm selection and its
onfiguration (tuning of hyperparameters) is a complex process
ecause the ML algorithms are used as a ‘‘black-box’’. The perfor-
ance is affected by the characteristics of the datasets and the
onfiguration of algorithms hyperparameters [5]. The selection
nd configuration of appropriate algorithm(s) is an error prone
nd time-consuming process due to the prevailing flaws while
stablishing the multiple configurations. It hence emphasizes the
eed to automate this process.
The Automated Machine Learning (AutoML) [6] is a decision

upport system that partially or totally automates the ML pipeline.
he major goal of this research field is to enable non-expert ML
evelopers to effectively utilize ‘‘off-the-shelf’’ solutions, which
ould save time and effort for practitioners [7,8]. At its core, the
utoML strives to achieve the performance criteria (e.g. accuracy,
ecall, F1 score) in order to solve the respective ML tasks such as
lassification, regression, or clustering. In the intervening period,
he AutoML optimizes a given performance criterion [9] to solve
he particular task with respect to the dataset.

Multiple approaches have been proposed to tackle the above
roblem [9–13] owing to the immense potential of AutoML. In
his regard, several tools are available in the research community
uch as Auto-sklearn [5], TPOT [12], and AutoWEKA [14]. There
re also several commercial tools such as RapidMiner [15], H2O
riverless AI [16], Data Robot [17], and MATLAB ML toolbox [18].
We observe that many industrial actors are competing around

he goal of automating the machine learning [19]. They are mostly
ocused on various budget-limited tasks dealing with the su-
ervised learning. However, they typically come up with the
lack-box solutions and lack the effective explanations of the pre-
icted performance factors. It is also worth noting that the cost of
hese solutions tends to higher due to the involved computational
omplexity and the time required to generate recommendations
3].

Generally, in the most of the existing AutoML systems, the
isibility is limited on the prominent exhibition of input and
utput parameters. They rather conceal the visibility of inherent
ssociations among them. Instead of that, the confidence of users
an be increased with the transparency of the automatic results
n AutoML systems. The user confidence in AutoML systems is
mportant because conventionally AutoML systems are used as
he Decision Support Systems (DSS). Therefore, the acceptabil-
ty and the trust-in factors of an AutoML support system are
ighly dependent on the transparency of the recommendation
eneration process [20].
In this paper, we present AMLBID, a transparent, interpretable

and auto-explainable meta-learning based tool [21] that iden-
tifies the optimal or near-optimal ML configuration for a given
problem. It also explains the rationale traceability behind a rec-
ommendation. The tool, as a decision support system, is able
to simulate the role of the ML expert because it is based on
meta-learning approach.

2. Software description

It is often difficult to build an accurate predictive model
based on ML for an industrial problem that is easy to be inter-
preted by non-expert ML developers [6,22]. The key idea behind
the transparent and auto-explainable AutoML vision is to sepa-
rate the recommendations from the explanations by using two
modules simultaneously, as shown in Fig. 1. The Recommender
module (AMLBID) for the recommendations and the Explanatory
module (AMLExplainer) for explanations. The first module is
used to provide the most appropriate ML configuration (s) for a
given problem. It is aimed at maximizing the requested predic-
tive metric (e.g. Accuracy, Recall, Precision). The second module
is used to provide the rationale behind the recommended ML
configuration (s) as well as auto-generated explanations to better
understand the inner workings of the model in an interpretable
manner through an interactive multi-view tool.

2.1. Software architecture

The workflow of the proposed self-explanatory AutoML sys-
tem consists of two major components :

• the AutoML component, which presents the AutoML process
at the different levels of abstraction from ML configuration’s
recommendation to the refinement,

• and the explanatory one, which allows users to inspect both
the process of decision generation and the inner working of
the recommended ML model.

In the following sections, we discuss these modules in brief detail.

2.1.1. Recommendation module
The AutoML tool for Big Industrial Data (AMLBID) is a meta-

learning based system in order to automate the problem of
algorithm selection and its configuration. It uses a recommen-
dation system that is bootstrapped with a knowledge base. The
current knowledge base is derived from a large set of experi-
ments conducted on 400 real-world manufacturing classification
datasets which are collected from the popular repositories, such
as OpenML,1 UCI2 and Kaggle3. It accumulates the generation
of more than 4 millions evaluated ML configurations (pipelines).
Each pipeline consists of a choice of a ML model and the con-
figuration of its hyperparameters. The system is able to identify
effective pipelines without performing expensive computational
analysis. For this purpose, the system explores the interactions
between meta-features (characteristics) of the datasets and the
pipelines topologies.

The recommendation phase is initiated with the occurrence
of a dataset as a new input of the AutoML process. At this
stage, the user selects a predictive analytical metric (e.g. Precision,
Accuracy, Recall) to be used for the analysis. AMLBID then auto-
matically provides a set of ML algorithms and recommended con-
figuration of their related hyperparameters, so that the predictive
performance becomes the first-rate performance.

2.1.2. Explainer module
AMLExplainer and AMLBID are implemented following a

client–server architecture. The server coordinates the interactions
between AMLExplainer and the AutoML recommendation tool.
The client-side scripts manage the visual user interfaces including
the visualization of data summaries on multiple levels of the
recommended models. Meanwhile, AMLExplainer guides the

1 https://www.openml.org/.
2 https://archive.ics.uci.edu/.
3 https://www.kaggle.com/.
2
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a

Fig. 1. Workflow of the white-box internal structures of AutoML.

Table 1
The configuration of ML algorithms and hyperparameters as tuned in the current experiments.
ML algorithm Tuned hyperparameters

Logistic Regression (LR) C, Penalty, Fit_intercept, Dual
Stochastic Gradient Descent (SGD) Loss, Penalty, Alpha, Learning_rate,

Fit_intercept, L1_ratio, Eta0, Power_t
Support Vector Classifier (SVM) Kernel, C, Gamma, Degree, Coef0
Decision Tree (DT) Min_simple_leaf, Min_simple_split, Criterion,

Max_features
Random Forest (RF) & Extra
Trees (ET)

N_estimators, Min_simple_split, Max_features,
Min_simple_leaf, Min_weight_fraction_leaf

AdaBoost (AB) N_estimators, Learning_rate, Algorithm,
Base_estimator_max_depth

Gradient Boosting (GB) N_estimators, Learning_rate, Criterion, Loss,
Max_depth, Min_simple_leaf, Min_simple_split

end-users to improve the predictive performances, in case of
the unsatisfying results. Hence, it can increase the transparency,
controllability, and reliability of AutoML DSS.

2.2. Software functionalities

The current version of AMLBID is available on the PyPI pack-
ge index in form of a Python-package4 to facilitate its distri-

bution and use. It presents a meta-learning based framework
with major objective to automate the process of algorithm selec-
tion and the tuning of hyperparameters in supervised ML along
with rational traceability. The available literature witness that the
majority of state-of-the-art tools evaluate a set of pipelines by
actually executing them on a given dataset prior to the recom-
mendation. It is observed that such executions may require con-
siderable computing time while consuming precious resources as
per their availability [22]. The proposed system (AMLBID) imme-
diately produces a list of potential top-ranked pipelines using its
knowledge base at an imperceptible computational time, hence
it notably economizes the cost of resources and their provisional
availability.

The available version of AMLBID in its present form supports
08 different classification algorithms from the popular Python-
based ML library Scikit-learn. The Table 1 gives the detailed
description of the supported algorithms and the tuned hyperpa-
rameters.

Broadly, AMLBID is an interactive tool to guide the end-users
for improving the utility and usability of the AutoML process with
the following salient features:

• It automatically (and accurately) selects the most appropri-
ate ML algorithm (s) with related hyperparameters config-
uration through the use of a collaborative knowledge-base.

4 https://pypi.org/project/AMLBID/.

The knowledge-base is continuously improved by running
more tasks. It makes AMLBID smarter by achieving more
experience, based on the growing knowledge-base.

• It provides assistance when AutoML returns unsatisfying re-
sults, in order to improve the predictive performances. That
is achieved by assessing the importance and the correlation
among the algorithm hyperparameters.

• The framework is equipped with an explanation module,
which allows the end-user to understand the diagnostic
design of the returned ML models using various explanation
techniques. In particular, the explanation artifact allows the
end-user to:

– investigate the reasoning behind the AutoML recom-
mendation generation process,

– and explore the predictions of a recommendation in
a trustful manner, through linked visual summaries in
form of graphical, tabular, or textual information for a
higher trust.

Therefore, AMLBID enables the end users to ask a series of
what-if scenarios while probing the opportunities to use
predictive models. It can improve outcomes and reduce
costs for various tasks such as the dependencies of classical
collaborations of domain experts and data-scientists.

3. Illustrative examples

AMLBID broadly has two major modules, the AMLBID_
Recommendation module and the AMLBID_Explainer module.
The AMLBID_Recommendation module recommends and builds
highly-tuned ML pipelines, whereas, the AMLBID_Explainer
module is used to intercept the inner working of the generated
pipeline (s). In the following sections we discuss the functionality
of these modules in further detail.
3

https://pypi.org/project/AMLBID/


Moncef Garouani, Adeel Ahmad, Mourad Bouneffa et al. SoftwareX 17 (2022) 100919

3

1
1
1
1
1
1

L

1
1
1

1
1
1
1
1
1
1
2
2
2
2
2
2

3

i
e
p
f
t
o
i
t
c

.1. The recommendation module

Listing 1 summarizes the interactions required to use AML-
BID in order to recommend a pipeline. Subsequently, AMLBID at-
tributes a score to the chosen pipelines and export the best
pipeline to a dynamically stored .py file.

As shown on line 5, we define the root directory of the dataset
to be loaded. The recommend function (as shown on line 8) ini-
tializes the meta-learning process to find the highest-scoring
pipeline according to the desired performance criteria. Then, the
recommended pipeline is trained on the train-set of the provided
samples (as shown on line 10). After the execution of this code,
Recommended_pipeline.py (for instance, as given in listing 2)
is generated dynamically using the export function (as shown
on line 15). It contains the corresponding Python code for the
optimized pipeline.
1 from AMLBID . recommender import AMLBID_Recommender
2 from AMLBID . loader import ∗

3
4 #Load dataset
5 Data , X_train , Y_train , X_test , Y_test=load_data ( " Dataset . csv " )
6
7 #Generate the optimal conf igurat ion
8 model=AMLBID_Recommender . recommend(Data , metric="Accuracy " ,
9 mode="Recommender" )
0 model . f i t ( X_train , Y_train )
1
2 print (model . score ( X_test , Y_test ) )
3
4 #Export conf igurat ion ’ s corresponding Python code
5 model . export ( ’ Recommended_pipeline . py ’ )

isting 1: Illustrative code example of recommendation module.

1 import numpy as np
2 import pandas as pd
3 from sklearn . tree import Dec i s ionTreeC lass i f i e r
4 from sklearn . metrics import c l a s s i f i c a t i on_ repo r t
5 from sklearn . model_selection import t r a i n _ t e s t _ sp l i t
6
7 data = pd . read_csv ( " Dataset . csv " )
8
9 X = data . drop ( ’ c l a s s ’ , axis =1)
0 Y = data [ ’ c l a s s ’ ]
1
2 X_train , X_test , Y_train , Y_test = t r a i n _ t e s t _ sp l i t (X , Y ,

t e s t _ s i ze =0 .3 , random_state=42)
3
4 model= Dec i s ionTreeC lass i f i e r ( c r i t e r i on = ’ entropy ’ ,
5 max_features=0.5672564 ,
6 min_samples_leaf =5 ,
7 min_samples_split =20)
8
9 model . f i t ( X_train , Y_train )
0
1 Y_pred = model . predict ( X_test )
2 score = model . score ( X_test , Y_test )
3
4 print ( c l a s s i f i c a t i on_ repo r t ( Y_test , Y_pred ) )
5 print ( ’ P ipel ine tes t accuracy : %.3 f ’ % score )

Listing 2: Generated python file.

.2. The explainer module

The AMLBID_Explainer module allows users to inspect the
nsights of the recommendation module and the decision gen-
ration process. Its use is illustrated in listing 3. It provides ex-
lanations on several levels of abstraction like the importance of
eatures and the contribution of features to the individual predic-
ions (with the help of SHAP tool [23] that finds the shapely values
f a contribution for some prediction), ‘‘what-if’’ analysis, visual-
zation of individual decision path, the weight of hyperparame-
ers, and correlations. A partial vision of the AMLBID_Explainer
omponent is shown in Fig. 2.

1 from AMLBID . recommender import AMLBID_Recommender
2 from AMLBID . explainer import AMLBID_Explainer
3 from AMLBID . loader import ∗

4
5 #Load dataset
6 Data , X_train , Y_train , X_test , Y_test=load_data ( " Dataset . csv " )
7
8 #Generate the optimal conf igurat ions
9 model , config=AMLBID_Recommender . recommend(Data ,

10 metric="Accuracy " ,
11 mode="Recommender_Explainer" )
12 model . f i t ( X_train , Y_train )
13
14 #Generate the in te rac t i ve explanatory dash
15 Explainer = AMLBID_Explainer . explain (model , config ,
16 X_test , Y_test )
17 Explainer . dash ( )

Listing 3: Illustrative code example of
recommendation_explainer module.

4. Impact

The ML modeling process generally operates as a highly iter-
ative exploratory process. In reality, there is no one-size-fits-all
model solution, i.e, there does not exist a single model or al-
gorithm which can be used to achieve the highest accuracy for
all datasets in a certain application domain. On that account,
undertaking a large number of ML algorithms with different
hyperparameters configurations would not yield a practical so-
lution, rather it would be an inefficient, tedious, and time con-
suming process. In this context, the application of AMLBID is
twofold: primarily it makes possible for non-data science special-
ists (practitioners and researchers) to build robust ML pipelines
without the need for specialist assistance or intervention and
even having to write a single line of code. Subsequently, the
white-box specificity of the proposed AutoML tool makes it pos-
sible to interactively inspect the inner-workings of the ML pre-
dictive models without having to depend on a data scientist to
generate and interpret all the extreme plots and tables.

The main objective of the AMLBID has been focused towards
the design of a decision support system in order to support
the non-expert practitioners and researchers. Prospectively, we
intend its use in the domain of industry 4.0 [24] to take maximum
benefit of ML techniques to optimize the automated manufac-
turing processes. In our previous works [25,26], we studied the
effectiveness of the recommendation module for the selection
and parameterization of ML for problems concerning the man-
ufacturing industry. The evaluation results respond the basic re-
search question that is how some ML oriented manufacturing works
could be further improved, simply through the use of a better ML
algorithm configuration using the AMLBID. Since AMLBID is built
upon the meta-learning concept, in the broader sense, it is not
only beneficial for the manufacturing actors and researchers but
also for many other areas. Nevertheless, the AMLBID is useful for
academic purposes, helping academia to build and understand ML
predictive models behavior.

5. Conclusion

The machine learning based applications are increasingly de-
sired due to their robustness for the large data analysis. Also,
they can rapidly integrate ‘‘off-the-shelf" solutions in multiple
areas. However, the non-expert data analysts are more inclined
to adapt the ML based solutions that are more easily persuad-
able, among diverse algorithms, with the help of their rational
traceability. We argue that the adaptability of the powerful de-
cision support systems based on the ML based solutions can be
further enhanced with the help of comprehensive instructions
regarding the recommended pipelines and their insights. Thus,
4



Moncef Garouani, Adeel Ahmad, Mourad Bouneffa et al. SoftwareX 17 (2022) 100919

m
I
e
v
p
r

t
m
r
s
f
p
s
a
a
t
b
s
t
w
r
M

D

c
t

A

F
n
n
p
d
f

Fig. 2. Functional dashboard of AMLBID_Explainer showing the decision path of a predicted instance.

aking them more trustworthy instead of black-box solutions.
n this work, we present AMLBID, a novel transparent and auto-
xplained AutoML support system. It also includes an interactive
isualization module (AMLBID_Explainer) that allows ML ex-
erts and neophytes to easily inspect and analyze the automatic
esults of an AutoML decision support system.

We propose to use the general explanation methods of Au-
oML systems; the advantage of AMLBID on account of perfor-
ance comes from the remarkable time gain and prevention of

esource bottlenecks. In this context, the contemporary ML based
olutions are required to train multiple ML models from scratch
or the fresh datasets prior to generate the list of recommended
ipelines. It competes favorably to the state-of-the-art AutoML
ystems in the fields that are less tolerant to the delays such
s the manufacturing industry. Whilst, the AMLBID particularly
ddresses this challenge to promptly produce a list of potential
op-ranked ML configurations using its collaborative knowledge
ase. In practice, the confidentiality of the analyzed datasets is re-
pected by the fact that the knowledge-base of AMLBID consists of
he meta-features of datasets and not the actual data. At present,
e are planning to expand AMLBID to support algorithms of
egression, deep learning and distributed ML libraries (e.g., Spark
L [27]) since we are dealing with Industrial Big Data.
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