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Abstract: In this paper, an algebraic approach for the finite-time feedback control problem is pro-
vided for second-order systems where only the second-order derivative of the controlled variable
is measured. In practice, it means that the acceleration is the only variable that can be used for
feedback purposes. This problem appears in many mechanical systems such as positioning systems
and force-position controllers in robotic systems and aerospace applications. Based on an algebraic
approach, an on-line algebraic estimator is developed in order to estimate in finite time the unmea-
sured position and velocity variables. The obtained expressions depend solely on iterated integrals
of the measured acceleration output and of the control input. The approach is shown to be robust to
noisy measurements and it has the advantage to provide on-line finite-time (or non-asymptotic) state
estimations. Based on these estimations, a quasi-homogeneous second-order sliding mode tracking
control law including estimated position error integrals is designed illustrating the possibilities of
finite-time acceleration feedback via algebraic state estimation.

Keywords: finite-time acceleration feedback; algebraic state estimation; sliding mode control

1. Introduction

In many practical applications of automatic control, the fast and accurate stabilization
or tracking of a second-order system from acceleration measurements only constitutes an
important task. Indeed, in many mechanical systems, accelerometers are the only available
sensing devices for feedback control such as in the control of some unmanned vehicles used
in aerospace, some positioning control applications (such as vibration control schemes,
attenuating unbalanced responses) or rotor-dynamics problems (see Inman [1]). It is also
extensively used in impact related problems in force position control of robotic systems
(see Wu et al. [2]) or for the feedback control of plates in seismically excited buildings (see
Jabbari et al. [3]).

This article (based on the paper [4] with significant improvements) is concerned with
the finite-time (or non-asymptotic) feedback control of second-order systems where only
the highest-order time derivative of the output is available for stabilization or tracking
purposes. This objective is fulfilled in two steps. First, an algebraic approach is used so that
the velocity and the position variables, but also the state-initial conditions and the integral
of the position variable, are simultaneously obtained in a non-asymptotic fashion, i.e., in
an almost instantaneous, finite-time fashion, from only iterated (convolution) integrals
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of the acceleration output and the control input signals. No tuning of gains is required
for the proposed linear, fast, state estimator. Then, the estimated signals can be readily
used to obtain the finite-time convergence of the closed-loop system by designing any
suitable finite-time controller for second order systems. In this paper, the use of a quasi-
homogeneous second-order sliding mode [5] will be discussed.

The idea used here takes root in the algebraic derivative approach introduced in a seminal
work by M. Fliess and H. Sira-Ramírez in [6] for the finite time of state and parameters
estimation. This procedure mainly consists of differentiating, in the frequency domain, with
respect to the complex variable s, as many times as required, the Laplace transformed
expression of either the system equation or of a significantly related equations. This method
has been successfully applied to parameter estimation [7–10], abrupt change detections
and identification of time delays [11–13]. Numerical differentiation of noisy signals may
also benefit from this approach, as demonstrated in [14,15]. The estimated signals are
obtained, after a very small time interval, via exact algebraic formulae (involving function
of integrals of the measured output and of the control input of the system), allowing
finite-time estimates of the variables required for feedback.

In this paper, since the output is the acceleration (thus a high-order derivative of the
variable to be controlled), an algebraic integration approach in the time domain is shown to
be efficient. The cornerstone of this paper is to provide a simple and systematic finite-
time estimation algorithm based on integration and not on differentiation. Indeed, the
observability analysis of the system considered in this paper shows that any suitable
differentiator of the output and the input could be used for completing the finite-time
estimation-based feedback control scheme. A classical approach to signal differentiation is
based on least-squares polynomial fitting, or interpolation (see, i.e., [16] in off-line appli-
cations). Differentiation methods based on observer design may be found in the control
literature (see [17] for a linear approach). Nonlinear methods, such as homogeneous or
sliding mode differentiators [18–26] have also gained popularity in recent times. However,
all these observer-based signal differentiation methods have been shown to be quite sensi-
tive to measurement noises. In the algebraic method here proposed only integration of the
measured outputs and the control inputs (as also a significant benefit) are required, thus
providing a convenient low-pass filtering action on the available signals with the ability
to reject large high-frequency noise signals. Thus, it is shown that the proposed approach
has definite noise processing advantages over schemes based on dynamical/numerical
differentiations and that it is substantially faster than those methods based on passivity or
energy dissipation results.

This article is organized as follows. Section 2 presents the problem statement. In
Section 3, the algebraic estimator is developed. Section 4 is devoted to the design of a
quasi-homogeneous sliding mode controller. Then, numerical results for a mechanical
system are provided in Section 5. Section 6 concludes the paper.

2. Problem Statement

Consider a second-order linear scalar system with dynamic input/output relationship
given by:

ẍ(t) = aẋ(t) + bx(t) + u(t),
y(t) = ẍ(t)

(1)

where x(t) ∈ R, is the position variable, u(t) ∈ R is the control input and the parameters a
and b are assumed to be known constants. The output y(t) of the system coincides with the
second-order time derivative of x(t), i.e., it represents the acceleration. For convenience,
define also the available (measured) variable z = y− u. Then (1) is rewritten as:

z(t) = aẋ(t) + bx(t)
y(t) = ẍ(t)

(2)

The control objective is to design an output finite-time feedback control law for the
accurate tracking of a reference position x(t), denoted by x∗(t) and this requires the
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knowledge of the position x and the velocity ẋ. Thus, one has first to show that the system
(2) is observable. This is actually the case because the state variables of the system x(t) and
ẋ(t) to be estimated can be uniquely expressed as functions of the known variables z(t)
and y(t) and a finite number of their time derivatives (see [27]):

ẋ(t) = b−1[ż(t)− ay(t)],
x(t) = b−1[z(t)− ab−1(ż(t)− ay(t)].

(3)

Thus, the system (2) is observable as soon as the coefficient b satisfies b 6= 0.
For this purpose, finite-time differentiators/observers (aforementioned in the intro-

duction) could be used to estimate the time derivatives of y and u in order to get an estimate
of the states of the system from (3). However, those solutions would not give satisfactory
results to solve the control problem if the measurements are not sufficiently smooth, which
turns out to be the case when, for instance, sliding mode controllers (where the input is
discontinuous by nature) are designed for finite-time control purposes or when the output
has some discontinuities. Furthermore, all those methods are known to be quite sensitive
to noise measurement and uncertainties. Hereafter, an algorithm based on only integral
operations of measurements is given to overcome these problems.

3. Algebraic State Estimation

The algebraic estimation method of the states of system (1), i.e., x(t) and ẋ(t), relies on
the construction of an independent set of, time-varying, linear equations with coefficients
given by suitable iterated integrals of the input u and the output y. It turns out that the
generated set of unknowns includes not only x(t) and ẋ(t) but also the integral of the
unknown position variable x(t), i.e.,

∫ t
0 x(τ)dτ, which could be quite useful for control

purposes. The procedure to obtain those variables is the following one.
The first step consists in multiplying the measured output y(t) by t2 and t3 and

integrating the resulting expression. One obtains the following equalities after integration
by parts.

F1(t, y) ,
∫ t

0
τ2

1 y(τ1)dτ1 =
∫ t

0
τ2

1 ẍ(τ1)dτ1

= t2 ẋ(t)− 2
∫ t

0
τ1 ẋ(τ1)dτ1

= t2 ẋ(t)− 2tx(t) + 2
∫ t

0
x(τ1)dτ1.

(4)

F2(t, y) ,
∫ t

0
τ3

1 y(τ1)dτ1 =
∫ t

0
τ3

1 ẍ(τ1)dτ1

= t3 ẋ(t)− 3t2x + 6
∫ t

0
τ1x(τ1)dτ1.

(5)

Thus, a set of two equations with 2 known variables F1(t, y), F2(t, y) and four unknown
variables

(
x, ẋ,

∫ t
0 x(τ1)dτ1,

∫ t
0 τ1x(τ1)dτ1

)
is obtained.

The two remaining equations to solve the problem are obtained by the dynamics of
the plant itself, i.e.,

z(t) = aẋ(t) + bx(t) (6)

One gets a third equation by multiplying (6) by t and integrate the resulting expression
by parts:

F3(t, z) ,
∫ t

0
τ1z(τ1)dτ1 = a

(
tx(t)−

∫ t

0
x(τ1)dτ1

)
+ b

∫ t

0
τ1x(τ1)dτ1 (7)

In order to obtain the fourth equation, differentiate with respect to time, both sides of
the plant Equation (6):

ż(t) = ay(t) + bẋ(t)
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Then multiplying both sides of this last expression by t and integrating twice gives∫ t

0

∫ τ1

0
τ2ż(τ2)dτ2dτ1 − a

∫ t

0

∫ τ1

0
τ2y(τ2)dτ2dτ1 = b

∫ t

0

∫ τ1

0
τ2 ẋ(τ2)dτ2dτ1 (8)

To get rid of the time derivatives ż and ẋ, integrate (8) by parts over the time interval
[0, t]. This implies:

F4(t, z, y) = b
∫ t

0
τ1x(τ1)dτ1 − b

∫ t

0

∫ τ1

0
x(τ2)dτ2dτ1 (9)

where

F4(t, z, y) ,
∫ t

0
τ1z(τ1)dτ1 −

∫ t

0

∫ τ1

0
(z(τ2) + aτ2y(τ2))(τ2)dτ2dτ1

which only depends on integrals of known variables. By integration by part:∫ t

0
τ1x(τ1)dτ1 = t

∫ t

0
x(τ1)dτ1 −

∫ t

0

∫ τ1

0
x(τ2)dτ2dτ1

Therefore, ∫ t

0

∫ τ1

0
x(τ2)dτ2dτ1 = t

∫ t

0
x(τ1)dτ1 −

∫ t

0
τ1x(τ1)dτ1

and one finally obtains:

F4(t, z, y) = 2b
∫ t

0
τ1x(τ1)dτ1 − bt

∫ t

0
x(τ1)dτ1 (10)

Thus, from Equations (4), (5), (7) and (10), one obtains four independent equations in
four unknown variables, lumped in the vector γ(t) defined as:

γ(t) =
(

ẋ(t), x(t),
∫ t

0
x(τ1)dτ1,

∫ t

0
τ1x(τ1)dτ1

)T
. (11)

A set of linear equations is obtained, represented by:

P(t)γ(t) = q(t), (12)

with:

P(t) =


t2 −2t 2 0
t3 −3t2 0 6
0 at −a b
0 0 −bt 2b

,

and the vector of available measurements:

q(t) =


F1(t, y)
F2(t, y)
F3(t, z)

F4(t, z, y)

.

Note that det(P(t)) = −b2t5 which means that P(t) is invertible for any strictly
positive time t provided the constant parameter b is non-zero. This makes perfect sense
since the system is not observable whenever b = 0. The matrix P(t) is singular at time t = 0
and is invertible for any time t ≥ ε > 0 for arbitrary small ε. Therefore (as in the algebraic
method for parameter identification), the Formula (12) for the estimation of the states may
be used, not from time t = 0, but from a slightly later time t = ε, being small and strictly
positive. Moreover, if t → ∞ then ||P(t)|| → ∞ also while this is not necessary the case
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for ||q(t)|| (||.|| stands for the Euclidean norm in a vectorial space and the corresponding
induced norm for n× n matrices). Thus, the time t must also be upper bounded. This can
be numerically solved by a time reset on a sliding window after an arbitrary time t = tmax
(as shown in seminal papers dealing with algebraic estimation (see [13–15])).

Thus, the set of state variables to be estimated is obtained in finite time from (11) by
the vector

γe(t) =
(

ẋe(t), xe(t),
[∫ t

0
x(τ1)dτ1

]
e
,
[∫ t

0
τ1x(τ1)dτ1

]
e

)T
.

and is calculated as follows:

γe(t) =
{

arbitrary for t ∈ [0, ε[,
P−1(t)q(t) for t ∈ [ε, tmax].

This algorithm is interesting on several points:

(1) It can be seen that it only depends on the parameters of the plant and does not require
tedious gain adjustment (as it can be the case when designing finite-time observers or
differentiators);

(2) Measurement noise is attenuated because of the filtering action (whereas it is still a
problem when using differentiation schemes);

(3) Unlike other finite-time observers, such as homogeneous or sliding mode differen-
tiators, it does not require the ouput y or the control u to be sufficiently smooth.
Thus, piecewise constant output or input can be dealt with. The latter point is very
important, not to say crucial, to achieve finite-time closed-loop stability because the
input u(t) has to be of discontinuous type (as, for instance, a relay-like, hybrid or
sliding mode control) as it is described in the next section.

It can be seen that the algorithm proposed here only works for linear systems or with
integrable nonlinearities. Note also that, for the moment, we have not considered any
parametric uncertainties or disturbances. Those issues are currently under study and will
be discussed in future work.

4. Quasi-Homogeneous Second-Order Sliding Mode

The aim is to obtain finite-time tracking control of

ẍ(t) = aẋ(t) + bx(t) + u(t),
y(t) = ẍ(t)

(13)

with the available output y = ẍ(t) and the variables xe(t), ẋe(t) obtained with the algebraic
estimation. Denote the desired position of x(t) by x∗(t) and e(t) = x(t)− x∗(t). Then,

ë(t) = aẋ(t) + bx(t) + u(t)− ẍ∗(t) (14)

The quasi-homogeneous second-order sliding mode control is designed as follows:

u(t) = ẍ∗(t) + unom + ud + ul (15)

unom = −aẋe(t)− bxe(t) (16)

ud = −αsign(ξ̇(t))− βsign(ξ(t)) (17)

ul = −k2ξ̇(t)− k1ξ(t) (18)

where

ξ̇(t) = ẋe(t)− ẋ∗(t) (19)

ξ(t) = xe(t)− x∗(t) (20)



Automation 2021, 2 271

and where the parameters k1, k2, α and β are well-chosen strictly positive control gains.
The above controller consists of the linear damping unom, the PD-like linear gain ul and the
homogeneous relay part ud, leading to

ë(t) = aẋ(t) + bx(t) + unom + ud + ul (21)

As a result of the finite-time property of the estimator, the observer and the control
law can be designed separately. Thus, using the observation scheme designed in Section 3,
after the arbitrary small time instant t = ε, γ = γe, and so ξ̇(t) = ė(t), and ξ(t) = e(t). The
dynamics of the closed-loop system (14) is then given by:

ë(t) = −k2 ė(t)− k1e(t)− αsign(ė(t))− βsign(e(t)) (22)

Using the control (15), the second-order sliding mode manifold S = {ė = e = 0} is
finite time reachable and stable as soon as β < α and k1 > 0, k2 > 0. This can be shown
by computing the time derivative of the Lyapunov function V(ė, e) = α|e|+ 1

2 (k2 ė2 + e2)
(see [5,28]) for a constructive proof). Then, the control objective is obtained after a finite
time, i.e., x = x∗(t) and ẋ = ẋ∗(t) for some T < +∞.

Remark 1. Other sliding mode control laws could have been designed to achieve finite-time
closed loop-stability of the system. The remaining variables obtained with the estimator, i.e., the
integral of the unknown position variable

∫ t
0 x(τ)dτ could also be quite useful for control purposes.

Those issues are not discussed here since the paper is mainly devoted to the presentation of the
algebraic estimator.

Remark 2. There are three significant improvements with respect to the work [4]. All variables
were more or less corrupted by noise, because the output itself was involved in the estimation
process. Here, using suitable algebraic manipulations, all estimates only depend on integrals of
known measurements. Secondly, the matrix P to be inverted is of dimension 4 (instead of 6, which
is far better for implementation issues). Lastly, using sliding mode control, the closed-loop system is
shown to be finite-time stable.

5. Numerical Simulation Results

Consider a second-order mechanical system consisting of a spring and a damper
attached to a mass which moves along the direction of the applied force on a frictionless
surface. The dynamics of the system, in which the acceleration represents the output
variable, is given by the set of equations:

mẍ(t) + cẋ(t) + kx(t) = u(t),
y(t) = ẍ(t),

(23)

where the mass m is taken to be m = 1 [kg], the viscous friction coefficient is c = 2 [N· s·m−1]
and the spring constant k = 4 [N·m−1], x is the position variable, and the measured output
is y(t). A desired smooth reference trajectory for the position x(t), is specified during a
time interval of the form: [ti, t f ], starting from an initial position value x∗(ti) and ending at
a final position value x∗(t f ). The smooth trajectory is designed so that the following six
constraints are satisfied on the initial and final positions: x∗(ti) = 0, x∗(t f ) = 1, ẋ∗(ti) = 0,
ẋ∗(t f ) = 0, ẍ∗(ti) = 0 and ẍ∗(t f ) = 0. Thus, a suitable Bézier polynomial can be of
degree 5:

x∗(t) = x∗(ti) + (x∗(t f )− x∗(ti))(a0∆(t)5

+a1∆(t)4 + a2∆(t)3 + a3∆(t)2

+a4∆(t) + a5),
(24)

where
∆(t) =

t− ti
t f − ti

,
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and
a0 = 6, a1 = −15, a2 = 10, a3 = 0,
a4 = 0, a5 = 0.

The trajectory tracking objective consists in driving the mass from an arbitrary initial
position x∗(ti) = 0 m to a final position x∗(t f ) = 1 m. In order to illustrate the accuracy
of the initial condition estimation performed by the proposed algebraic estimator, the
initial conditions of the system were chosen to be different from zero: x(0) = 0.5 m and
ẋ(0) = −0.5 m·s−1. The controlled system is depicted in Figure 1.

Figure 1. Feedback control via output acceleration feedback and algebraic state estimation.

It is important to point out that the algebraic estimator does not require any traditional
parameter tuning. In all simulations, the control gains are set as K =

[
k1 k0

]
=
[
25 7

]
and α = 2.5, β = 5.

5.1. Estimation without Measurement Noise

A first set of simulations is provided when the output y is not corrupted by noise.
Since the estimation is not valid at t = 0, as described in Equation (12), the control is set
after a small time ε = 0.1 s. In Figure 2, it can be seen that the tracking objective problem is
achieved in finite time and with very good accuracy.
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Figure 2. Trajectory tracking and tracking errors.
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Figure 3 depicts the position x(t) and the velocity ẋ(t), together with their estimates
xe(t) and ẋe(t), as well as the estimation errors. In the absence of noise, one can conclude
that all variables converge in finite time to their desired value thanks to the use of the
algebraic estimator and the quasi-homogeneous second-order sliding mode.
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Figure 3. Position and velocity estimation and the estimation errors.

In order to highlight another feature of the integral observer, only signum functions
in the sliding mode controller were used in the simulations (as it can be seen in Figure 4,
whereas with other finite-time observers, continuous approximations of the controller,
such as saturation or sigmoid functions, are usually implemented in order to alleviate the
chattering phenomenon.

0 0.5 1 1.5 2 2.5 3 3.5 4

-20

0

20

40

60

Figure 4. Control law without noise measurement.

5.2. Estimation with Measurement Noise

Simulations were also carried out to assess the performance of the output accelera-
tion feedback scheme when a measurement noise process is present in the acceleration
measurement. To evaluate the robustness of the proposed algorithm, a significant white
noise with variance σ2 = 10 was added on the measured acceleration. The noisy measured
acceleration is given in Figure 5.
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Figure 5. Acceleration: measured output corrupted by noise.

The same simulations are performed in order to evaluate the noise influence. Figure 6
depicts the tracking behavior, in Figure 7 are given the estimate of the states and in Figure 8
is reported the control behavior.
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Figure 6. Trajectory tracking and errors corrupted by noise.

It can be seen that despite the significant noise affecting the measurement, all con-
trolled variables and estimates converge very fast to their desired values and with very
good accuracy. The noise effect is present at the beginning of the simulations. However, as
the inputs and the outputs are being integrated, these noise effects are quickly attenuated.
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Figure 7. Position and velocity estimation and errors corrupted by noise.

0 0.5 1 1.5 2 2.5 3 3.5 4

-20

0

20

40

60

Figure 8. Control law with noise measurement.

6. Conclusions and Future Work

In this article, we have proposed a novel approach for the finite-time feedback control
of second-order systems based on the availability of the acceleration signal only. The
approach uses model-based algebraic state estimation in a novel fashion. All required
variables for control are obtained in finite time with only integrals of measurements multi-
ply by powers of the time variables which overcomes the noise sensitivity problem. Only
a time reset is needed to overcome the sensitivity problems which may be caused by
the integration of the time variable. As a bonus, the initial conditions of the plant state
and the integral of the position variable are also obtained, which could substantially ease
implementation actions in the control loop. While achieving finite-time convergence, the
proposed approach has definite noise processing advantages. Furthermore, with this ap-
proach the measured signals are only integrated and no parameter tuning is needed for this
estimator. The closed-loop finite-time tracking was obtained using a quasi-homogeneous
second-order sliding-mode observers.

The results of this article have been illustrated via numerical simulations on a second-
order mass-spring-dumper system in a position reference trajectory tracking task. The
simulations have shown excellent results, even in the presence of measurement noise.
We have confirmed that the estimation is quite fast and occurs in a, small, finite amount



Automation 2021, 2 276

of time. When measurement noise is added, the simulations have shown that the noise
was also quickly attenuated by the integration structure present in the estimator. Finally,
using these estimations, the designed control law exhibits an excellent performance and
output tracking qualities. The tracking error is reasonably small even in the presence of
measurement noises.

The proposed results might be generalized with some additional efforts. It would
be interesting to apply this algorithm to a larger class of perturbed systems with possible
nonlinearities. Other applications for fault sensor position and velocity detection with
reconfiguration control are also under study.
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