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Abstract—Full-Duplex (FD) systems are became very attractive
technique for 5G and beyond transmissions by offering higher
spectral efficiency. The implementation of a real FD system
can be a challenging task due to the analog and residual
Self-Interference (SI) and some imperfections introduced by
analog components such as quantization error of Digital-to-
Analog/ Analog-to-Digital Converters (DAC/ADC). This paper
investigates in the digital domain different channel coding
schemes to compensate the residual SI and quantization noise
cancellation process in case of Single Input Single Output (SISO)
FD transmission. The promising channel coding schemes from
the Third Generation Partnership Project (3GPP) such as 5G
Quasi-Cyclic Low Density Check (QC-LDPC), 5G Polar Codes
and LTE Turbo codes have been considered. Several numerical
simulations are performed to evaluate the Bit Error Rate (BER)
performance.

Index Terms—Full-Duplex, Digital self-interference cancella-
tion, Recursive least square, Channel coding schemes, 5G trans-
mission systems, Quantizer device architecture

I. INTRODUCTION

In the future, the rapid growth of wireless and broad-
band communication requires higher spectral efficiency to
account for the higher rate, lower latency transmission and
maintain high level of security when we move toward to
5G standard. Furthermore, confidentiality in wireless medium
becomes more important to not only protect the legitimate
information but also improve the system’s performance [1].
The use of FD transmission, with good SI control, may be
considered as a first level of data security in 5G and beyond, by
transmitting simultaneously the useful signal and the jamming
signal. Therefore, the spectral efficiency is doubled when
compared with the traditional Half–Duplex (HD) method, and
the received signal will be more difficult to exploit by the
eavesdroppers [2]. However, the problem of SI phenomenon
is the main challenge of FD transmission, which could be up
to 120 dB in power when the system suffers from strong SI
environment [3]. In order to overcome this problem, several
techniques have been studied such as RF cancellation tech-
nique [4], analog cancellation and digital cancellation [5].

Moreover, the authors in [6] showed that channel coding,
such as QC-LDPC codes and Polar codes are considered as
potential candidates to ensure the fiability of information for
5G and beyond communication systems. The development of
5G will lead to an expansion of the network by providing the
platform to connect a huge number of mobile devices together,
which requires novel fundamental security approach. Among

the error correcting codes, LDPC codes [7], Polar codes [8]
and Turbo codes [9] are the most efficient techniques because
they can achieve nearly Shannon capacity performance. The
3GPP project has introduced the QC-LDPC and Polar codes as
the standard codes of 5G for the control information in uplink
and downlink because they support for a number of lifting
size and different code rate with high throughput and low
latency [10]. Furthermore, Turbo codes are the fundamental
channel coding technique in 3G, 4G Long Term Evolution
(LTE) system and Machine Type Communications (MTC) or
Machine to Machine (M2M) communications [11]. It can be
also considered as a candidate in 5G channel coding scheme
for short length frame with lower processing throughput for the
massive Machine Type Communication (mMTC) or massive
Machine to Machine (mM2M) [12].

Last but not least, the quantization noise, which is produced
by the quantization process performed by DAC at the trans-
mitter and ADC at the receiver, is also a main factor that
impacts to the FD transmission system performances [13]. The
quantization bit resolution and the dynamic range should be
chosen carefully based on the requirement of the sampling
rate and the applications. Many DAC/ADC transceiver devices
have been designed and launched out to the market for 4G,
5G and also IoT applications. For example, the LTC2000 DAC
family [14] uses 11-16 bits quantization resolution for LTE
MIMO and 5G transmissions at the transmitter. While at the
receiver, the 12 bits Σ∆ AD9361 [15] is used in ADC process
of 4G and 5G transmission. DAC/ADC process is an important
part of any communication system, therefore, it is necessary
to take into account the problem of residual quantization noise
of DAC/ADC process in FD transmission.

So, in this paper, we investigate in digital domain the
channel coding schemes in case of Single Input Single Output
(SISO) FD transmission to overcome the effects of residual
SI and quantization noise cancellation process. The Digital
Self-Interference Cancellation (DSIC) process is based on
Recursive Least Square (RLS) algorithm, because it has a
better result when compared with others such as Least Mean
Square (LMS), Normalized Least Mean Squared (NLMS) [5],
[16]. First, we illustrate the influence of quantization noise to
DSIC process and compare the effects of SI channel power
to SISO FD transmission system with and without DSIC.
Then, BER performance obtained with and without DAC/ADC
process will be illustrated by changing the quantization bit



resolution at DAC/ADC process. Next, the performances of
different quantizer device architectures at the receiver such
as Σ∆ [17], Gaussian with mid-rise [18], pipeline [19] and
Successive Approximation Registers ADC (SAR) [20] are
evaluated. Then, a comparison between the system with and
without DAC/ADC for both case of HD and FD transmission is
considered. Finally, the choice of bit resolution for DAC/ADC
process is also noticed. For the rest of the paper, the system
without DAC/ADC process is called ideal case.

The remaining of this paper is organized as follow. Section
II describes briefly the model of SISO FD transmission system
with DSIC process, the channel coding process, as well as the
DAC/ADC process. Simulation specifications and results are
presented in Section III. Finally, some highlight conclusions
are given in Section IV.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model and DSIC Process

The general SISO FD transmission model between two
users A and B in the presence of channel coding scheme,
DSIC and DAC/ADC process is described in Fig. 1.

Fig. 1. SISO Full-Duplex transmission and SIC cancellation flowchart.

At the transmitter of user A, the digital input signal xSI [k]
is encoded, modulated by using QPSK modulator and then
transmitted through DAC converter. Then it turns into RF
transmitting signal and is sent by transmitting antenna Tx to
the user B, which denotes as xSI(t). We have the same process
at the transmitter of user B to obtain the transmitting signal of
interest xB(t) and it will be transmitted through the multi-path
fading channel environment with Additive White Gaussian
Noise (AWGN) with CN

(
0, σ2

w

)
from the environment.

At the receiver of user A, the receiving signal consists of
several signals including the signal of interest yBA(t) from
user B transmitter, the SI signal ySI(t) from the transmitter

of user A itself and the complex Additive White Gaussian
Noise (AWGN) w(t) with CN

(
0, σw

2
)
. It can be given as:

yA(t) = ySI(t) + yBA(t) + w(t)

= hAA(t) ∗ xSI(t) + hBA(t) ∗ xB(t) + w(t) (1)

where hBA(t), hAA(t) are the intended fading channel and
the SI channel, respectively (∗ is the convolution operation).

In FD transmission, the SI channel consists of two com-
ponents: line-of-sight (LoS), which is generated by the direct
link between transmitter and receiver and non line-of-sight
(NLoS), which is produced by the signal scatters. So, its first
tap could be modeled as Rician fading and the remaining
channel taps are modeled as Rayleigh fading [5]. The LoS
component is cancelled by RF cancellation and analog can-
cellation processes, and the remain residual component will
be cancelled in digital domain [21]. In our work, we focus
mainly on the digital domain to cancel the residual SI signal
after RF and analog SI cancellation. So, a multi-path time-
invariant channel model with Rayleigh fading distribution is
applied for both intended channel hBA and SI channel hAA

with CN
(
0, σ2

hBA

)
and CN

(
0, σ2

hAA

)
, respectively. The SI

channel is fixed with 3 taps under the assumption that any
LoS component is efficiently reduced by antenna isolation and
the major effect comes from scattering. These channel models
are independent in each transmission frame. The intended
channel hBA is modeled according to the ITU–R Pedestrian
test environment channel model [22].

The received signal will pass through ADC process to
convert to discrete time domain, denoted as yA[n]. Then, a
copy version of the transmitted signal xSI [n] in digital domain
is used as the reference signal to eliminate the SI component
by using RLS algorithm, which is given in [23]. As a result, we
can effectively obtain the estimation of the SI channel ĥAA[n].
So, the output signal can be expressed as:

ỹA[n] = yA[n]− ŷSI [n] = yBA[n] + ySI [n]− ŷSI [n] + w[n]

= (hBA ∗ xB)[n] + (hAA ∗ xSI)[n]− (ĥAA ∗ xSI)[n] + w[n]
(2)

Then, the residual signal ỹA[n] will go to the Decision Feed-
back Equalizer (DFE) [24] in order to reconstruct the input
signal of user B and reduce the effects of multi-path fading
channel and AWGN. Finally, the signal will pass through
the demodulation block and the decoding block to obtain the
estimated signal of interest from user B x̂SoI [k].

B. Channel coding schemes

The construction of channel encoding and decoding process
is shown in Fig 2. In 5G network and its applications, a
Cyclic Redundancy Check (CRC) bit sequence is added to
the initial information bits to form a bit sequence with length
of K. Then, they will be encoded to obtain the codeword
sequence with length E by using three channel coding schemes
proposed by 3GPP project such as 5G LDPC codes, 5G Polar
codes [25] and LTE Turbo codes [11]. To adapt the code
rate R = K/N , the rate matching including bit shortening,



bit puncturing or bit repeating should be applied to create a
codeword with length N [10], [11], [26]. At the decoder, the
Log-Likelihood-Ratio (LLR) is used to reduce the calculation
complexity by replacing a very large number of multiplications
by summation in log-domain as in [27]. The LLR belief
information containing N symbols received from the channel
and demodulation process will be passed through the rate
recovering process to reconstruct the message sequence with
length E [10], [11], [26]. The Sum-Product Algorithm (SPA)
[28], Successive Cancellation List Decoding with CRC Aided
(SCLD-CA) [29] and Max-Log Maximum A Posteriori (Max-
Log-MAP) algorithm [30] are used in the decoding process
for 5G LDPC codes, 5G Polar codes and LTE Turbo codes,
respectively. After that, based on CRC attachment, the estimate
message bits are achieved.

Fig. 2. Channel coding process.
C. DAC/ADC process

The DAC process at the transmitter is presented in Fig. 3.
The QPSK symbols with double complex number will be split-
ted into 2 separated components: in-phase (I) and quadrature
(Q), each component then passes independently through the
up sample with the factor mup and then goes through DAC
quantizer with the bit resolution BDAC , the dynamic voltage
range VDAC before going to the FIR interpolating filter to
convert these discrete values to the continuous values and send
to the wireless fading environment.

Fig. 3. DAC process.

At the receiver as described in Fig. 4, the I and Q com-
ponents that are received from the channel will pass through
different types of ADC such as Σ∆, Gaussian with mid-rise,
pipeline as well as SAR with the bit resolution BADC and the
dynamic voltage range VADC in order to obtain the discrete
time form. The oversampling method with oversampling factor
mover is also applied in order to reduce the effects of quantiza-
tion noise in low bit quantization ADC [31]. After that, these
components will be mixed again to form the symbols with
double complex number. Then these symbols will go through
SI channel estimation process to cancel SI signal.

Fig. 4. ADC process.

III. RESULT AND DISCUSSION

A. Simulation Specifications
BER performances are computed by using Monte Carlo

simulation on MATLAB. For 5G LDPC codes, the base graph

TABLE I
SIMULATION SPECIFICATIONS

Parameter Value
Codeword block size (N) 1024 bits
Information size (K) 512 bits
Code rate (R) 1/2
Number of transmission frames 1000000
CRC length 11
Modulation scheme QPSK
Up-sample factor (mup) 4
Oversampling factor (mover) 4
Quantization resolution in bits (BDAC , BADC ) 1, 2, 3, 4, 6, 8, 12, 14
Dynamic voltage range DAC (VDAC ) 2 V
Dynamic voltage range ADC (VADC ) 4 V
SI channel taps 3
Intended channel taps 4
Forget factor λ in RLS algorithm 0.999

matrix BG1 is implemented for all simulations. For 5G Polar
codes, the SCLD-CA decoder technique with the list size
M = 8 is used. Moreover, BER performances of the FD
transmission system are also evaluated by changing the value
of quantization bit of DAC/ADC from 1 to 14 bits. Difference
quantizer device architectures such as Σ∆, Gaussian with
mid-rise, pipeline and SAR are applied in the ADC process
at the receiver side. Low-bit ADC quantizers with oversam-
pling method are also considered for low cost, low power
consumption and simple hardware devices, which are the
characteristics of green communications and IoT applications
[31]. The simulation parameters are sum up in Table I.

B. Effect of quantization noise and SI channel power

First of all, the presence of DAC/ADC quantization noise
has a significant impact on the channel estimation process,
regardless of the channel coding used. As shown Fig. 5, it
destroys from about 2 to 7 dB when SI channel power p
varies from 0 to 30 dB, respectively, in SI channel estimation
error when compared with the ideal case. Secondly, the SI
channel power p is also a major factor that impacts the system
performance. Indeed, when p increases, BER will decrease as
shown in Fig. 6. In FD transmission with DSIC cancellation,
when p equal to 0 dB and 10 dB, the results are closed to
the case of HD transmission without SI happens. However,
at high value of p, SI component becomes dominant factor
and the curves levels off at higher BER values, so the system
needs more power in SNR (dB), defined by pB/σ

2
w with

pB the transmitter power, to obtain the same result when p
increases to 20 dB and 30 dB. In FD transmission without
DSIC process, the system cannot estimate and reconstruct
again the transmission signal.

C. Effect of the bit resolution of DAC

Next, BER performances of FD system are computed by
changing the bit resolution BDAC of DAC for all channel
coding schemes. While the 12 bits Σ∆ ADC will be set up
at the receiver side with oversampling factor mover = 4.
Based on the results in Fig. 7, we can observe that the
quantization bit resolution of DAC affects significantly to the
system performance. For instance, values of BDAC from 1 to



Fig. 5. SI channel estimation error of FD transmission with and without
DAC/ADC process, BDAC = 14 bits, BADC = 12 bits, Σ∆ ADC.

4 bits show the worst results than the others. In contrast, when
values of BDAC goes to 6 bits and further, the system will
obtain the saturation and reach nearly to the ideal case.

D. Effect of the bit resolution of ADC

Then, Fig. 8 shows the BER performances of FD system by
changing the bit resolution BADC of 4 different types of ADC,
and oversampling factor mover = 4. The 5G LDPC channel
coding scheme technique is used to illustrate, p = 30 dB and
BDAC = 14 bits. For high bit resolution values from 6 bits to
14 bits, the system can approach nearly to ideal case. However,
with the low-bit quantization from 1 to 4 bits ADC, the system
needs more power (dB) in SNR to obtain the same BER result
with the ideal case. Compared with Subsection III-C, the low-
bit ADC has better performances and converges quickly to free
error because oversampling method has been applied in ADC
process. Indeed, oversampling spreads the quantization noise
in high frequency to reduce its effects. The gain between low-
bit ADC and the ideal case is about 1 dB to 1.5 dB depends
on ADC quantizer device architectures.

E. Effect of ADC quantizer device architectures

The quality of system performances also depends on the
choice of different types of ADC quantizer such as Σ∆,
Gaussian with mid-rise, pipeline as well as SAR. For all
channel coding schemes, the system can reach approximately
to the BER value of the ideal case for all of ADC quantizer
types as illustrated in Fig. 9. Indeed, the Σ∆ is seemed to
give a best result because the larger value of over-sampling
factor, i.e, mover = 4 will give the better achievement in Σ∆
quantizer when compared with other ADC quantizer devices
architectures, which has been proved in [31].

F. Effect of channel coding schemes in FD transmission

The effect of residual SI and quantization noise to the SI
channel estimation process has been pointed out in Subsection
III-B. To overcome this problem, channel coding schemes
have been considered in FD transmission. Fig. 10 shows how
channel coding schemes improve the BER performances in
FD transmission system. It shows an interesting result where
the system with channel coding can reconstruct well the
information signal and it reaches approximately to the curve of
ideal case. In contrast, in the case of FD transmission without

channel coding, the gap between the curves of ideal case and
the curves of DAC/ADC case are larger and can be observed
clearly with the increasing of SNR. In HD transmission, the
difference between ideal case and DAC/ADC case is less
efficient, the system can estimate the information signal well
when SI interference does not happen. While it cannot estimate
the input information when the interference is not cancelled
by DSIC process in FD transmission. Among these coding
techniques, the 5G LDPC codes and LTE Turbo codes give
quite similarity results, while Polar codes goes faster to free
error and provides better performances although it needs more
than 3 dB in SNR to go below the curve of the uncoding
system. Consequently, it can be concluded that the channel
coding schemes play an important role in the performance of
FD transmission, it can compensate the influences of residual
SI and quantization noise in the DAC/ADC process.

G. Effect of choosing bit resolution of DAC/ADC

Last but not least, the bit resolution in both DAC and ADC
process is reduced to propose a trade-off in choosing the
suitable bit resolution for a real communication system. The
results are shown in Fig. 11. For all coding schemes, when the
bit resolution in DAC/ADC process goes larger than 6 bits, the
BER curves achieve nearly to the ideal case. However, when
the bit resolution reduces to 4 bits or smaller, it notices that
the bit resolution strongly affects significantly to the system
performance. Therefore, combined with subsections III-C and
III-D, the bit resolution should be chosen carefully depending
on the applications. It is necessary to select the bit resolution of
DAC/ADC from 6 bits and higher. Nevertheless, if we want to
choose low-bit ADC from 1 to 4 bits at the receiver for green
communication systems with simple hardware, low cost and
low power consumption, the bit resolution of DAC must be
set up at high values, i.e larger than 6 bits and oversampling
method also needs to be applied in ADC process.

IV. CONCLUSION

This paper points out the effects of residual SI and quan-
tization noise due to the DAC/ADC process to the FD
transmission system. Firstly, SI power is a major factor that
degrades the system performances and it can be cancelled
by using the DSIC process in FD transmission. Moreover,
the quantization noise destroys and degrades significantly the
transmission quality. Therefore, the bit resolution should be
chosen carefully with high value, i.e, larger than 6 bits for
both DAC/ADC process. If the green communications system
and IoT applications are considered with low-bit ADC, i.e,
from 1 to 4 bits, the bit resolution of DAC must be chosen at
high value and the oversampling should be applied in ADC
process in order to reduce the effects of quantization noise.
Besides, the Σ∆ ADC seems to be the best choice in ADC
process. Furthermore, the use of channel coding schemes plays
a significant role in FD transmission. It can estimate and
reconstruct the information signal approximately to the ideal
case. Therefore, channel coding techniques such as 5G LDPC,
Polar codes and Turbo codes are the potential candidates for



Fig. 6. BER of FD system with and without DSIC in different values of p, BDAC = 14 bits, BADC = 12 bits, Σ∆ ADC.

Fig. 7. BER of FD transmission with 12 bits Σ∆ ADC and changing BDAC , p = 30 dB.

Fig. 8. BER of FD transmission with BDAC = 14 bits and changing BADC .

the integrity of information in FD transmission, and 5G LDPC
codes seem to give the best results.
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