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1 Introduction
In the classical theory of error-correcting codes a linear code is defined as a subspace of
a finite-dimensional vector space over a finite field alphabet equippedwith theHamming
weight. MacWilliams proved in [15] her famous Extension Theorem which states that
each linear Hamming isometry of a linear code extends to a monomial map, that is,
every linear map that preserves the Hamming weight on the code acts by permutation
of coordinates and multiplication of coordinates by nonzero scalars from the field.

Linear codes over ring alphabets became popular after the paper [10], in which the
authors prove that certain well-known nonlinear binary codes, such as Kerdock and
Preparata codes, can be very simply constructed as binary images under the Gray map
of linear codes over Z4.

Of particular interest for us is the ring Zm of integers modulo m, m ≥ 2, equipped
with different weight functions. Like in the case of linear codes over a finite field
alphabet, it is an interesting problem to determine if an analogue of the MacWilliams
Extension Theorem holds for linear codes over Zm for different weights. Some known
results and facts about the extension properties of such codes are listed below.

One of the results of [20] implies that the extension property holds for Zm equipped
with the Hamming weight. In [9] it was mentioned that the extension property holds for
the homogeneous weight, defined in [3]. In [7] there were characterized all weights on
Zm with the maximum symmetry group for which the extension theorem holds. Some
interesting examples of weights on Zm for which the extension property does not hold
are observed in [1] and [21].

In this paper we are interested in the Lee and Euclidean weights on Zm and their
extension properties. The Lee weight first appeared in [14] and was later studied in
[17]. It is defined as follows: putting the ordered elements 0, . . . ,m − 1 of Zm evenly
distributed on the circle, the Lee weight of an element is the distance on the circle from
the element to zero. See Definition 3 for more details. The Euclidean weight is defined
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as a square of the Lee weight, see Definition 4. Both weights carry the same symmetry
group.

The symmetry group of the Leeweight in general is small compared to themaximum
possible symmetry group of a weight on Zm. Hence the mentioned known results on
the extension property do not apply in this case. However, as it was pointed out by one
of the referees, in [4] the authors proved a weaker version of the extension theorem for
the so-called "egalitarian" weight on Zm: every linear weight preserving map extends to
a monomial map (not necessarily weight preserving). This weight has no assumptions
on its symmetry group. For the case m = 2k the Lee weight is egalitarian, which means
that every Lee weight preserving linear map on a code extends to a monomial map, not
necessarily Lee weight preserving.

Originally, the difficulty of the extension problem for the Lee weight was pointed
out by Wood in [21]. Later, in [22]Wood conjectured that the extension property holds
for the alphabet Zm equipped with the Lee weight for every integer m ≥ 2, however, the
conjecture remained unproved till now. In [2] Barra proved the conjecture for primes
of the form m = 4p + 1, where p is prime. He also checked the validity of Wood’s
conjecture for the first 2000 prime m. In [12] Langevin andWood proved the conjecture
for m = 2k , m = 3k , where k is a positive integer, and for primes of the special form
m = 2p + 1, where p is a prime. Such prime p is called a Sophie Germain prime and
the number 2p + 1 associated with p is called a safe prime. In [5] we resolved the case
of all prime m. A work in preparation [13] describes a solution of the problem for the
case when m is a power of prime. However, its approach does not seem to work for
other integers.

The papers [5] and [12] also consider the extension problem for the Euclidean
weight. It is proved that for the mentioned values of m, that is, primes and powers of 2
and 3, the extension property holds for the Euclidean weight as well.

In this paper we give a proof of the conjecture for all integers m ≥ 2. The original
idea of Wood in [21] is to reduce the extension problem for the alphabet Zm equipped
with some weight to a calculation of the determinant of a special square matrix. Every
entry of the matrix is equal to the weight of some element in Zm. His determinant
criterion is the main tool in all the papers [2, 5, 12] related to the conjecture. Our
approach is “dual” — we calculate the determinant of a square matrix with entries
equal to the discrete Fourier transform of the Lee weight calculated for elements in Zm.
The approach allows us to formulate the dual determinant criterion for arbitrary weight
on Zm, see Proposition 1, and finally prove the Extension Theorem for the Lee weight
on Zm, see Theorem 1. We also improve the existing results for the Euclidean weight
by proving the extension theorem for all m ≥ 2 using our determinant criterion, see
Theorem 2 and Remark 2.

2 Preliminaries
Let m be a positive integer. We represent the ring Zm in the usual way as a set of
integers,

Zm := {0, . . . ,m − 1}.

The ring Zm is a commutative ring with identity. Denote the group of units of Zm as
Z∗m and represent it as the set,

Z∗m := {x ∈ Zm | (x,m) = 1} .
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A weight ω on the alphabet Zm is a map Zm → C. Some authors require a weight ω to
be nonnegative, to satisfy the condition ω(0) = 0, or to satisfy the triangle inequality.
In this paper we do not require any of these.

Let n be a positive integer. For an element ®x ∈ Znm we define its weight as,

ω(®x) :=
n∑
i=1

ω(xi).

For a weight ω : Zm → C we define its symmetry group,

G(ω) :=
{
h ∈ Z∗m | ∀x ∈ Zm, ω(hx) = ω(x)

}
.

For example, the symmetry group of the Hamming weight on Zm is Z∗m.

Definition 1. Let G be a subgroup of Z∗m. A map f : Znm → Znm is called G-monomial
if there exist a permutation π ∈ Sn and elements g1, . . . ,gn ∈ G such that for every
®x ∈ Znm,

f (x1, . . . , xn) = (g1xπ(1), . . . ,gnxπ(n)).

It is true that for every ®x ∈ Znm and each G(ω)-monomial map f , ω( f (®x)) = ω(®x).
That is, G(ω)-monomial maps preserve the weight ω. The converse is not always true.

Definition 2. The alphabet Zm has the extension property with respect to the weight
ω if for every positive integer n and for every Zm-linear code C ⊆ Znm each Zm-linear
ω-preserving map f : C → Znm extends to a G(ω)-monomial map.

2.1 Characters and the Fourier transform
In order to prove our extension criterion we are going to use the character-theoretic
approach, first introduced in [19] and generalized in [20, 21, 22]. In this section we
recall basic properties of characters and the Fourier transform over finite abelian groups,
which can be found in the textbooks [11] and [18].

Consider the abelian group of nonzero complex numbers with respect to multipli-
cation, (C∗,×). Let M be a finite abelian group. Denote by

M̂ := Hom(M,C∗)

the group of characters of M . The isomorphism M̂ � M holds. In fact, the map
M → ̂̂M,w 7→ [χ 7→ χ(w)] is a canonical isomorphism of groups. In this paper we
identify M and ̂̂M .

The Fourier transform of a map φ : M → C is the map F (φ) : M̂ → C defined as

F (φ)(χ) :=
∑
w∈M

φ(w)χ(w).

The Fourier transform is C-linear and invertible.
Let H be a subgroup of M . Define the group annihilator H⊥ ⊆ M̂ as

H⊥ :=
{
χ ∈ M̂ | ∀w ∈ H, χ(w) = 1

}
.

For all subgroups H ⊆ M , N ⊆ M̂ ,

H⊥⊥ = H, N⊥⊥ = N .
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Let m be a positive integer and let ω : Zm → C be a map. Denote by

θ(x) := exp
(
2πi

x
m

)
the canonical additive character of Zm. We identify the groups Zm and Ẑm considering
the group isomorphism Zm → Ẑm, x 7→ [y 7→ θ(xy)]. Then, the Fourier transform of
ω is the map F (ω) : Zm → C,

F (ω)(y) =
∑
x∈Zm

ω(x)θ(xy).

The map F (ω) : Zm → C, denoted ω̂, is know as the discrete Fourier transform of ω.
The discrete Fourier transform is also C-linear and the equalities hold, for all x ∈ Zm,̂̂ω(x) = mω(−x)

and ∑
y∈Zm

ω̂(y) = mω(0). (1)

For all g ∈ Z∗m and all y ∈ Zm,

ω̂(gy) =
∑
x∈Zm

ω(x)θ(xgy) =
∑
x∈Zm

ω(g−1x)θ(xy) = �ωg−1(y). (2)

The symmetry groups of a weight ω : Zm → C and its discrete Fourier transform
coincide,

G(ω) = G(ω̂). (3)

Indeed, from eq. (2), G(ω) ⊆ G(ω̂) and thus G(ω̂) ⊆ G(̂̂ω) = G(ω).

2.2 Auxiliary map
In this section we introduce an auxiliary map, which plays an important role in the proof
of Proposition 1.

Note that every finite abelian group of exponent dividing m is a Zm-module in a
natural way, and this action is the only possible one if the module shall be unital. For
the dual group the same holds.
Let M be a finite Zm-module. Consider a module homomorphism σ ∈ Hom(M,Zm).
Denote a = |imσ | and b = m

a . Since imσ is a submodule of Zm,

imσ = bZm � Za .

For the map σ we define the auxiliary map σ̃ : Za → M̂ as, for all x ∈ Za and all
w ∈ M ,

σ̃(x)(w) := θ
(
x
σ(w)

b

)
.

It is easy to check that σ̃ is an injective module homomorphism.

Lemma 1. For every σ ∈ Hom(M,Zm) the equality holds,

(kerσ)⊥ = im σ̃.
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Proof. Calculate,

kerσ = {w ∈ M | σ(w) = 0}

=

{
w ∈ M | ∀x ∈ Za, θ

(
x
σ(w)

b

)
= 1

}
= {w ∈ M | ∀x ∈ Za, σ̃(x)(w) = 1}
= {w ∈ M | ∀χ ∈ im σ̃, χ(w) = 1} = (im σ̃)⊥.

Hence, (kerσ)⊥ = (im σ̃)⊥⊥ = im σ̃. � �

Let ω : Zm → C be a map. The map ωa : Za → C, defined as

ωa(x) := ω(bx),

is the restriction of ω to the submodule bZm � Za. Note that ω̂a is a map Za → C.

Lemma 2. For each χ ∈ M̂ ,

F (ωσ)(χ) =

{
|kerσ |ω̂a

(
σ̃−1(χ)

)
, χ ∈ im σ̃;

0 , χ < im σ̃.

Proof. For each χ ∈ im σ̃,

F (ωσ)(χ) =
∑
w∈M

ω(σ(w))σ̃(σ̃−1(χ))(w)

=
∑
w∈M

ω(σ(w))θ

(
σ̃−1(χ)

σ(w)

b

)
= |kerσ |

∑
x∈Za

ωa(x)θ
(
σ̃−1(χ)x

)
= |kerσ |ω̂a

(
σ̃−1(χ)

)
.

Using Lemma 1, for each χ < im σ̃ = (kerσ)⊥ there exists w0 ∈ kerσ such that
χ(w0) , 1. Then,

F (ωσ)(χ) =
∑

w+w0∈M

ω(σ(w + w0))χ(w + w0)

=
∑
w∈M

ω(σ(w))χ(w)χ(w0)

= χ(w0) F (ωσ)(χ),

and thus F (ωσ)(χ) = 0. � �

3 Determinant criterion
Let m ≥ 2 and n be positive integers. Let C ⊆ Znm be a Zm-linear code and let
f ∈ Hom(C,Znm). Let M be a Zm-module isomorphic to C, called a message set.
Following [19], let λ ∈ Hom(M,Znm) be an encoding map of C, i.e., an injective map
such that im λ = C, in the form

λ = (λ1, . . . , λn),
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where λi ∈ Hom(M,Zm) is a projection on the ith coordinate, for i ∈ {1, . . . ,n}. Define
the map µ ∈ Hom(M,Znm),

µ := f λ,

and the corresponding projections µi ∈ Hom(M,Zm), for i ∈ {1, . . . ,n}.

M Znm

Znm

µ

λ
f

Lemma 3. Let σ,τ be two maps in Hom(M,Zm) and denote a = |imσ |. If kerσ =
ker τ, then imσ = im τ and there exists unique h ∈ Z∗a such that τ = hσ.

M Zm

Zm

τ

σ h

Proof. Since the kernels are equal, consider two canonical injective homomorphisms
σ,τ : M/kerσ → Zm. Note that imσ = imσ and imσ � M/kerσ. The cardinalities
of the submodules imσ and im τ of Zm are equal, hence imσ = im τ. The map
τσ−1 is an automorphism of imσ � Za and thus there exists unique h ∈ Z∗a such that
τσ−1(x) = hx for all x ∈ imσ. For every w ∈ M , τ(w) = τ(w) = hσ(w) = hσ(w),
where w = w + kerσ, w ∈ M/kerσ. � �

For a map ω : Zm → C define the square matrix over C,

W(ω) :=
(
ω

(
g−1h

))
g,h∈Z∗m/G(ω)

.

The matrix is well-defined.
Remark 1. Matrices of this and similar forms naturally appear in earlier studies of the
extension problem, as for example in [6] and [21]. Also, they were used in more recent
works [8] and [12]. In the mentioned papers the extension property for a weight ω was
derived by proving that det W(ω) is nonzero. In the next proposition we prove a similar
determinant criterion but in terms of the discrete Fourier transform of the weight.

Let a be a positive divisor of m. Recall that G(ω) is a symmetry group of the weight
ω : Zm → C and recall that ωa(x) = ω

(
m
a x

)
. Consider the symmetry group

G(ωa) =
{
h ∈ Z∗a | ∀x ∈ Za, ωa(hx) = ωa(x)

}
of the weight ωa : Za → C.

Proposition 1. Let ω : Zm → C be a weight. If for all positive a|m, a , 1, the matrix
W(ω̂a) is invertible,

det W(ω̂a) , 0,

and the map
G(ω) → G(ωa),g 7→ g mod a,

is onto, then Zm has the extension property with respect to the weight ω.
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Proof. Let C ⊆ Znm be a linear code and let f : C → Znm be a linear ω-preserving map.
The map f is ω-preserving if and only if ωλ = ωµ, i.e.,

n∑
i=1

ωλi =

n∑
j=1

ωµj,

as functions M → C. Calculating the Fourier transform of both sides we get the
following dual equality of functions on M̂ ,

n∑
i=1
F (ωλi) =

n∑
j=1
F (ωµj).

We split the rest of the proof of the proposition into four parts.

Part 1. Among all the submodules im λ̃i , im µ̃j of M̂ , for i, j ∈ {1, . . . ,n}, choose
one maximal with respect to inclusion and let σ ∈ Hom(M,Zm) denote the map that
corresponds to the chosen module. As in Section 2.2, we denote a = |imσ |.

If im σ̃ is the zero submodule, then σ = λi = µj = 0 for all i, j ∈ {1, . . . ,n} and
thus C = {0} and f is the zero map, which extends to a G(ω)-monomial map. We
assume that im σ̃ is a non-zero submodule and thus a , 1.

By analogy with the group of units U(Zm) = Z∗m, for a Zm-module N let U(N)
denote the set of elements that generate the module,

U(N) := {x ∈ N | 〈x〉 = N}.

If N is not cyclic, thenU(N) = ∅. Note that themodule im σ̃ is cyclic as a homomorphic
image of a cyclic module. We want to restrict the obtained equality of the Fourier
transforms to the non-empty setU(im σ̃).

Assume U(im σ̃) ∩ im λ̃i , ∅ for some i ∈ {1, . . . ,n}. Obviously, im σ̃ ⊆ im λ̃i .
Since the image im σ̃ is maximal with respect to inclusion, for all i ∈ {1, . . . ,n},
im σ̃ 1 im λ̃i . Therefore im σ̃ = im λ̃i . From Lemma 1, kerσ = ker λi .

According to Lemma 2, the map F (ωλi) has its support in the set im λ̃i . Hence, if
kerσ , ker λi , then U(im σ̃) ∩ im λ̃i = ∅ and thus F (ωλi) = 0 on U(im σ̃). In the
same way, if kerσ , ker µj , for some j ∈ {1, . . . ,n}, then F (ωµj) = 0 onU(im σ̃).

Let us denote I = {i | kerσ = ker λi} and J = { j | kerσ = ker µj}. At least one
of the sets I or J is nonempty. The restriction of the dual equality toU(im σ̃) gives us
the following, ∑

i∈I

F (ωλi) =
∑
j∈J

F (ωµj).

Part 2. We transform this equality of functions on M̂ to an equivalent equality of
functions on Za.

Since ker λi = ker µj = kerσ, for i ∈ I and j ∈ J, from Lemma 3, there exist
unique gi, hj ∈ Z

∗
a such that λi = giσ and µj = hjσ. And the equality becomes,∑

i∈I

F (ωgiσ) =
∑
j∈J

F (ωhjσ).

We get, moving the terms to the left hand side of the equality and changing the
summation over all g ∈ Z∗a, ∑

g∈Z∗a

xg F (ωgσ) = 0
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onU(im σ̃), where

xg := |{i ∈ I | gσ = λi}| − |{ j ∈ J | gσ = µj}|.

From Lemma 2, F (ωgσ) = |kerσ |ω̂agσ̃
−1 onU(im σ̃), and we get

|kerσ | ©«
∑
g∈Z∗a

xgω̂ag
ª®¬ σ̃−1 = 0

onU(im σ̃). Since σ̃ is injective, ∑
g∈Z∗a

xgω̂ag = 0,

onU(Za) = Z∗a.

Part 3. We simplify the obtained equality using the symmetries of the map ωa. Using
eq. (2), for all h ∈ Z∗a, ∑

g∈Z∗a

xgω̂a(g
−1h) = 0.

Group together equal terms considering the action of the group G(ωa)
(3)
= G(ω̂a),∑

g∈Z∗a/G(ωa )

©«
∑

t∈G(ωa )

xtg
ª®¬ ω̂a(g

−1h) = 0,

for all h ∈ Z∗a/G(ωa). Since the matrix W(ω̂a) is invertible, for each g ∈ Z∗a/G(ωa),∑
t∈G(ωa )

xtg = 0.

Part 4. From this equality we are going to deduce the conditions on the encoding maps
λi, i ∈ I, and µj, j ∈ J. Rewriting it,∑

t∈G(ωa )

|{i ∈ I | tgσ = λi}| =
∑

t∈G(ωa )

|{ j ∈ J | tgσ = µi}|,

or the same, using Lemma 3,

|{i ∈ I | ∃t ∈ G(ωa), tgσ = λi}| = |{ j ∈ J | ∃t ∈ G(ωa), tgσ = µi}|,

for all g ∈ Z∗a/G(ωa). Therefore, there exist a bijection π : I → J and ti ∈ G(ωa), for
i ∈ I, such that λi = tiµπ(i).

From the second assumption of the statement, for each i ∈ I there exists t ′i ∈ G(ω)
such that t ′i y = tiy, for all y ∈ imσ � Za, and thus λi = t ′i µπ(i).

Since for all t ∈ G(ω), for all i ∈ I and all j ∈ J, ωtλi = ωλi and ωtµj = ωµj , the
equality ∑

i∈I

ωλi =
∑
j∈J

ωµj

holds on the whole module M . Subtract the obtained equality from the first equality of
the proof. We get ∑

i∈{1,...,n}\I

ωλi =
∑

j∈{1,...,n}\J

ωµj .
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Repeat for this equality all the steps starting from the beginning of the proof.
Finally, we come up with a permutation π ∈ Sn and maps t ′i ∈ G(ω) such that for

all i ∈ {1, . . . ,n}, λi = t ′i µπ(i). Therefore, f extends to a G(ω)-monomial map. � �

To illustrate our determinant criterion we give yet another proof of the extension
theorem for the Hamming weight on Zm.
Example 1. Let m ≥ 2 be a positive integer. Consider the Hamming weight H : Zm →
{0,1}. Calculate,

Ĥ(x) =
{

m − 1 , x = 0;
−1 , x , 0.

The symmetry group G(Ĥ) (3)
= G(H) coincides with the full group Z∗m. Since the

quotient Z∗m/G(H) contains only one class {1}, det W(Ĥ) = Ĥ(1) = −1 , 0.
For every positive integer a , 1 that divides m the weight Ha : Za → {0,1} is

also the Hamming weight and therefore W(Ĥa) , 0. The map G(H) = Z∗m → Z∗a =
G(Ha), x 7→ (x mod a) is onto. From Proposition 1, for each positive integer m the
alphabet Zm has the extension property with respect to the Hamming weight.

The following two examples show that the assumptions of Proposition 1 are vital
for the conclusion to hold.
Example 2. Consider the weight ω : Z6 → Z defined in the following table along with
its discrete Fourier transform.

x 0 1 2 3 4 5

ω(x) 0 3 2 1 2 3
ω̂(x) 11 0 −4 −3 −4 0

The map ω̂ equals zero in both points of the group G(ω̂) = G(ω) = Z∗6 = {1,5}. The
quotient group is Z∗6/G(ω) = {1}, and therefore the matrix W(ω̂) is the zero 1 × 1
matrix with the zero determinant. Nevertheless, the second condition of Proposition 1
is satisfied, since G(ω3) = {1,2} and G(ω2) = {1}.

The extension property does not hold for Z6 equipped with the weight ω. Consider
the code C = Z2

6 and the map f ∈ Hom(C,Z2
6), defined by,

1 0
0 1

f
−→

2 3
3 2 .

The map f preserves the weight ω and does not extend to a G(ω)-monomial map.
Example 3. Consider the weight ω : Z6 → Z defined in the following table along with
its discrete Fourier transform.

x 0 1 2 3 4 5

ω(x) 0 1 1 1 1 2
ω̂(x) 6 −1−

√
3i

2
−3−
√

3i
2 −2 −3+

√
3i

2
−1+
√

3i
2

Calculate the groups, G(ω) = {1} ⊂ Z∗6, G(ω2) = {1} = Z∗2 and G(ω3) = {1,2} = Z∗3.
Obviously, the second condition of Proposition 1 does not hold for a = 3, because
(1 mod 3) = 1 , 2 in Z∗3.
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We check that the first condition of Proposition 1 is satisfied for a = 6, a = 3 and
a = 2. Calculate the determinant of W(ω̂),

det W(ω̂) = det

(
−1−
√

3i
2

−1+
√

3i
2

−1+
√

3i
2

−1−
√

3i
2

)
=
√

3i , 0.

For a = 3 and a = 2, ωa is the Hamming weight on Za, and from Example 1,
det W(ω̂a) = −1 , 0. Now we consider the code C and the map f ∈ Hom(C,Z2

6),
defined by,

1 2
f
−→ 1 4 .

The map f preserves the weight ω and does not extend to a G(ω)-monomial map, even
though it extends to a Z∗6-monomial map.

4 Extension theorem for the Lee weight
Definition 3. The Lee weight L : Zm → N0 is the map defined as follows,

L(x) :=
{

x , x ≤ m
2 ;

m − x , x > m
2 .

Our proof of the extension theorem for the Lee weight follows the idea presented in
Example 1. However, for the Lee weight the main difficulty is in the calculation of its
discrete Fourier transform L̂ and proving that the matrix W(L̂) is invertible. Unlike the
case of the Hamming weight, the symmetry group G(L) is much smaller, in general,
than Z∗m, and W(L̂) is no longer a 1 × 1 square matrix.

Denote r := dm2 e and define the parity indicator δ := 1 if m is even and δ := 0 if m
is odd. Since L(x) = L(m − x), for x ∈ Zm, the Fourier coefficients of L are in R.

Lemma 4. For each x ∈ Zm \ {0},

L̂(x) = −
( sin r πxm

sin πx
m

)2

. (4)

Proof. Let n be a positive integer and let α ∈ R. The Fejér kernel is the real-valued
map defined on R,

Fn(α) :=
1
n

( sin n
2α

sin α
2

)2

= 1 + 2
n−1∑
k=1

(
1 −

k
n

)
cos kα.

The Dirichlet kernel is the map defined as,

Dn−1(α) :=
sin 2n−1

2 α

sin α
2
= 1 + 2

n−1∑
k=1

cos kα.

Combining the equalities for the Fejér kernel and the Dirichlet kernel we get,

n−1∑
k=1

k cos kα =
n
2
(Dn−1(α) − Fn(α)) .
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Put α = πx
m ∈ (0, π). Then,

L̂(x) =
m−1∑
k=0

L(k) cos 2kα = 2
r−1∑
k=1

k cos 2kα + r(−1)xδ

= r (Dr−1(2α) − Fr (2α) + (−1)xδ) .

For the odd m = 2r − 1,

Dr−1(2α) =
sin(2r − 1)α

sinα
=

sin πx
sin πx

m

= 0.

For the even m = 2r ,

Dr−1(2α) =
sin(2r − 1)α

sinα
=

sin
(
πx − πx

m

)
sin πx

m

= (−1)x+1.

Finally, L̂(x) = −rFr

(
2πx
m

)
= −

(
sin r πx

m

sin πx
m

)2
. � �

Lemma 5. The following inequality holds,

− 4L̂(1) > L̂(0). (5)

Proof. From Lemma 4,

L̂(1) = −
( sin rπ

m

sin π
m

)2

,

and calculate

L̂(0) = 2
r−1∑
k=0

k + rδ = r(r − 1) + rδ =
m2 − 1 + δ

4
.

Recall the well-known trigonometric inequalities, for α ∈ (0, π2 ),

2
π
α < sinα < α. (6)

Consider the following,

−4L̂(1) = 4
( sin rπ

m

sin π
m

)2
(6)
> 4

(
sin 2π

3
π
m

)2

=
3m2

π2 >
m2

4
≥ L̂(0).

� �

The symmetry group of the Lee weight is equal to {1,m − 1}. To simplify the
notations, we denote this group by {±1}.

Lemma 6. The matrix W(L̂) is invertible,

det W(L̂) , 0.

11



Proof. From eq. (3), G(L̂) = G(L) = {±1}. Recall that

W(L̂) =
(
L̂(g−1h)

)
g,h∈Z∗m/{±1}

.

If m = 2, then det W(L̂) = L̂(1) = −1 , 0, so we assume that m > 2.
Each row and column of the matrixW(L̂) is a permutation of the Fourier coefficients

L̂(g) calculated for all g ∈ Z∗m/{±1}. Hence, each row and each column of the matrix
contain exactly one element L̂(1), which, up to the sign of the determinant, can be
relocated on the main diagonal of the matrix by permuting rows or columns.

Let us take the set of class representatives of Z∗m/{±1} in Z∗m to be a subset of
{1, . . . ,r − 1}, since m > 2.

For the following sum over all x ∈ (Z∗m/{±1}) \ {1} the inequalities hold,∑
x

|L̂(x)| ≤
r−1∑
x=2
|L̂(x)|

(4)
= −

r−1∑
x=2

L̂(x) = −
r−1∑
x=2

L̂(x) +
m
2

L(0)

(1)
= −

r−1∑
x=2

L̂(x) +
1
2

m−1∑
x=0

L̂(x) =
1
2

(
L̂(0) + 2L̂(1) + L̂(r)δ

)
(5)
<

1
2

(
−4L̂(1) + 2L̂(1)

)
= −L̂(1)

(4)
= |L̂(1)|.

From the Levy–Desplanques dominant diagonal criterion, the determinant det W(L̂) is
nonzero. � �

Theorem 1. For every integer m ≥ 2 the alphabet Zm has the extension property with
respect to the Lee weight.

Proof. To prove this theorem we use Proposition 1. Let a|m, a , 1, be a positive
integer and denote b = m

a . Let ` denote the Lee weight on Za. For all x ∈ Za,
La(x) = L(bx) = b`(x). Since the discrete Fourier transform is C-linear,

det W(L̂a) = b |Z
∗
a/{±1} | · det W(̂̀).

From Lemma 6, det W(̂̀) , 0 and hence det W(L̂a) , 0. The first condition of
Proposition 1 is satisfied thereby. The second condition is satisfied as well, since
{1,m − 1} → {1,a − 1},g 7→ (g mod a) is onto. From Proposition 1 the alphabet Zm
has the extension property with respect to the Lee weight. � �

5 Extension theorem for the Euclidean weight
Definition 4. The Euclidean weight E : Zm → N0 is the map defined as follows,

E(x) :=
{

x2 , x ≤ m
2 ;

(m − x)2 , x > m
2 .

12



In other words, E = L2.
As in the case with the Lee weight, the proof of the extension theorem for the

Euclidean weight depends on the calculation of the Fourier coefficients of Ê and the
determinant of the matrix W(Ê). The proof of the fact that det W(Ê) is nonzero is
slightly more elaborate, though.

As in the previous section, we denote r = dm2 e and the parity indicator δ = 1 if m is
even and δ = 0 if m is odd. Since E(x) = E(m − x), for x ∈ Zm, the Fourier coefficients
of E are in R.

Lemma 7. For every x ∈ Zm \ {0},

Ê(x) =

{
(−1)x m

2 sin2 πx
m

, m is even;
(−1)x m

2 sin2 πx
m

cos πx
m , m is odd.

Proof. Recall that the Dirichlet kernel is the map defined as,

Dn−1(α) =
sin 2n−1

2 α

sin α
2
= 1 + 2

n−1∑
k=1

cos kα,

for α ∈ R. Let us denote the second derivative,

Rc(β) :=
(
sin cβ
sin β

) ′′
ββ

= −
1

sin3 β

(
sin cβ

(
(c2 + 1) sin2 β − 2

)
+ c sin 2β cos cβ

)
,

for c ∈ R, β ∈ R \ {0}. Then
n−1∑
k=1

k2 cos kα = −
1
2
(Dn−1(α))

′′
αα = −

1
2

(
sin 2n−1

2 α

sin α
2

) ′′
αα

= −
1
8

R2n−1

(α
2

)
.

Put α = πx
m ∈ (0, π) and calculate,

Ê(x) =
m−1∑
k=0

E(k) cos 2kα = 2
r−1∑
k=1

k2 cos 2kα + δ(−1)xr2

= −
1
4

R2r−1 (α) + δ(−1)x
m2

4
.

For the even m = 2r ,

sin(2r − 1)α = sin(2r − 1)
πx
2r
= (−1)x+1 sin

πx
2r
= (−1)x+1 sinα,

cos(2r − 1)α = cos(2r − 1)
πx
2r
= (−1)x cos

πx
2r

= (−1)x cosα,

and hence,

R2r−1 (α) = −
1

sin3 α

(
(−1)x+1 sinα

(
(4r2 − 4r + 2) sin2 α − 2

)
+ (4r − 2) sinα cosα(−1)x cosα

)
=
(−1)x

sin2 α

((
4r2 − (4r − 2)

)
sin2 α − 2 − (4r − 2) cos2 α

)
=
(−1)x

sin2 α

(
4r2 sin2 α − 4r

)
= (−1)x4r2 −

(−1)x4r
sin2 α

= (−1)xm2 −
(−1)x2m

sin2 α
.

13



For the odd m = 2r − 1,

sin(2r − 1)α = sin(2r − 1)
πx

2r − 1
= 0, cos(2r − 1)α = (−1)x,

and

R2r−1(α) = −
1

sin3 α
((−1)x(4r − 2) sinα cosα) = −

(−1)x2m cosα
sin2 α

.

Substituting the obtained values in the expression for Ê we get the statement of the
lemma. � �

Lemma 8. The following inequality holds,

det W(Ê) , 0.

Proof. The symmetry group of the Euclidean weight E is equal to {±1}. Recall that

W(Ê) =
(
Ê(g−1h)

)
g,h∈Z∗m/{±1}

.

If m = 2 or m = 3, then det W(Ê) = Ê(1) = −1 , 0, so we assume that m > 3.
Each row and column of the matrixW(Ê) is a permutation of the Fourier coefficients

Ê(g) calculated for all g ∈ Z∗m/{±1}. Hence, each row and each column of the matrix
contain exactly one element Ê(1), which, up to the sign of the determinant, can be
relocated on the main diagonal of the matrix by permuting rows or columns.

Let us take the set of class representatives of Z∗m/{±1} in Z∗m to be a subset of
{1, . . . ,r − 1}, since m > 3.

Recall the famous Euler’s sum,
∞∑
x=1

1
x2 =

π2

6
. (7)

As in the proof of Theorem 1 we are going to bound the sum of the absolute values of
the Fourier coefficients |Ê(x)| over all x ∈ (Z∗m/{±1}) \ {1} by the single value |Ê(1)|.

Let us bound the Fourier coefficients for even m,

|Ê(x)| =
m

2 sin2 πx
m

(6)
<

m

2
(

2x
m

)2 =
m3

8x2 ,

|Ê(1)| =
m

2 sin2 π
m

(6)
>

m

2
(
π
m

)2 =
m3

2π2 .

Since 2 < Z∗m, the inequalities for the sum are the following,∑
x

|Ê(x)| ≤
r−1∑
x=3
|Ê(x)| <

∞∑
x=3

m3

8x2
(7)
=

m3

8

(
π2

6
− 1 −

1
4

)
<

m3

2π2 < |Ê(1)|.

We recall the following trigonometric inequality (see [16, Section 3.4.18]), for
α ∈ (0, π2 ),

cosα <
sin2 α

α2 . (8)
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For odd m ≥ 5,

|Ê(x)| =
m cos πx

m

2 sin2 πx
m

(8)
<

m

2
(
πx
m

)2 =
m3

2π2x2 ,

|Ê(1)| =
m cos π

m

2 sin2 π
m

(6)
>

m cos π
m

2
(
π
m

)2 =
m3 cos π

m

2π2 .

Since cos π
m > cos π

4 =
1√
2
, for the sum we get the following bound,

∑
x

|Ê(x)| ≤
r−1∑
x=2
|Ê(x)| <

∞∑
x=2

m3

2π2x2
(7)
=

m3

2π2

(
π2

6
− 1

)
<

m3 cos π
m

2π2 < |Ê(1)|.

From the Levy–Desplanques dominant diagonal criterion, the determinant of W(Ê) is
nonzero. � �

Theorem 2. For every integer m ≥ 2 the alphabet Zm has the extension property with
respect to the Euclidean weight.

Proof. The proof of this theorem repeats the proof of Theorem 1 with minor changes.
Let a|m, a , 1, be a positive integer and denote b = m

a . Let e denote the Euclidean
weight on Za. For all x ∈ Za, Ea(x) = E(bx) = b2e(x). Since the discrete Fourier
transform is C-linear,

det W(Êa) = b2 |Z∗a/{±1} | · det W(ê ).

From Lemma 8, det W(ê ) , 0 and hence det W(Êa) , 0. The first condition of
Proposition 1 is satisfied thereby. The second condition is satisfied as well, since
{1,m − 1} → {1,a − 1},g 7→ (g mod a) is onto. From Proposition 1 the alphabet Zm
has the extension property with respect to the Euclidean weight. � �

Remark 2. In [12] there was mentioned another Euclidean weight EPSK : Zm → C,
which is used in phase-shift key modulation. It is defined using the squared Euclidean
distance in the complex numbers, for x ∈ Zm,

EPSK(x) :=
����1 − exp

(
2πix

m

)����2 = 2 − 2 cos
2πx
m

.

In [12] the authors proved the extension theorem for this weight for all m ≥ 2. It can
also be easily proved using the approach we used for the Lee and Euclidean weights.
The main points of our proof follow. First, for all m ≥ 2, G(EPSK) = {±1}. Second,
for all positive a|m, a , 1, the restricted weight EPSK

a on Za coincides with EPSK. And
third, for all m ≥ 3 and all x ∈ Zm,

�EPSK(x) =


2m , x = 0;
−m , x ∈ {±1};
0 , x < {−1,0,1}.

The resulting matrixW(�EPSK) is a square diagonal matrix with−m on the main diagonal
and zeros elsewhere. The extension property follows from Proposition 1. The details of
the proof, which repeats the proofs of Theorem 1 and Theorem 2, are left to the reader.
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