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ABSTRACT

We analyze new high-resolution (400 pc) ∼220 GHz continuum and CO(2–1) Atacama Large Millimeter Array (ALMA) observations
of a representative sample of 23 local (z < 0.165) ultra-luminous infrared systems (ULIRGs; 34 individual nuclei) as part of the
“Physics of ULIRGs with MUSE and ALMA” (PUMA) project. The deconvolved half-light radii of the ∼220 GHz continuum sources,
rcont, are between <60 pc and 350 pc (median 80–100 pc). We associate these regions with the regions emitting the bulk of the infrared
luminosity (LIR). The good agreement, within a factor of 2, between the observed ∼220 GHz fluxes and the extrapolation of the infrared
gray-body as well as the small contributions from synchrotron and free–free emission support this assumption. The cold molecular
gas emission sizes, rCO, are between 60 and 700 pc and are similar in advanced mergers and early interacting systems. On average,
rCO are ∼2.5 times larger than rcont. Using these measurements, we derived the nuclear LIR and cold molecular gas surface densities
(ΣLIR = 1011.5−1014.3 L� kpc−2 and ΣH2 = 102.9−104.2 M� pc−2, respectively). Assuming that the LIR is produced by star formation, the
median ΣLIR corresponds to ΣSFR = 2500 M� yr−1 kpc−2. This ΣSFR implies extremely short depletion times, ΣH2/ΣSFR < 1–15 Myr,
and unphysical star formation efficiencies >1 for 70% of the sample. Therefore, this favors the presence of an obscured active galactic
nucleus (AGN) in these objects that could dominate the LIR. We also classify the ULIRG nuclei in two groups: (a) compact nuclei
(rcont < 120 pc) with high mid-infrared excess emission (∆L6−20 µm/LIR) found in optically classified AGN; and (b) nuclei following
a relation with decreasing ∆L6−20 µm/LIR for decreasing rcont. The majority, 60%, of the nuclei in interacting systems lie in the low-
rcont end (<120 pc) of this relation, while this is the case for only 30% of the mergers. This suggests that in the early stages of the
interaction, the activity occurs in a very compact and dust-obscured region while, in more advanced merger stages, the activity is
more extended, unless an optically detected AGN is present. Approximately two-thirds of the nuclei have nuclear radiation pressures
above the Eddington limit. This is consistent with the ubiquitous detection of massive outflows in local ULIRGs and supports the
importance of the radiation pressure in the outflow launching process.
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1. Introduction
Ultraluminous infrared galaxies (ULIRGs; LIR > 1012 L�) are
among the most luminous objects in the local Universe. The
majority of local ULIRGs are major gas-rich mergers at dif-
ferent evolutionary stages: from interacting systems with two
nuclei separated by few kiloparsecs to more advanced mergers
with a single nucleus (see Lonsdale et al. 2006 and references
therein). A classic evolutionary scenario suggests that merg-
ing ULIRGs evolve into a quasar that quenches the star for-
mation (SF) and, after that, the merger remnant becomes an
intermediate-mass elliptical galaxy (e.g., Sanders et al. 1988;
Springel et al. 2005). However, recent observations and simu-

lations indicate that mergers do not always quench the SF and
also that disks can regrow in mergers remnants (e.g., Ueda et al.
2014; Weigel et al. 2017; Weinberger et al. 2018). This suggests
that ULIRGs can have more varied evolutionary paths than sug-
gested by the classic scenario. Local ULIRGs might also be
scaled down versions of the dusty star-forming mergers detected
at z > 2 (e.g., Casey et al. 2014). Therefore, local ULIRGs are
excellent targets for detailed studies of the physical processes
that shape the, possibly diverse, evolutionary paths of merging
gas-rich galaxies, which were important in the high-z universe.

One key property of local ULIRGs are their extremely
compact (<1 kpc; e.g., Condon et al. 1991; Soifer et al. 2000)
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and dust obscured nuclei (Av > 1000 mag in some cases
based on their nuclear molecular gas column densities;
e.g., González-Alfonso et al. 2015). Because of this extreme
obscuration most of the radiation produced in their nuclei, either
by an active galactic nucleus (AGN) or by SF, is absorbed by dust
and re-emitted in the infrared (IR) spectral range. For this reason,
it is not straightforward to determine the dominant power source
(AGN vs. SF) of local ULIRGs. Mid-IR studies, which are
less affected by extinction than optical and near-IR works, sug-
gest that ULIRGs are mostly powered by SF (e.g., Genzel et al.
1998), although the AGN contribution increases with increas-
ing luminosities (e.g., Nardini et al. 2008; Veilleux et al. 2009).
However, for Av > 1000 mag, the mid-IR extinction is still very
high, A15 µm > 50 mag (e.g., Jiang et al. 2006), and a large part of
the emission could be completely obscured even in the mid-IR
which. This could prevent an accurate determination of the AGN
and SF contributions to the LIR of local ULIRGs using mid-IR
observations.

Alternatively, it is possible to investigate what powers local
ULIRGs by measuring the size of the region that emits the bulk
of the LIR as well as the molecular gas content (i.e., the fuel
for SF) of this region. These quantities are needed to determine
the nuclear IR luminosity and gas surface densities. Finding IR
luminosity densities well above the limit of a maximal starburst
(e.g., Thompson et al. 2005) can be used to infer the presence
of an obscured AGN and to estimate its luminosity (see e.g.,
Downes & Eckart 2007; Imanishi et al. 2011; Sakamoto et al.
2017).

In this paper, we analyze high-resolution (∼400 pc) Atacama
Large Millimeter Array (ALMA) CO(2–1) and ∼220 GHz con-
tinuum observations of sample of 23 local ULIRGs. We measure
the size of the ∼220 GHz (∼1400 µm) continuum, which we link
with the bulk of the LIR in these sources, and we estimate the
nuclear cold molecular gas content from the CO(2–1) emission.
We use these results to calculate their nuclear luminosity and
molecular gas densities.

These ALMA observations of a representative sample of
local ULIRGs are part of the “Physics of ULIRGs with
the Multi-Unit Spectroscopic Explorer (MUSE) and ALMA”
(PUMA) project. The main goals of this project are: (a) to estab-
lish the impact of massive outflows in the evolution of ULIRGs
(negative and positive feedback); and (b) to determine what
drives this feedback (AGN vs. SF) during the entire merging
process (from early stages to advanced mergers). To do so, we
combine subkiloparsec resolution adaptive optics (AO) assisted
Very Large Telescope (VLT) MUSE optical integral field spec-
troscopy and CO(2–1) ALMA data to trace the multiphase
structure of the massive outflows as well as to investigate basic
properties of the ULIRGs like their main power source. The first
MUSE results on the spatially resolved stellar kinematics and
the ionized outflow phase were presented by Perna et al. (2021)
while the detailed analysis of the Arp 220 MUSE data was pre-
sented in Perna et al. (2020). Likewise, Pereira-Santaella et al.
(2018) presented the first ALMA results on the spatially resolved
cold molecular outflows detected in three of these local ULIRGs.

The paper is organized as follows. We briefly describe the
PUMA sample in Sect. 2. The ALMA observations and data
reduction are presented in Sect. 3. In Sect. 4, we derive the
spatial properties of the ∼220 GHz continuum and the CO(2–
1) emission, and fit the IR and radio spectral energy distribu-
tions (SEDs) of the ULIRGs. Section 5 investigates the origin of
the high luminosity and molecular gas surface densities in the
ULIRG nuclei, the relation between the ∼220 GHz continuum
size with the mid-IR excess emission, the 9.7 µm silicate absorp-
tion, and the broad-band Infrared Astronomical Satellite (IRAS)

colors. We also estimate the radiation pressure in these nuclei.
The main conclusions are summarized in Sect. 6.

Throughout this article we assume the following cosmology:
H0 = 70 km s−1 Mpc−1, Ωm = 0.3, and ΩΛ = 0.7.

2. Sample of local ULIRGs

The PUMA sample is a volume-limited (z < 0.165; d <
800 Mpc) representative sample of 25 local ULIRGs (38 indi-
vidual nuclei). These objects were selected to examine the most
relevant parameters for the feedback processes: (1) the main
power source (AGN vs. SF); (2) the interaction stage (from
interacting pairs to advanced mergers); and (3) the IR luminos-
ity. The parent sample is the 1 Jy ULIRG sample (Kim et al.
1998) extended to southern objects by Duc et al. (1997). Our
sample is limited to objects with Dec between −65◦ and +25◦
which is appropriate for ALMA. We selected 12 interacting sys-
tems (nuclear separation >1 kpc) and 13 mergers with nuclear
separations <1 kpc. Half of the objects in each interaction stage
category were selected to be dominated by AGN based on mid-
IR spectroscopy (Veilleux et al. 2009; Spoon et al. 2013). The
selected objects uniformly cover the ULIRG luminosity range
between 1012.0 and 1012.7 L�. See Table 1 and Perna et al. (2021)
for more details.

So far, we have obtained ALMA CO(2–1) and ∼220 GHz
continuum observations for 92% of the systems in the sample
(23 systems with 34 individual nuclei). The CO(2–1) emission
is detected in 33 nuclei and the continuum in 29 (see Sect. 4).
In addition to our VLT/MUSE-AO optical integral field spec-
troscopy (Perna et al. 2020, 2021), the majority of the targets
have extensive ancillary multiwavelength data which include
mid- and far-IR (e.g., Veilleux et al. 2009; Spoon et al. 2013;
Pearson et al. 2016; Chu et al. 2017), radio (e.g., Condon et al.
1998; Helfand et al. 2015), and X-ray (e.g., Iwasawa et al. 2011;
Teng et al. 2015) observations.

3. Observations and data reduction

3.1. ALMA observations

We obtained ALMA 12-m array CO(2–1) 230.538 GHz and
continuum observations for 23 out of the 25 PUMA ULIRGs.
ALMA observations for the remaining two ULIRGs have
been scheduled but are not available at the time of writing.
These observations were mainly conducted as part of our pro-
grams 2015.1.00263.S, 2016.1.00170.S, and 2018.1.00699.S
(PI: M. Pereira-Santaella). For 13120−5453 and F15327+2340
(Arp 220), we used archive data from programs 2016.1.00777.S
(PI: K. Sliwa) and 2015.1.00113.S (PI: N. Scoville), respec-
tively. In addition, we complemented this dataset with
higher angular resolution data for 17208−0014 from pro-
gram 2018.1.00486.S (PI: M. Pereira-Santaella). Observa-
tions of three of the ULIRGs in our sample (F12112+0305,
F14348−1447, and F22491−1808) have already been presented
in Pereira-Santaella et al. (2018), but we include them here for
completeness.

We aimed to have a similar spatial resolution of ∼400 pc
in all the systems, so the synthesized beam full-width half-
maximum (FWHM) varies between 0′′.12 and 1′′ depending on
the distance of each target. We used a single 12-m array con-
figuration with baselines set to achieve the required angular res-
olution. The maximum recoverable scale is about ten times the
beam FWHM (i.e., 4 kpc). Depending on the redshift, the CO(2–
1) transition lies in the ALMA Band 5 or Band 6. Details on the
observations are listed in Table 2.
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Table 1. Sample of local ULIRGs.

IRAS name Nucleus RA (a) Dec (a) vCO
(b) z (c) dL

(d) Scale (d) log LIR
(e) Class. ( f ) Morph. (g)

(ICRS) (ICRS) (km s−1) (Mpc) (kpc arcsec−1) (L�)

00091−0738 0.1181 550 2.13 12.34 HII I
S 00 11 43.272 −07 22 07.35 31 637 . . .
N 00 11 43.302 −07 22 06.18 31 686 . . .

00188−0856 − 00 21 26.513 −08 39 25.99 34 136 0.1285 602 2.29 12.42 Sy2 M
00509+1225 – 00 53 34.934 +12 41 35.94 17 265 0.0611 273 1.18 11.87 Sy1 M
01572+0009 – 01 59 50.251 +00 23 40.88 42 077 0.1633 782 2.80 12.65 Sy1 M
F05189−2524 – 05 21 01.400 −25 21 45.30 12 285 0.0427 188 0.84 12.10 Sy2 M
07251−0248 0.0878 400 1.64 12.45 I

W 07 27 37.532 −02 54 54.38 24 201 HII
E 07 27 37.613 −02 54 54.25 24 193 HII

09022−3615 – 09 04 12.706 −36 27 01.93 16 856 0.0596 266 1.15 12.33 HII M
F10190+1322 0.0763 345 1.45 12.04 I

W 10 21 42.493 +13 06 53.83 21 336 HII
E 10 21 42.754 +13 06 55.61 21 167 HII

11095−0238 0.1064 491 1.95 12.33 I
SW 11 12 03.359 −02 54 23.29 28 806 LINER
NE 11 12 03.383 −02 54 22.94 28 863 LINER

F12072−0444 0.1284 601 2.29 12.48 I
S 12 09 45.13 −05 01 14.6 (†) Sy2
N 12 09 45.13 −05 01 13.5 (†) Sy2

F12112+0305 0.0730 329 1.39 12.32 LINER I
SW 12 13 45.940 +02 48 39.12 20 448 . . .
NE 12 13 46.057 +02 48 41.55 20 322 . . .

13120−5453 – 13 15 06.323 −55 09 22.82 9046 0.0311 136 0.62 12.27 Sy2 M
F13451+1232 0.1217 568 2.19 12.31 I

W 13 47 33.36 +12 17 24.2 (†) Sy2
E 13 47 33.50 +12 17 23.8 (†) LINER

F14348−1447 0.0826 375 1.55 12.41 I
SW 14 37 38.281 −15 00 24.23 22 911 LINER
NE 14 37 38.397 −15 00 21.27 22 809 LINER

F14378−3651 – 14 40 59.013 −37 04 31.93 19 113 0.0681 306 1.30 12.15 Sy2 M
F15327+2340 0.0181 78 0.37 12.19 M

W 15 34 57.224 +23 30 11.44 5290 LINER
E 15 34 57.293 +23 30 11.29 5380 LINER

16090−0139 – 16 11 40.419 −01 47 06.35 35 352 0.1337 629 2.37 12.62 HII M
16155+0146 0.1330 625 2.36 12.24 I

NW 16 18 09.364 +01 39 21.75 35 188 Sy2
SE 16 18 09.54 +01 39 19.7 (†) . . . . . .

17208−0014 – 17 23 21.957 −00 17 00.88 12 304 0.0428 189 0.84 12.43 LINER M
F19297−0406 0.0856 390 1.61 12.45 I

S 19 32 22.30 −04 00 01.8 (†) 236 85 HII
N 19 32 22.309 −04 00 01.03 23 589 HII

19542+1110 – 19 56 35.785 +11 19 05.03 17 629 0.0625 280 1.20 12.09 LINER M
20087−0308 – 20 11 23.866 −02 59 50.72 28 600 0.1055 487 1.93 12.47 LINER M
20100−4156 0.1298 609 2.31 12.66 I

NW 20 13 29.48 −41 47 32.6 (†) 34 428 HII
SE 20 13 29.556 −41 47 35.21 34 453 LINER

20414−1651 – 20 44 18.159 −16 40 16.82 23 962 0.0869 396 1.63 12.24 HII M
F22491−1808 0.0776 352 1.47 12.23 I

W 22 51 49.24 −17 52 23.7 (†) . . . HII
E 22 51 49.349 −17 52 24.13 21 600 HII

Notes. (a)Coordinates of the ∼220–250 GHz continuum detected by ALMA for each nucleus (see Sect. 4.1). The typical astrometric uncertainty is
25 mas. (b)CO(2–1) velocity of the nucleus using the radio definition in the kinematic local standard of rest (Lamperti et al., in prep.). (c)Redshift
using the average velocity of the system. (d)Luminosity distance and scale for the assumed cosmology (see Sect. 1). (e)6–1500 µm IR luminosity
derived from the SED fit. The typical uncertainty is 0.03 dex (see Sect. 4.4). ( f )Nuclear activity classification based on optical spectroscopy (see
Perna et al. 2021). (g)System morphology: I. Interacting system with nuclear separation >1 kpc; M. Advanced merger with nuclear separation
<1 kpc (see Perna et al. 2021). (†)For the four nuclei undetected in the ALMA images and the two systems (F12072−0444 and F13451+1232)
not observed by ALMA, we used near-IR and optical HST images, whose astrometry was tied to Gaia DR2, to measure the nuclear position (see
Sect. 3.1 of Perna et al. 2021).
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Table 2. Summary of the continuum ALMA observations.

IRAS name Synthesized beam Beam FWHM (b) Sensitivity (c) Obs freq. ALMA band ALMA project ID
(arcsec× arcsec,◦) (a) (pc) (µJy beam−1) (GHz)

00091−0738 0.31× 0.23, −83 570 45 194.2 5 2018.1.00699.S
00188−0856 0.13× 0.12, −46 290 18 192.4 5 2018.1.00699.S
00509+1225 0.31× 0.28, 24 340 24 232.6 6 2018.1.00699.S
01572+0009 0.16× 0.13, 69 410 33 188.2 5 2018.1.00699.S
F05189−2524 0.52× 0.42, −70 390 34 236.7 6 2018.1.00699.S
07251−0248 0.27× 0.24, −50 420 23 228.3 6 2018.1.00699.S
09022−3615 0.30× 0.27, −87 330 24 232.9 6 2018.1.00699.S
F10190+1322 0.30× 0.27, 5 410 23 229.4 6 2018.1.00699.S
11095−0238 0.31× 0.24, −86 540 29 196.2 5 2018.1.00699.S
F12112+0305 0.30× 0.26, −76 390 21 231.1 6 2016.1.00170.S
13120−5453 0.65× 0.65, 0 400 150 239.6 6 2016.1.00777.S
F14348−1447 0.29× 0.25, 89 420 22 229.1 6 2016.1.00170.S
F14378−3651 0.36× 0.24, 84 390 41 231.1 6 2018.1.00699.S
F15327+2340 1.27× 0.81, 40 370 290 226.9 6 2015.1.00113.S
16090−0139 0.20× 0.16, −85 420 37 193.3 5 2018.1.00699.S
16155+0146 0.26× 0.14, −72 440 50 193.4 5 2018.1.00699.S
17208−0014 0.47× 0.47, 0 400 240 237.8 6 2018.1.00486.S
F19297−0406 0.27× 0.26, 79 420 18 228.5 6 2018.1.00699.S
19542+1110 0.35× 0.30, −59 390 26 232.3 6 2018.1.00699.S
20087−0308 0.31× 0.25, −70 540 17 196.3 5 2018.1.00699.S
20100−4156 0.18× 0.12, 58 350 25 193.9 5 2018.1.00699.S
20414−1651 0.18× 0.14, −54 260 27 228.4 6 2018.1.00699.S
F22491−1808 0.39× 0.29, −89 500 26 229.6 6 2015.1.00263.S

Notes. (a)FWHM in arcsec and east of north Position Angle in degrees of the synthesized beam. (b)Average beam FWHM at the distance of the
system (see Table 1). (c)1σ continuum sensitivity.

We defined four 1.875 GHz bandwidth spectral windows
with 2–8 MHz (3–10 km s−1) channels, depending on the tar-
geted spectral feature. One spectral window was centered at the
sky frequency of 12CO(2–1) 230.538 GHz. The remaining spec-
tral windows were centered at the frequency of nearby transitions
(e.g., CS(5–4), H30α, SiO(5-4)) when possible or at a “line-free”
spectral range.

We used the ALMA reduction software CASA (v5.6.1;
Mcmullin et al. 2007) to calibrate the data using the standard
pipeline. The absolute flux accuracy of Band 5 and 6 data is
∼10% (ALMA Technical Handbook). For the CO(2–1) spec-
tral window, we subtracted a constant continuum level esti-
mated from the line emission free channels in the uv plane.
The data were cleaned using the tclean CASA task and the
Brigss weighting with robustness parameters between −0.5 and
2.0 to match the required ∼400 pc spatial resolution. For two
systems (13120−5453 and 17208−0014), the largest synthesized
beam provides a spatial resolution better than 400 pc, so we
used the imsmooth task to convolve the cubes with a Gaussian
and obtained the desired spatial resolution. For F15327+2340
(Arp 220), we only used the compact configuration data which
provide a ∼370 pc spatial resolution comparable to that of the
other ULIRGs in our sample. The channel width of the final
cubes is ∼10 km s−1 and the pixel sizes are about a sixth of
the beam FWHM (i.e., between 20 and 120 mas). In addi-
tion to the line data cubes, we produced continuum images
using spectral windows where no emission or absorption lines
were present. The continuum sensitivities range from 18 to
290 µJy beam−1 with more sensitive data for the more distant
objects (see Table 2).

In this paper, we primarily focus on the analysis of the
continuum and CO(2–1) maps. In a future paper (Lamperti

et al., in prep.), we will present the detailed analysis of the line
data.

3.2. Ancillary Spitzer data

To complete the spectral energy distribution (SED) of the
ULIRGs (Sect. 4.4), we used mid-IR Spitzer data. In particu-
lar we used the 5.2–38 µm low-resolution (R ∼ 60−130) spectra
from the Infrared Spectrograph (IRS; Houck et al. 2004) and the
70 and 160 µm images from the Multiband Imaging Photometer
(MIPS; Rieke et al. 2004).

We downloaded the calibrated IRS spectra for all the systems
in our sample from the Cornell Atlas of Spitzer/Infrared Spectro-
graph Sources (CASSIS; Lebouteiller et al. 2011) and measured
the flux at 34 µm, which is approximately at the middle point
between the 24 and 70 µm photometric points in log scale and
avoids the noisier long-wavelength edge of the IRS spectrum.

We also downloaded the calibrated MIPS images for five
systems from the Spitzer Heritage Archive1. The ULIRG sys-
tems appear as point-sources at the MIPS angular resolution
(18′′ and 40′′ at 70 and 160 µm, respectively). For the 70 µm
image, we used a 35′′ radius aperture and a 39–65′′ background
annulus and then multiplied the flux by 1.24 to account for the
aperture correction factor (see Table 4.14 of the MIPS Instru-
ment Handbook). For the 160 µm images, we subtracted a global
background emission level and used a 60′′ radius aperture. We
applied a 1.40 aperture correction factor which is appropriate for
sources with temperatures between 30 and 150 K (see Table 4.15
of the MIPS Instrument Handbook). The measured Spitzer IRS
and MIPS fluxes are listed in Appendix A.

1 https://sha.ipac.caltech.edu
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Fig. 1. ALMA continuum observation (first panel), best-fit model (second panel), residual emission after subtracting the continuum model (third
panel), and the integrated CO(2–1) emission (moment 0) from Lamperti et al., in prep. (fourth panel) for 00188−0856 as an example. The two
contour levels in the first panel indicate the 3σ and the 0.5×peak emission levels. In the second panel, the individual components of the best-fit
model are presented as a black circle (point source model) and as a dashed ellipse (deconvolved Gaussian model). The black crosses in the first,
third, and fourth panels mark the fit location of the continuum peak. The red hatched ellipses represent the beam FWHM. The units are µJy beam−1

for the continuum panels and Jy km s−1 beam−1 for the CO(2–1) panel. The continuum model fits for the whole sample are shown in Fig. B.1.

4. Data analysis

4.1. ALMA continuum model. Size and flux

We modeled the ALMA 220–250 GHz continuum images to
determine the flux, size, and position of the detected emit-
ting regions. In general, these regions are compact (FWHMs
similar to the beam size) and their morphological structure is
barely resolved. Therefore, we used simple models consisting
of a point-source, a Gaussian, point-source + Gaussian, or two
Gaussians. These models were convolved with the beam and
compared with the observations to determine a χ2 value. Then,
we minimized the χ2 by varying the fluxes, sizes, and positions
of the model components.

We tried these four models for each nucleus and selected the
one with the lowest reduced χ2. The best-fit models reproduce
quite well the observed emission. The median (mean) reduced
χ2 is 1.1 (1.4), the maximum is 3.1, and no significant struc-
tures are seen in the residual images (see Fig. 1). This figure also
shows the best-fit model whose parameters are listed in Table 3.
The best-fit positions are presented in Table 1. Based on these
parameters, we computed the half-light radius of the ∼220 GHz
continuum, rcont, which is defined as the radius of the region that
contains 50% of the observed flux.

For 11 nuclei whose model includes a point-source, the half-
light radius is not well defined because the point source con-
tributes >50% to the total flux. Therefore, to estimate the size
upper limit in these cases, we performed a series of simulations.
First, we subtracted, when present, the extended Gaussian com-
ponent of the model. Then, we used circular Gaussian models
with fixed FWHM from 2 to 6 pixels2, that were convolved with
the beam, and obtained the χ2 variation as function of the model
FWHM. Finally, we estimated the 3σ FWHM upper limit as the
FWHM at which the χ2 increases by 9.03 with respect to the min-
imum χ2. The FWHM upper limits are also included in Table 3.

Figure 2 shows the distribution of the half-light radius and
the upper limits. The measured rcont range from <50 pc to 350 pc
with a median value of 80–100 pc. The rcont of AGN and non-
AGN objects, based on optical spectroscopy, are similar.

Mid-IR observations already indicate that ULIRGs are very
compact (<1 kpc; Soifer et al. 2000; Díaz-Santos et al. 2010;

2 6 pixels approximately corresponds to the beam FWHM.
3 The 9.0 constant corresponds to the value at which the cumulative
distribution function of a χ2 distribution with one degree of freedom is
equivalent to a 3σ confidence interval of a normal distribution (∼0.997).

Alonso-Herrero et al. 2014, 2016; Imanishi et al. 2020). Our
higher angular resolution ALMA continuum data suggest that
they are even more compact.

4.2. Higher resolution observations

The CO(2–1) and 230 GHz continuum emission of F15327+
2340 (Arp 220) have been observed by ALMA at much higher
resolution (8 pc) than the data used in this paper. However, these
data are still unpublished. Instead, we can compare with the 20–
40 pc 2.7 mm (∼110 GHz) continuum observations presented by
Scoville et al. (2017) and Sakamoto et al. (2017). These authors
measure deconvolved Gaussian FWHM of 160–180 mas for the
East nucleus and 74–114 mas for the West nucleus. From the low
resolution data, we obtained 2 × rcont = 400 mas and <260 mas
for the East and West nuclei, respectively. Therefore, we recover
a reliable upper limit size for the bright and compact source in
the West nucleus. For the East nucleus, we derive a size two
times larger. However, it is possible that part of extended emis-
sion detected in the low-resolution data is filtered out, or too
faint, in the ten times higher resolution published observations.

In addition, 17208−0014 was observed as part of another
program which aimed to obtain ∼100 pc spatial resolution
CO(2–1) and continuum data. These observations will be ana-
lyzed in detail in a future paper. However, here we use the high
resolution continuum data (120 pc vs. 400 pc), to test whether the
source size derived from the low-resolution data (rcont < 75 pc
for this object) is consistent with the size measured in the high-
resolution data.

Figure 3 compares the low- and the high-resolution maps.
The difference between the continuum fluxes in both images
measured using a 1′′ radius aperture is <9% (42.7± 0.2 vs.
46.3± 0.3 mJy). This indicates that the higher resolution data do
not miss significant low surface brightness emission. This figure
also shows that the continuum emission peak measured in the
original low-resolution data (Table 1) appears slightly shifted
(30 mas or 26 pc) in the high-resolution image. This is possibly
because now we start to spatially resolve the inner structure of
the nucleus and multiple smaller regions appear.

We applied the same model fitting procedure described in
Sect. 4.1 to the higher resolution image. The original model
consisted of a point source plus a Gaussian (see Table 3 and
Fig. B.1). For the high-resolution data, we used two Gaussians
since the emission core is resolved. This “core” Gaussian has
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Table 3. ALMA continuum models.

Total Point Gaussian 1 Gaussian 2

IRAS name Nucleus Rest freq. flux (a) flux Flux FWHM(b) Flux FHWM(b) rcont
(c) χ2

red

(GHz) (mJy) (mJy) (mJy) (mas, mas) (mJy) (mas, mas) (mas) (pc)

00091−0738 S 217.10 4.83± 0.05 4.83± 0.05 . . . . . . . . . . . . <40 <85 0.91
N <0.15 . . . . . . . . . . . . . . . . . . . . . . . .

00188−0856 – 217.12 1.74± 0.10 0.47± 0.03 1.26± 0.09 227± 24,187± 13 . . . . . . 75± 2 173 0.98
00509+1225 – 246.83 1.03± 0.07 . . . 1.03± 0.07 191± 20,104± 22 . . . . . . 70± 4 83 1.05
01572+0009 – 218.90 1.12± 0.13 0.53± 0.05 0.59± 0.11 331± 100,89± 70 . . . . . . 22± 4 63 1.05
F05189−2524 – 246.86 6.29± 0.21 3.90± 0.12 2.39± 0.18 488± 42,449± 24 . . . . . . <80 <67 1.13
07251−0248 W 248.39 0.97± 0.05 . . . 0.97± 0.05 122± 16,95± 18 . . . . . . 53± 3 88 0.73

E 9.29± 0.15 7.74± 0.14 1.55± 0.07 328± 51,199± 21 . . . . . . <50 <82 1.20
09022−3615 – 246.80 6.98± 0.59 2.50± 0.32 319± 107,18± 93 4.48± 1.05 1050± 160,540± 133 227± 66 262 2.17
F10190+1322 W 246.86 0.39± 0.10 . . . 0.39± 0.10 483± 133,258± 104 . . . . . . 176± 22 255 1.01

E 2.80± 0.11 0.79± 0.06 2.00± 0.09 618± 37,294± 26 . . . . . . 153± 4 222 1.25
11095−0238 SW 217.13 0.41± 0.13 . . . 0.41± 0.13 275± 112,48± 76 . . . . . . <60 <117 1.11

NE 0.89± 0.03 0.89± 0.03 . . . . . . . . . . . . <60 <117 1.11
F12112+0305 SW 247.99 0.70± 0.09 0.13± 0.04 0.57± 0.08 273± 93,178± 64 . . . . . . 93± 11 129 0.73

NE 6.84± 0.11 4.78± 0.07 2.06± 0.08 430± 22,369± 24 . . . . . . <40 <55 1.13
13120−5453 – 247.05 32.14± 2.23 . . . 15.04± 1.16 668± 143,518± 115 17.09± 1.37 1504± 223,1328± 196 448± 89 279 1.03
F14348−1447 SW 248.00 2.82± 0.11 1.51± 0.04 1.31± 0.10 601± 75,482± 44 . . . . . . <40 <62 0.96

NE 1.69± 0.13 0.71± 0.11 0.98± 0.06 326± 49,239± 28 . . . . . . 64± 3 100 1.07
F14378−3651 – 246.84 2.66± 0.18 0.48± 0.07 2.18± 0.16 714± 54,540± 34 . . . . . . 262± 6 342 1.12
F15327+2340 W 230.98 135.50± 1.48 117.36± 0.97 18.13± 1.11 1739± 205,1119± 181 . . . . . . <130 <47 1.22

E 56.16± 1.03 . . . 56.16± 1.03 509± 34,357± 20 . . . . . . 213± 5 78
16090−0139 – 219.09 3.11± 0.19 0.38± 0.13 2.73± 0.13 355± 35,186± 28 . . . . . . 116± 4 275 1.37
16155+0146 NW 219.14 0.60± 0.08 0.60± 0.08 . . . . . . . . . . . . <47 <111 0.87

SE <0.15 . . . . . . . . . . . . . . . . . . . . . . . .
17208−0014 – 247.99 42.60± 1.12 20.45± 0.56 22.15± 0.97 842± 58,636± 44 . . . . . . <90 <75 1.33
F19297−0406 S 248.01 <0.06 . . . . . . . . . . . . . . . . . . . . . . . .

N 5.99± 0.45 . . . 3.40± 0.28 247± 15,83± 13 2.58± 0.34 718± 82,640± 76 113± 4 182 2.74
19542+1110 – 246.81 3.50± 0.21 1.28± 0.12 2.22± 0.19 354± 32,276± 33 . . . . . . 91± 3 110 1.05
20087−0308 – 217.05 5.56± 0.14 2.47± 0.07 3.09± 0.12 457± 19,332± 12 . . . . . . 78± 2 151 2.11
20100−4156 NW 219.11 <0.08 . . . . . . . . . . . . . . . . . . . . . . . .

SE 3.74± 0.21 1.66± 0.15 2.08± 0.14 211± 26,152± 15 . . . . . . 34± 2 80 2.39
20414−1651 – 248.28 4.57± 0.44 1.82± 0.30 2.75± 0.32 191± 45,131± 38 . . . . . . 41± 4 66 3.10
F22491−1808 W 247.48 <0.08 . . . . . . . . . . . . . . . . . . . . . . . .

E 5.08± 0.26 3.90± 0.14 1.17± 0.22 628± 196,383± 44 . . . . . . <50 <73 2.89

Notes. In addition to the statistical uncertainties listed in this table, the absolute flux accuracy is ∼10%. (a)Total flux including all the model
components (point source, Gaussian 1, and Gaussian 2). For undetected sources, we indicate the 3σ upper limit. (b)Deconvolved FWHM of the
Gaussian models. (c)Deconvolved half-light radius.
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Fig. 2. Distribution of the ∼220 GHz continuum half-light radius (rcont;
see Table 3). Upper limits are indicated with arrows. The red (black)
histogram bars and arrows correspond to galaxies classified as AGN
(non-AGN) from optical spectroscopy. The sizes of the systems whose
ALMA flux might have high (>40%) nonthermal synchrotron contribu-
tions are marked in blue (see Sect. 5.1.2).

a flux of 17.6± 1.1 mJy and a circularized FWHM of 74± 3 mas
(62 pc; rcont = 31 pc). It contains about 40% of the 247 GHz con-
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Fig. 3. Comparison between the 400 pc resolution 247 GHz contin-
uum image analyzed in Sect. 4.1 (left panel) and the higher resolution
(120 pc) data (right panel) available for 17208−0014. The black cross
is the position of the center measured on the 400 pc image. The con-
tours are as in Fig. 1. The hatched red ellipses correspond to the beam
FWHM of each image. The color scales are in mJy beam−1.

tinuum emission from 17208−0014, so the rcont < 75 pc upper
limit we estimated from the low-resolution data (Table 3) seems
to be consistent with what is observed at higher angular resolu-
tion. The result for these two objects supports that our method
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Fig. 4. Growth curve of the CO(2–1) moment 0 map for 00188−0856 as
an example. The circles correspond to the observed flux within a circu-
lar aperture of radius r. The red line is the best fit model (Sect. 4.3). The
deconvolved best fit profile is shown in blue and its effective radius,
rCO = FWHM/2, is indicated by the vertical blue dotted line. The
dashsed green line marks the ∼220 GHz continuum radius, rcont for com-
parison. The CO(2–1) model fits for the whole sample are shown in
Fig. C.1.

to estimate the rcont can produce realistic values, even below the
beam size.

4.3. Nuclear molecular gas

Figures 1 and B.1 show that the CO(2–1) emission is more
extended than the continuum and also that it has a more com-
plex morphology. As a consequence, the simple set of models
used to fit the continuum (Sect. 4.1) does not reproduce the
CO(2–1) emission properly. Therefore, we considered a different
approach to determine the size and flux of the nuclear CO(2–1)
emission.

We used the CO(2–1) moment 0 maps (Lamperti et al., in
prep.) to extract the flux in concentric apertures centered at the
continuum peak. This produces an azimuthally averaged growth
curve for the CO(2–1) emission (see Fig. 4). To fit this curve,
we simulated a 2D circular Gaussian model, which was con-
volved with the beam, and we compared the model growth curve
with the observed one. From this fit, we obtained the decon-
volved circularized FWHM of the CO(2–1) emission and the
nuclear flux. Then, we used a ULIRG-like αCO conversion fac-
tor (0.78 M� (K km s−1 pc−2)−1) and a CO 2–1 to 1–0 ratio r21 =
0.91 (Bolatto et al. 2013) to estimate the molecular gas mass.
We limited this growth curve to the central ∼1.5 kpc, so the most
extended emission of the systems is not included in the measured
flux. Nevertheless, we are mostly interested in the CO(2–1) sizes
and fluxes of the nuclear regions detected in the continuum and
these are well covered by the apertures used (∼700 pc aperture
radius vs. rcont < 350 pc). The nuclear CO(2–1) deconvolved
sizes, rCO, fluxes, molecular gas masses, and molecular gas sur-
face densities, ΣH2 , are presented in Table 4.

The CO(2–1) radius rCO ranges from 60 to 500 pc (median
320 pc). Figure 5 shows that rCO is larger then the continuum
size rcont. The median rCO/rcont ratio is 2.5± 1.1. As for the con-
tinuum size, we do not find significant differences between the
rCO of AGN and non-AGN nuclei. If we exclude the nuclei with
upper limits for rcont, there is a good correlation between the CO
and continuum sizes (Spearman’s rank correlation coefficient

rs = 0.72, probability of no correlation p = 7 × 10−4). The best
linear fit is rCO = (0.70 ± 15) × rcont + (240 ± 30) pc.

4.4. Spectral energy distribution fit

4.4.1. IR SED

We fit the IR spectral energy distribution of these ULIRGs to
determine the expected dust emission at the ALMA frequency
(220–250 GHz≡ 1400–1200 µm). We used published IR pho-
tometry from Herschel, Infrared Space Observatory (ISO), and
IRAS (see Table 5), as well as Spitzer IRS and MIPS data (see
Sect. 3.2 and Appendix A). For observations at similar wave-
lengths, we gave preference to the data with the highest angular
resolution.

We fit the far-IR SED using a single-temperature gray-body
(e.g., Eqs. (1) and (2) of Kovács et al. 2010). We assumed a fixed
β = 1.8 (Planck Collaboration XXV 2011), but allowed the opti-
cal depth to vary. This model reproduces well the observed far-
IR SED between 30 and 500 µm for most objects. At shorter
wavelengths, some of these ULIRGs have excess mid-IR emis-
sion which has been associated with warmer dust due to an
AGN (e.g., Nardini et al. 2009; Veilleux et al. 2009). Since we
are interested in the longer wavelength emission to compare
with the ALMA observation, we only used in the fit the pho-
tometric points between 34 and 500 µm to avoid any bias due to
this mid-IR excess. We note that we excluded the ALMA con-
tinuum flux from the SED fit. For four systems (00509+1225,
01572+0009, F05189−2524, and F13451+1232), we started the
fit at 70 µm because the excess mid-IR emission was clear even
at the 34 µm photometric point. Also, for F13451+1232 (which
hosts the radio source 4C+12.50), we excluded the 500 µm flux
because it has a noticeable contribution from nonthermal emis-
sion. We show the best-fit models in Figs. 6 and D.1 and the
model parameters are presented in Table 6. To compute the total
IR luminosity between 6 and 1500 µm (rest-frame), we first inte-
grated the gray body emission. Then we subtracted the gray
body model to the IRS spectrum and obtained the 6–20 µm mid-
IR excess, ∆L6−20 µm. The total LIR is the addition of the gray
body emission and the mid-IR excess. The total LIR and the
∆L6−20 µm/LIR ratio are listed in Tables 1 and 6, respectively.

4.4.2. Nonthermal synchrotron emission

At the frequency of the ALMA observations, it is possible to
have a significant contribution from nonthermal synchrotron
emission. To estimate this contribution, we used published radio
observations of our sample of ULIRGs with frequencies between
1 and 40 GHz (Table 5). All the systems have been observed at
least at 1.4 GHz, except 13120−5453 which only has 4.85 and
0.843 GHz data. For objects with more than one radio obser-
vation (16 systems), we fit a power law to the radio data. We
obtained spectral indexes between −0.3 and −1.0 with a mean
index of −0.62 (see Table 6), which are similar to the spectral
indexes found in a sample of 31 local ULIRGs by Clemens et al.
(2008). For the remaining objects with just one radio obser-
vation at 1.4 GHz (9 systems), we assumed the mean spectral
index between 1.4 and 22.5 GHz (α1.4

22.5 = −0.671) measured
in local ULIRGs (Clemens et al. 2008). We find that the non-
thermal emission contributes between 4 and 55% (median 20%)
of the ALMA continuum flux (Table 6). In this fit, we ignored
that the free–free emission (see below) can also affect (flatten)
the spectral index (e.g., Hayashi et al. 2021). Therefore, if the
free–free emission is strong compared to the synchrotron, our
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Table 4. Nuclear CO(2–1) emission and cold molecular gas mass.

IRAS name Nucleus rCO
(a) S CO

(b) log MH2
(c) log ΣH2

(d)

(pc) (Jy km s−1) (M�) (M� pc−2)

00091−0738 S 217± 9 11.6± 0.1 9.22± 0.04 3.74± 0.05
N 421± 9 8.00± 0.41 9.05± 0.05 3.01± 0.06

00188−0856 – 321± 5 15.9± 0.2 9.43± 0.04 3.61± 0.05
00509+1225 – 281± 9 22.7± 0.4 8.92± 0.04 3.23± 0.06
01572+0009 – 285± 6 5.12± 0.07 9.15± 0.04 3.44± 0.04
F05189−2524 – 264± 8 71.3± 0.9 9.11± 0.04 3.46± 0.06
07251−0248 W 343± 13 12.5± 1.7 8.99± 0.07 3.12± 0.09

E 255± 13 31.7± 0.4 9.39± 0.04 3.78± 0.06
09022−3615 – 397± 7 153± 2 9.73± 0.04 3.74± 0.04
F10190+1322 W 470± 9 17.0± 0.8 9.00± 0.05 2.85± 0.05

E 418± 9 52.6± 0.8 9.49± 0.04 3.44± 0.05
11095−0238 SW 480± 11 20.1± 0.8 9.36± 0.05 3.20± 0.05

NE 365± 11 22.5± 0.5 9.41± 0.04 3.49± 0.05
F12112+0305 SW 262± 6 17.2± 0.5 8.96± 0.05 3.33± 0.05

NE 325± 6 72.2± 0.9 9.58± 0.04 3.76± 0.05
13120−5453 – 462± 5 472± 5 9.65± 0.04 3.52± 0.05
F14348−1447 SW 384± 9 53.9± 0.8 9.57± 0.04 3.60± 0.04

NE 350± 9 33.3± 1.3 9.36± 0.05 3.47± 0.05
F14378−3651 – 447± 7 40.9± 0.6 9.28± 0.04 3.18± 0.05
F15327+2340 † – 370± 4 1360± 7 9.63± 0.04 3.69± 0.05
16090−0139 – 374± 8 43.9± 0.6 9.91± 0.04 3.96± 0.06
16155+0146 NW 64± 12 2.24± 0.03 8.61± 0.04 4.19± 0.16

SE . . . <0.04 <6.81 . . .
17208−0014 – 364± 9 338± 6 9.79± 0.04 3.86± 0.05
F19297−0406 S . . . 1.2± 0.3 7.93± 0.11 . . .

N 455± 8 81.7± 1.3 9.78± 0.04 3.66± 0.05
19542+1110 – 231± 4 35.4± 0.2 9.14± 0.04 3.61± 0.04
20087−0308 – 413± 4 59.7± 0.6 9.83± 0.04 3.80± 0.05
20100−4156 NW 364± 8 0.939± 0.042 8.21± 0.05 2.29± 0.05

SE 210± 4 21.1± 0.1 9.56± 0.04 4.12± 0.05
20414−1651 – 262± 5 32.2± 0.5 9.39± 0.04 3.75± 0.06
F22491−1808 W . . . 0.41± 0.02 7.38± 0.02 . . .

E 280± 5 45.4± 0.3 9.44± 0.04 3.74± 0.05

Notes. (a)Deconvolved radius (0.5×FWHM) of the nuclear CO(2–1) Gaussian emission model. (b)Nuclear CO(2–1) flux derived from the Gaussian
model. This value does not include extended CO(2–1) emission beyond r > 0.7 kpc. In addition to the statistical uncertainties listed in this column,
the absolute flux accuracy is ∼10%. (c)Molecular gas mass calculated using a ULIRG-like αCO conversion factor (0.78 M� (K km s−1 pc−2)−1) and
a CO 2–1 to 1–0 ratio r21 = 0.91 (see Sect. 4.3). (d)CO(2–1) surface density within rCO calculated as 0.5×MH2 /(πr2

CO). (†)At the resolution of these
observations (370 pc) it is not possible to disentangle the CO(2–1) emission from the two nuclei of F15327+2340 (see Fig. B.1).

“nonthermal” contribution estimate would be closer to the com-
bined free–free + synchrotron total emission.

For 20087−0308, the predicted nonthermal flux is 2.8 times
higher than the observed ALMA flux. However, this source
shows radio fluxes between 1.4 and 4.85 GHz that are not fully
compatible with a power-law (Fig. D.1). This suggests that either
the power-law model is not adequate for this source, that it
presents variable radio emission, or that some of the radio fluxes
are not reliable.

4.4.3. Free–free thermal emission

The ALMA continuum measurements can also include a con-
tribution from thermal free–free emission. The free–free emis-
sion is related to the ionizing photon rate from young stars and
can trace the star-formation rate (SFR; e.g., Condon & Ransom
2016). We used the relation between the SFR and the

free–free radio emission to estimate its contribution at the
ALMA frequency (Eq. (11) from Murphy et al. 2011). The
SFR of the ULIRGs was derived from the total IR luminos-
ity using the Kennicutt & Evans (2012) calibration. The free–
free contributions are presented in Table 6. However, we note
that this free–free emission estimate is an upper limit because
we ignored the potential AGN contribution to the LIR, and
also because, in the dusty nuclear regions of ULIRGs, a frac-
tion of the ionizing photons can be absorbed by dust grains
instead of ionizing H atoms and, therefore, reduce the actual
free–free emission (e.g., Abel et al. 2009). Actually, with these
assumptions, six systems (five classified as AGN and one as
LINER) have predicted free–free upper limits above 90–100%
of the observed ALMA flux. This indicates that a large part
of their LIR likely comes from an AGN and it cannot be
directly translated into SFR and subsequently into free–free
emission.
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Fig. 5. Half light radius of the 220 GHz continuum rcont vs. 0.5×FWHM
of the CO(2–1) emission rCO. Red (black) symbols mark systems clas-
sified as AGN (non-AGN) based on optical spectroscopy. Filled sym-
bols correspond to nuclei in interacting systems and empty symbols to
nuclei in mergers (see Table 1). Blue encircled symbols are galaxies
with excess nonthermal emission whose continuum size estimates might
be inaccurate (Sect. 5.1.2). The green line is best linear fit excluding the
nuclei with rcont upper limits. The dotted line indicates the 1:1 relation.

Table 5. Far-IR and radio fluxes references

IRAS name IR Radio

00091−0738 M90 H15, H21
00188−0856 PS21, P16 H15, H21
00509+1225 P15 H15, B89
01572+0009 P15, P16 H15, B89
F05189−2524 P16, C17 C90, C91
07251−0248 C17 C98
09022−3615 P16, C17 C98
F10190+1322 M90, PS21 H15
11095−0238 P16, PS21 H15
F12072−0444 M90, P16 H15
F12112+0305 C17 C90, C91
13120−5453 P16, C17 W94, M07
F13451+1232 PS21 S98
F14348−1447 P16, C17 C90, C91
F14378−3651 P16, C17 C98, M03
F15327+2340 M90, C17 C91, C98, BM15
16090−0139 M90, K01, P16 C98
16155+0146 M90 H15
17208−0014 P16, C17 B06
F19297−0406 P16, C17 C98
19542+1110 C17 C98, L11
20087−0308 M90, P16 W98, C98, M17
20100−4156 PS21, P16 C96
20414−1651 M90, P16 C98, N03
F22491−1808 P16, C17 C90, C91, H21

References. IR: (C17) Chu et al. (2017); (K01) Klaas et al. (2001);
(M90) Moshir et al. (1990); (P15) Petric et al. (2015); (P16)
Pearson et al. (2016); (S03) Sanders et al. (2003); and (PS21) this
work Appendix A. Radio: (B89) Barvainis & Antonucci (1989); (B06)
Baan & Klöckner (2006); (BM15) Barcos-Muñoz et al. (2015); (C90)
Condon et al. (1990); (C91) Condon et al. (1991); (C96) Condon et al.
(1996); (C98) Condon et al. (1998); (H15) Helfand et al. (2015); (H21)
Hayashi et al. (2021); (L11) Leroy et al. (2011); (M03) Mauch et al.
(2003); (M07) Murphy et al. (2007); (M17) Meyers et al. (2017);
(N03) Nagar et al. (2003); (S98) Stanghellini et al. (1998); and (W94)
Wright et al. (1994).
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Fig. 6. SED fit for 00188−0856 as an example. The data points corre-
spond to the radio (green diamonds), ALMA ∼220 GHz from this paper
(red circle), and IR (remaining points) observations. The solid green
line is the 5–38 µm Spitzer/IRS spectrum. The IR observations are color
coded as follows: Spitzer/IRS synthetic photometry at 34 µm (green cir-
cle); Spitzer/MIPS (yellow circles); and Herschel/SPIRE (green trian-
gles). The solid red line is the best gray-body fit and the dashed blue
line represents the best power-law fit to the nonthermal radio emission.
Only the encircled symbols have been used for the fits (i.e., the ALMA
point is excluded from the SED fit). The dot-dashed green line repre-
sents the expected maximum free–free emission assuming that all the
LIR is produced by SF (see Sect. 4.4). The SED fits for the whole sam-
ple are shown in Fig. D.1.

5. Discussion

5.1. ALMA continuum as tracer of the IR luminosity

We aim to determine the physical size and luminosity surface
density of the regions that emit the bulk of the IR luminos-
ity in local ULIRGs. Far-IR telescopes, that detect the peak of
the IR emission, lack the angular resolution to spatially resolve
it, although it is possible to infer the size of the far-IR emis-
sion through indirect methods like the modeling of far-IR OH
absorptions (e.g., González-Alfonso et al. 2015). In this section,
we investigate if the ∼220 GHz ALMA continuum, which pro-
vides much higher angular resolutions, can be used as a proxy
of the IR emission to obtain direct estimates of the IR emitting
region sizes.

However, using the ∼220 GHz continuum to trace the size of
ULIRGs is not straightforward. At this frequency, the continuum
includes emission from dust, which is connected to the IR lumi-
nosity, but it may also include contributions from free–free and
synchrotron emissions (Condon & Ransom 2016), which might
not be directly related to the IR luminosity. This is important
because, even if the IR luminosity of local ULIRGs is thought
to be dominated by SF, the AGN contribution increases with
increasing LIR (Veilleux et al. 2009; Nardini et al. 2009), and the
synchrotron AGN emission could affect the ∼220 GHz source
sizes. In addition, ALMA is an interferometer, so part of the
emission might be filtered out. In this section, we study the
impact of these effects on the measured source sizes.

5.1.1. Filtered out flux

In general, due to the limited coverage of the uv plane, inter-
ferometric observations filter out extended large scale emis-
sion. Therefore, it might be possible that extended continuum
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Table 6. IR and radio SED fit results

IRAS name Tdust/K (a) τ350 µm
(b) log ∆L6−20 µm/LIR αnonthermal

(c) Fdust/FALMA
(d) Ffree−free/FALMA

(d) Fnonthermal/FALMA
(d)

00091−0738 78 0.40 −1.45± 0.19 −0.33± 0.05 0.22± 0.04 <0.24 0.20± 0.03
00188−0856 71 0.71± 0.09 −1.23± 0.10 −0.79± 0.05 1.35± 0.14 <0.67 0.21± 0.05
00509+1225 57 0.66± 0.17 −0.34± 0.01 −0.68± 0.05 4.39± 0.56 <1.77 0.16± 0.03
01572+0009 77 0.42± 0.17 −0.73± 0.11 −1.02± 0.05 0.90± 0.08 <1.16 0.15± 0.04
F05189−2524 66 0.28± 0.17 −0.72± 0.10 −0.54± 0.10 1.31± 0.10 <0.99 0.28± 0.12
07251−0248 75 0.50± 0.08 −1.54± 0.25 −0.671 0.61± 0.06 <0.27 0.04
09022−3615 65 0.30± 0.04 −1.10± 0.06 −0.671 1.39± 0.10 <0.70 0.40
F10190+1322 61 0.40 −1.33± 0.06 −0.671 1.49± 0.18 <0.46 0.17
11095−0238 85 0.27± 0.05 −1.26± 0.20 −0.671 0.53± 0.04 <1.06 0.55
F12072−0444 82 0.36± 0.06 −0.93± 0.08 −0.671 . . . . . . . . .
F12112+0305 63 0.36± 0.05 −1.63± 0.16 −0.51± 0.07 1.14± 0.09 <0.41 0.23± 0.07
13120−5453 58 0.37± 0.05 −1.45± 0.07 −0.63± 0.05 1.82± 0.15 <0.50 0.38± 0.10
F13451+1232 70 0.64± 0.24 −0.66± 0.05 −0.54± 0.03 . . . . . . . . .
F14348−1447 64 0.35± 0.04 −1.62± 0.14 −0.75± 0.06 1.62± 0.12 <0.65 0.17± 0.06
F14378−3651 66 0.32± 0.05 −1.48± 0.18 −1.00± 0.25 1.95± 0.14 <0.91 0.08± 0.10
F15327+2340 63 0.57± 0.10 −1.86± 0.24 −0.53± 0.05 0.73± 0.06 <0.26 0.13± 0.02
16090−0139 69 0.39± 0.05 −1.31± 0.08 −0.671 0.70± 0.05 <0.54 0.25
16155+0146 95 0.40 −0.86± 0.13 −0.671 0.56± 0.05 <1.20 0.49
17208−0014 62 0.38± 0.06 −1.73± 0.17 −0.47± 0.09 0.89± 0.08 <0.28 0.20± 0.06
F19297−0406 67 0.48± 0.07 −1.50± 0.12 −0.671 1.46± 0.11 <0.49 0.16
19542+1110 69 0.35± 0.05 −1.40± 0.16 −0.57± 0.04 1.47± 0.09 <0.72 0.32± 0.04
20087−0308 61 0.46± 0.08 −1.45± 0.09 −0.42± 0.08 0.82± 0.06 <0.37 2.79± 1.24
20100−4156 80 0.48± 0.09 −1.49± 0.22 −0.671 0.56± 0.05 <0.52 0.15
20414−1651 66 0.54± 0.08 −1.68± 0.21 −0.70± 0.06 1.32± 0.12 <0.38 0.15± 0.04
F22491−1808 75 0.33± 0.04 −1.66± 0.26 −0.39± 0.08 0.65± 0.04 <0.43 0.18± 0.05
Mean 70± 9 0.43± 0.13 −1.30± 0.08 . . . 1.21± 0.83 <0.77 0.34± 0.55
Median 67± 7 0.38± 0.12 −1.45± 0.07 . . . 1.14± 0.62 <0.65 0.20± 0.08

Notes. (a)The typical dust temperature uncertainty is ±3 K. (b)Dust optical depth at 350 µm. For objects with less than four IR photometric points,
we assumed a fixed τ350 µm of 0.4 based on the average τ350 µm of the sample. (c)We assumed a spectral index of −0.671 for the objects with only one
radio observation (see Sect. 4.4). (d)Ratio between the flux densities predicted by the gray-body, upper limit free–free, and nonthermal synchrotron
models and the observed ∼220 GHz ALMA continuum flux densities, respectively.

emission from our ULIRGs is missing in the measured fluxes
(Sect. 4.1). To evaluate this possibility we compare the max-
imum recoverable scale of our observations (about 4 kpc;
Sect. 3.1) with the sizes of the detected sources. The radii range
from <60 to 300 pc (Sect. 4.1 and Table 3), which are �4 kpc.
If >4 kpc structures were actually present in these ULIRGs,
we would expect to detect, in addition to these very compact
sources, intermediate size structures (∼2 kpc FHWM) which
are not seen in the continuum images. This suggests that the
220 GHz continuum of ULIRGs is intrinsically compact and that
we can recover most of the continuum emission with these data.

It also possible that we do not detect extended low-surface
brightness continuum emission due to the observations sensitiv-
ity. To quantify its possible impact, we assume an emitting area
with a 4×4 kpc2 size (the typical Hα effective radius of ULIRGs
is <2 kpc; Arribas et al. 2012). From the continuum sensitivity,
Table 2, we estimated extended emission 3σ upper limits which
are on average 8% of the measured fluxes and up to 20–75%
for the four faint nuclei with f220 GHz < 0.7 mJy (F10190+1322
W; 11095−0238 SW, F12112+0305 SW, and 16155+0146 NW;
see Table 3). Therefore, if low-surface brightness emission is
present, its contribution would be small for the great majority
of the nuclei (at least for 25 out of 29).

5.1.2. Dust, free–free, and synchrotron contributions

At the frequencies of the ALMA observations (190–250 GHz),
in addition to the Rayleigh–Jeans tail of the IR dust emission,

a contribution from thermal free–free, and nonthermal syn-
chrotron emission is possible. In particular, we explore whether
the free–free or synchrotron emissions could bias the measured
sizes toward more compact sizes in the case of a starburst
nucleus.

Dust. We first estimate the dust contribution. Based on the
IR SED modeling (Sect. 4.4), we found that the ALMA flux
densities are just slightly lower than the extrapolation of the IR
gray-body fit (median ratio of 1.14; Table 6). We note that we
did not use the ALMA flux in the gray-body fit. Thus, a possible
interpretation for the good agreement between the data and the
model prediction is that the ALMA flux comes from the long-
wavelength tail of the dust gray-body emission. If this is the case,
we could use the high-resolution ALMA data to determine the
size of the IR emitting regions. This good agreement between
the ALMA continuum flux and the IR SED extrapolation was
also found by Imanishi et al. (2019) using 260 GHz observations
of local ULIRGs at comparable spatial resolutions.

Free–free. The ALMA emission can include free–free emis-
sion as well. The free–free emission is produced by ionized
hydrogen usually associated with star-forming regions (see
Sect. 4.4.1). We estimated an upper limit for the free–free emis-
sion assuming that all the LIR is produced by SF (i.e., ignoring
the possible AGN contribution). This assumption also implies
that dust does not absorb any ionizing photon (Sect. 4.4.1). The
upper limit for the free–free contribution has a median value of
<65% (Table 6). But even if the free–free emission dominates the
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ALMA flux, it should not affect the region size estimates since,
for this free–free upper limit estimation, both IR and free–free
emissions should be cospatial as they have a common star for-
mation origin. Moreover, taking into account the AGN contribu-
tion to the LIR and the effect of absorption of UV photons by dust
would reduce this upper limit and, therefore, the possible impact
of the free–free emission on the source size measurements.

Synchrotron. Some contribution from synchrotron emission
is possible too. If this synchrotron emission is produced by
supernovae (i.e., related to star-forming regions), the ALMA
regions sizes should not be affected since the IR emission and
the supernovae (SNe) should have similar spatial distributions.
Alternatively, AGN can produce strong synchrotron emission.
In our sample, only F13451+1232 (4C+12.50) has excess radio
emission with respect to the radio-IR relation (see Perna et al.
2021). Actually, the F13451+1232 ∼220 GHz emission is dom-
inated by synchrotron radiation (see Fig. D.1) and, therefore,
cannot be directly used as a proxy of the IR emitting region.
For the remaining objects, we estimated a median nonthermal
contribution, which includes both SNe and AGN emission, of
20% and up to 40–60% in four objects: one of the starbursts
(09022−3615), one LINER (11095−0238), and two out of the
seven systems classified as AGN in the optical (13120−5453,
and 16155+0146). The latter suggests that the optical detec-
tion of an AGN does not imply that the ∼220 GHz emission
is always dominated by synchrotron AGN emission in local
ULIRGs. However, how the AGN synchrotron emission affects
the ALMA source sizes is unclear. AGN jets producing syn-
chrotron emission have sizes ranging from parsecs to few kilo-
parsecs in radio-quiet AGN (Hardcastle & Croston 2020). For
instance, the synchrotron radio jet emission from the AGN
ULIRG 01572+0009 (PG 0157+001) has a ∼7 kpc diameter
(Leipski et al. 2006), although according to our SED modeling,
the synchrotron contribution at 220 GHz is small, about 0.15,
and should not affect the estimated size in this object. For the
five systems with a high nonthermal contribution, we find that
their sizes and luminosity and molecular gas surface densities
do not differ from those of the rest of the sample (see Fig. 2).

5.1.3. Summary

It seems likely that these ∼220 GHz continuum ALMA obser-
vations trace the IR emitting region for the majority of local
ULIRGs and that the filtered out flux due to the interferometric
observations is small. The good agreement between the IR gray-
body extrapolation and the ALMA fluxes supports this. Free-free
and SNe synchrotron emissions could contribute to the ALMA
flux, but since they have a star formation origin they should
not affect the size estimates for a starburst ULIRG. Synchrotron
emission from AGN could bias the size measurements, although
we do not find significant differences in size between the five sys-
tems with high synchrotron emission and the rest of the sample.
Therefore, in the following sections we assume that the size of
the ∼220 GHz continuum is equivalent to the size of the region
which emits the bulk of the IR luminosity in these ULIRGs.

5.2. Extreme nuclear IR luminosity densities

Using the half-light radius, rcont, of the ALMA continuum and
half of the IR luminosity (Sects. 4.1 and 4.4), we calculated
the luminosity surface density, ΣLIR , in the nuclear regions of
the ULIRGs. For systems with two nuclei, we estimated their
IR luminosity fraction using their relative ALMA continuum
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Fig. 7. Cold molecular gas surface density (ΣH2 ) vs. IR luminosity sur-
face density (ΣLIR ). Galaxy symbols are as in Fig. 5. The dotted black
lines indicate the maximum luminosity from an instantaneous starburst
using 100% (ε = 1) or 20% (ε = 0.2) of the available cold molecular gas
(see Sect. 5.2.1). The orange solid line is the Eddington luminosity limit.
For points above this line, the radiation pressure is stronger than gravity
(Sect. 5.5). The dashed blue lines indicate the 1 and 10 Myr depletion
times for reference assuming that the IR luminosity is produced by SF.
The column density (NH) axis is calculated from ΣH2 assuming a uni-
form mass distribution (i.e., NH = 2 × ΣH2/m(H2) where m(H2) is the
H2 molecular weight).

fluxes. In 70% of the interacting systems, the luminosity is com-
pletely dominated (>90% of the total luminosity) by one of
the nuclei. These fractions and the resulting surface densities
are listed in Table 7. We find log ΣLIR/(L� kpc−2) between 11.5
and 14.3 with a median value of 13.2. If this IR luminosity is
produced by SF, it corresponds to ΣSFR = 2500 M� yr−1 kpc−2

using the Kennicutt & Evans (2012) SFR calibration. These val-
ues are much higher (1–2 orders of magnitude) than the densi-
ties found in local starburst LIRGs, even when they are observed
at higher angular resolutions of ∼100 pc (e.g., Xu et al. 2015;
Pereira-Santaella et al. 2016; Michiyama et al. 2020). Similarly,
z ∼ 3–6 submillimeter galaxies have lower surface densities,
150–1300 M� yr−1 kpc−2 when observed at ∼kpc resolutions
(e.g., Riechers et al. 2017; Gómez-Guijarro et al. 2018). At
higher resolutions, ∼200 pc, these submillimeter galaxies have
ΣSFR between 100 and 3000 M� yr−1 kpc−2 which are still lower
than the majority of the local ULIRGs (e.g., Oteo et al. 2017;
Gullberg et al. 2018).

The observed ΣLIR range is comparable to that measured in
local ULIRGs using radio and IR observations at similar angu-
lar resolution. Using 33 GHz radio data, Barcos-Muñoz et al.
(2017) found a median surface density of 1012.8 L� kpc−2 in
a sample of 22 local interacting and merging systems with
log LIR/L� > 11.6. Similarly, González-Alfonso et al. (2015)
estimated nuclear ΣLIR > 1012.8 L� kpc−2 for ten local ULIRGs
based on the modeling of the far-IR OH absorptions. In addi-
tion, mid-IR ground-based studies of ULIRGs derive maxi-
mum luminosity densities between 1012.1 and 1014.6 L� kpc−2

(Soifer et al. 2000; Imanishi et al. 2011). For the western
nucleus of F15327+2340 (Arp 220 W), using higher resolu-
tion data (<50 pc) a luminosity density about 1014.3−15.5 L� kpc−2

has been estimated (Downes & Eckart 2007; Wilson et al. 2014;
Sakamoto et al. 2017; González-Alfonso & Sakamoto 2019).
Therefore, our results are compatible with previous findings
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Table 7. Nuclear properties.

IRAS name Nucleus Frac. (a) log ΣLIR
(b) tdep

(c) Above Eddington Optical AGN? (e) CON ( f ) HCN 14 µm (g)

(L� kpc−2) (Myr) limit? (d)

00091−0738 S 0.97 >13.67 <0.78 Y N . . . Y
N <0.03 . . . . . . . . . . . . . . .

00188−0856 – 1.00 13.15± 0.08 2.0± 0.1 Y Y . . . N
00509+1225 – 1.00 13.30± 0.09 0.65± 0.09 Y Y . . . N
01572+0009 – 1.00 14.30± 0.18 0.10± 0.01 Y Y . . . N
F05189−2524 – 1.00 >13.70 <0.4 Y Y . . . Y
07251−0248 W 0.09 12.74± 0.07 1.6± 0.3 Y N . . . Y

E 0.91 >13.78 <0.65 Y N . . .
09022−3615 – 1.00 12.70± 0.24 7.3± 0.7 N N N N
F10190+1322 W 0.12 11.53± 0.11 14.3± 1.8 N N . . . N

E 0.88 12.50± 0.08 6.0± 0.7 N N . . .
11095−0238 SW 0.32 >12.88 <1.3 Y N . . . Y

NE 0.68 >13.22 <1.2 Y N . . .
F12112+0305 SW 0.09 12.27± 0.12 7.5± 0.8 N N . . . N

NE 0.91 >14.00 <0.38 Y N ?
13120−5453 – 1.00 12.59± 0.23 5.8± 0.7 N Y N N
F14348−1447 SW 0.63 >13.83 <0.39 Y N N N

NE 0.37 13.19± 0.08 1.3± 0.2 Y N N
F14378−3651 – 1.00 12.29± 0.07 5.2± 0.6 N Y ? N
F15327+2340 W 0.71 >13.89 0.42± 0.05 Y N Y Y

E 0.29 13.07± 0.07 2.7± 0.3 N N ?
16090−0139 – 1.00 12.94± 0.07 7.0± 0.9 N N . . . Y
16155+0146 NW 0.80 >13.26 <5.8 ? Y . . . N

SE < 0.2 . . . . . . . . . . . . . . .
17208−0014 – 1.00 >13.88 <0.65 Y N Y Y
F19297−0406 S < 0.01 . . . . . . . . . . . . . . . Y

N 0.99 13.13± 0.07 2.3± 0.2 N N . . .
19542+1110 – 1.00 13.22± 0.07 1.7± 0.2 Y N . . . N
20087−0308 – 1.00 13.32± 0.06 2.0± 0.2 Y N . . . N
20100−4156 NW <0.02 . . . . . . . . . . . . . . . Y

SE 0.98 14.04± 0.07 0.78± 0.09 Y N . . .
20414−1651 – 1.00 13.80± 0.11 0.60± 0.08 Y N . . . N
F22491−1808 W <0.02 . . . . . . . . . . . . . . . Y

E 0.98 >13.69 <0.74 Y N Y

Notes. (a)Fraction of the total IR luminosity (Table 1) which is assigned to each nucleus based on their relative ALMA continuum fluxes.
(b)Logarithm of the IR luminosity surface density assuming the source size of the ALMA continuum (Table 3). (c)Depletion time using the molec-
ular gas surface density from Table 4 and the IR luminosity surface density in this Table assuming that the latter is completely produced by SF.
(d)Indicates if the nucleus is above (Y), or not (N), the Eddington limit estimated in Sect. 5.5. (e)Indicates whether an AGN is detected (Y), or
not (N), from optical spectroscopy. See also Table 1. ( f )Objects classified as CONs based on their HCN-vib luminosity (see Falstad et al. 2021).
“?” indicates that HCN-vib emission is detected but below the CON threshold (ΣHCN-vib < 1 L� pc−2). (g)Indicates if the mid-IR HCN-vib 14 µm
absorption is detected in the system integrated Spitzer/IRS spectra from the archive (see also Lahuis et al. 2007).

and confirm that the luminosity density in the nucleus of local
ULIRGs is much higher than in other local and high-z starbursts
when measured at 100–1000 pc scales. To investigate the origin
of this high ΣLIR values, we discuss two alternatives: an optically
thick starburst and the presence of an obscured AGN.

5.2.1. Optically thick starburst

In Fig. 7, we plot the ΣLIR vs. ΣH2 (Sect. 4.3) relation for our
sample of local ULIRGs. Based on theoretical models, a ΣLIR

of ∼1013 L� kpc−2 has been suggested as the maximum ΣLIR of
warm (T < 200 K) optically thick starbursts (Thompson et al.
2005). The maximum ΣLIR for these warm starbursts is simi-
lar to the median value found in our sample. Hot (T > 200 K)
optically thick starbursts could have ΣLIR ∼ 1015 L� kpc−2 when
ΣH2 > 106 M� pc−2 (Andrews & Thompson 2011). However, we

measure ΣH2 � 106 M� pc−2, so these local ULIRGs might be
more similar to the warm optically thick starburst models.

Although the ΣLIR are similar to the maximum for a warm
optically thick starburst, when combined with the ΣH2 , the result-
ing depletion times, ΣH2/ΣSFR, would be shorter (<1–15 Myr; see
Table 7) than those measured in other LIRG starbursts (>30–
100 Myr; Xu et al. 2015; Pereira-Santaella et al. 2016).

We also estimated the maximum ΣLIR that a starburst can
produce for a given ΣH2 . Using starburst99 (Leitherer et al.
1999), we find that the maximum luminosity produced by a solar
metallicity instantaneous burst, assuming a Kroupa (2001) initial
mass function (IMF), is ∼1060 L� M−1

� at an age of ∼2.2 Myr
(see also Sakamoto et al. 2013). In Fig. 7, we show this limit
(ε = 1 dotted black line). This limit assumes that all the molecu-
lar gas is instantaneously transformed into stars (i.e., 100% effi-
cient SF). In reality, stellar feedback dissipates the molecular
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clouds before a 100% efficiency is achieved, so the maximum
luminosity from a starburst would be lower than this limit. Based
on magneto-hydrodynamic simulations, the maximum efficiency
per free-fall time is about 20% (e.g., Padoan et al. 2012) which
is shown in Fig. 7 too (ε = 0.2). This figure shows that 70% of
the nuclei are above the 100% efficiency limit (ε = 1) and all of
them are above this 20% efficiency limit.

In addition, if the nuclear luminosity is produced by a com-
pact and intense starburst, a continuous supply of molecular gas
to the nucleus would be required to sustain the ongoing SFR
level. Otherwise, it would not be possible to achieve the observed
ΣLIR which implies depletion times <1 Myr in 30% of the sample
and <15 Myr in all of them. However, the high radiation pres-
sure in the nucleus, which is compatible with being above the
Eddington limit for 67% of the nuclei (see Sect. 5.5), could pre-
vent these massive gas inflows.

5.2.2. Obscured AGN

We find that 70% of the ULIRGs have ΣLIR/ΣH2 ratios above
the limit for a ε = 1 efficient starburst. Also, 65% have ΣLIR

above the theoretical value of an optically thick warm starburst
(∼1013 L� kpc−2). These fractions are similar for systems opti-
cally classified as AGN and starbursts (see Fig. 7). These results
suggest that what produces the bulk of the IR luminosity in these
local ULIRGs is not a standard starburst.

Alternatively, an AGN could dominate the LIR of these
objects. This possibility has also been suggested because of
the high ΣLIR in the ULIRG nuclei derived from mid-IR data
(e.g., Imanishi et al. 2011) or from the millimeter continuum
in Arp 220 (e.g., Downes & Eckart 2007; Wilson et al. 2014;
Scoville et al. 2017; Sakamoto et al. 2017). From ΣH2 , we esti-
mate that the nuclear H column densities are moderate, between
1023 and 1024 cm−2 (see Fig. 7). These values are lower than
the Compton thick limit (∼2 × 1024 cm−2), so we would expect
the AGN X-ray emission not to be completely absorbed.
Iwasawa et al. (2011) observed a sample of local U/LIRGs with
Chandra at 0.5–7 keV. Twelve out of our 25 systems are part of
their sample. They found AGN evidence in six out of the 12, but
they estimated low AGN contributions to the LIR (3–20%). How-
ever, it is possible that the actual NH that obscures these AGN is
actually higher and could absorb the 0.5–7 keV X-ray emission.
Our NH estimates are based on molecular gas observations at
∼400 pc resolution, but the obscuring molecular torus could be
smaller, as observed in local Seyfert galaxies (median diameter
of 40 pc; Garcia-Burillo et al. 2021), so our NH values might be
underestimated.

To minimize the effects of the obscuring column density, we
also considered the Swift-BAT 105-Month 14–195 keV survey
(Oh et al. 2018). This higher energy X-ray band is less affected
by NH than the Chandra 0.5–7 keV range. The 5σ sensitivity
of the survey is 8.4 × 10−12 erg s−1 cm−2. Only one source in
our sample, F05189−2524, is detected at 14–195 keV. For the
rest of the targets, the Swift-BAT survey implies L14−195 keV <
1043.3−44.8 erg s−1, depending on the distance. Assuming that
the bolometric AGN luminosity is LAGN ∼ 12 × L14−195 keV
(Marconi et al. 2004), the 5σ upper limits would correspond to
LAGN < 1044.3−45.9 erg s−1 = 1010.7−12.3 L�. This would result
in an AGN contribution LAGN/LIR < 0.45 for all but one of
these ULIRGs and a median upper limit of <0.25. More sensitive
NuSTAR >10 keV observations were presented by Teng et al.
(2015). Their sample contains four of our ULIRGs, three of
them already classified as Sy in the optical. One is undetected
(F14378−3651), in F15327+2340 (Arp 220) no AGN evidence

is found, although a very deeply buried AGN is still possible, and
F05189−2524 and 13120−5453 are Compton-thin and -thick
AGN, respectively.

ULIRGs are known to be hard X-ray underluminous
(Imanishi & Terashima 2004; Teng et al. 2015) and AGN in
mergers are also heavily obscured (Ricci et al. 2017). The com-
bination of these two factors could explain why the AGN in
these sources, if present, remain mostly undetected in X-ray
observations.

As discussed before, the high ΣLIR/ΣH2 nuclear ratios can-
not be easily explained by a starburst, even if an optically thick
one is considered. These ALMA data would be consistent with
an AGN dominating the IR luminosity, but it is not possible
to confirm that an AGN is present in the nuclei of the major-
ity of these ULIRGs. The nondetection of these possible AGN
in ultra-hard X-ray observations could indicate extremely high
obscuring column densities. Higher angular resolution ALMA
data could spatially resolve the obscuring material and estab-
lish its actual column density as in nearby Seyfert galaxies (e.g.,
Garcia-Burillo et al. 2021).

5.2.3. Systematic uncertainties

There are several assumptions which could bias the ΣLIR and
ΣH2 values presented in Fig. 7. For instance, the rCO size used
to estimate the nuclear ΣH2 is larger than the rcont used for
ΣLIR . This is because the CO(2–1) emission is more extended
than the ∼220 GHz continuum (rCO/rcont = 2.5 ± 1.1; see
Sect. 4.3) and it is not possible to exactly determine the
amount of CO(2–1) within the rcont region since, in most cases,
both rcont and rCO are smaller than the beam size. There-
fore, ΣH2 are averaged over larger regions than ΣLIR and the
true nuclear ΣH2 could be higher. Consequently, the real star
formation efficiency (depletion time) could be lower (longer).
Actually, González-Alfonso et al. (2015), by modeling the far-
IR OH absorptions, estimated nuclear ΣH2 between 103.8 and
104.7 M� pc−2 for ten local ULIRGs. These values are ∼5 times
higher than our average ΣH2 derived from CO(2–1) using
∼400 pc resolution data. In addition, eight of our targets are
part of a survey to detect vibrationally excited HCN emission to
identify compact obscured nuclei (CONs). The HCN-vib (3–2)
267.199 GHz line is detected in five of these systems (63± 18%;
see Table 7 and Imanishi et al. 2016, 2019; Falstad et al. 2021).
Similarly, the mid-IR HCN-vib 14 µm absorption, which pop-
ulates the levels originating the HCN-vib emission, is detected
in ten (six interacting systems and four mergers) out of the
23 systems (43± 10% globally, 60± 15% of the interacting sys-
tems and 31± 13% of the advanced mergers; Table 7). The
presence of these HCN-vib spectral features suggests the pres-
ence of extreme nuclear column densities too. Higher resolution
CO(2–1) data will help us to establish the cold molecular gas
column density more accurately. The already available high res-
olution CO(2–1) data for 17208−0014 (120 pc resolution; see
Sect. 4.2), suggest a factor of 2 higher nuclear ΣH2 (Pereira-
Santaella, in prep.). However, for this galaxy, the nuclear ΣLIR

also increases by a factor of ∼5 using these data, so the resulting
ΣSFR/ΣH2 ratio would be even higher and reinforce the need for
an obscured AGN in this object.

Another uncertainty related to the ΣH2 is the αCO conversion
factor. We assumed a ULIRG-like factor, which is relatively low
compared to the conversion factor used for normal galaxies (see
e.g., Bolatto et al. 2013). High nuclear column densities can pro-
duce self-absorbed CO(2–1) line profiles as seen in the com-
pact nuclei of some local LIRGs (e.g., Sakamoto et al. 2013;
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Fig. 8. Logarithm of the excess mid-IR emission vs. size of the 220 GHz continuum (left panel) and size of the CO(2–1) emission (right panel).
Galaxy symbols are as in Fig. 5. The solid orange line is the best linear fit to the non-AGN (black) points. In the left panel, the red box (a) marks a
region of this diagram solely occupied by optically detected AGN. The blue box (b) indicates the location of very compact ULIRG nuclei (mostly
unresolved by our data) with negligible excess mid-IR emission. The green box shows the location of more extended nuclei with higher mid-IR
excess.

Pereira-Santaella et al. 2017; González-Alfonso et al. 2021). If
the nuclear CO(2–1) emission of these ULIRGs is self-absorbed,
the assumed ULIRG-like αCO conversion factor could result in
underestimated ΣH2 values. For this paper, we opt to use the stan-
dard ULIRG-like αCO, as it is typically done in local ULIRG
studies, but we will investigate the presence of self-absorbed
CO(2–1) profiles in these targets in a future paper. The deple-
tion times depend on the assumed αCO conversion factor. If the
actual αCO of these objects is similar to the Milky Way factor
(i.e., 5 times higher; Bolatto et al. 2013), the molecular gas mass
will be 5 times higher, and the depletion times 5 times longer.
However, the median tdep would still be very short (<6 Myr).

Finally, the maximum luminosity for a starburst (dotted lines
in Fig. 7) is calculated using a Kroupa (2001) IMF. If the IMF
in ULIRGs is top-heavy as suggested by some works (see e.g.,
Sliwa et al. 2017; Brown & Wilson 2019), the maximum star-
burst luminosity per unit of molecular gas could be higher.
For example, the maximum luminosity for an IMF truncated
at 30 M� would produce ∼10 times more luminosity per unit
of molecular gas than the standard Kroupa (2001) IMF. For an
ε = 0.2 efficiency, this top-heavy IMF could explain the ΣLIR/ΣH2

ratios observed in about half of the nuclei, although these star-
bursts would have radiation pressures above the Eddington limit
and they would not be stable on short timescales of few Myr (see
Sect. 5.5).

5.3. Continuum and CO(2–1) sizes versus mid-IR excess

In the left panel of Fig. 8, we show the relation between the
excess mid-IR emission (Sect. 4.4.1) and the 220 GHz contin-
uum size, rcont. We note that the excess mid-IR emission is esti-
mated from the system integrated Spitzer/IRS spectra. Therefore,
in interacting systems where a nuclei dominates the total LIR,
the mid-IR excess of the secondary nucleus cannot be directly
estimated from this integrated spectrum. Thus, we excluded the
eight nuclei in interacting systems with IR luminosity fractions
<20% (see Table 7). In this diagram, we can classify the ULIRG
nuclei in two main groups: compact objects (rcont < 120 pc)
with high mid-IR excess (logarithm >−0.9; red box); and objects
following a linear relationship between the two properties with
decreasing excess mid-IR emission for decreasing rcont (blue
line).

The first group exclusively contains objects classified as
AGN in the optical. We note that the two interacting sys-
tems in our sample with no ALMA data, F12072−0444 and
F13451+1232, are optical AGN with log ∆L6−20 µm/LIR > −0.9
and could lie in this region of the diagram as well. The loca-
tion of these AGN in this diagram (red box) is what is expected
if warm dust (which emits in the mid-IR) from a compact torus
produces a significant part of their total LIR. Actually, the mid-IR
f15 µm/ f30 µm color, which behaves similar to the mid-IR excess,
have been used to estimate the AGN luminosity contribution in
ULIRGs (e.g., Veilleux et al. 2009).

For the remaining nuclei there is a correlation (rs = 0.87 and
p = 1×10−3) between the continuum size and the mid-IR excess
with increasing sizes for increasing mid-IR excess emission. The
size of these sources ranges from <70 pc to ∼300 pc and the best
linear fit is log ∆L6−20µm/LIR = (−1.8±0.1)+ (2.2±0.6)×10−3×

rcont/pc.
In Fig. 8 (left panel), we highlighted (blue box) sources with

rcont < 120 pc. This box contains 46% of the sample (12 nuclei
out of 26). They have sizes comparable to the AGN (red box),
although most of them only have an upper limit rcont, so their
real size could be lower than that of the AGN. Opposite to most
AGN, which have excess mid-IR emission between 15 and 70%
of the LIR, these objects have negligible mid-IR excess (<3%).
A majority of the nuclei in interacting systems (60%) lie in this
blue box while it only includes 30% of the mergers. Actually,
mergers following this relation have larger radii (median 160 pc)
than the interacting systems (median 90 pc). This suggests that
during the early phases of the interaction (nuclear separation
>1 kpc), most of the activity (AGN and/or SF) occurs in com-
pact regions where most of the mid-IR emission is absorbed by
dust and then re-emitted in the far-IR. Then, in more advanced
merger stages (nuclear separation <1 kpc), the activity appears
on more extended regions (green box in Fig. 8), unless an opti-
cally detected AGN is present (red box sources).

In Fig. 9, we indicate the systems with AGN contribu-
tions >50% based on mid-IR observations (Veilleux et al. 2009;
Nardini et al. 2010). The majority of the optical AGN are also
classified as AGN by these mid-IR diagnostics (five out of seven)
and only three non-Sy are identified as mid-IR AGN. In addi-
tion, this figure shows that there is a good correlation between
the mid-IR AGN classification and the mid-IR excess. This is
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because these mid-IR diagnostics are based on the detection of
warm dust which is closely related to the mid-IR excess defini-
tion used here. Therefore, if the mid-IR emission of the AGN
in these ULIRGs is absorbed (see also Sect. 5.4), these mid-IR
diagnostics could fail to detect them.

The right panel of Fig. 8 shows the excess mid-IR emis-
sion as function of the molecular gas emission size rCO. We do
not find a significant correlation between the molecular gas size
and the mid-IR excess (rs = 0.34 and p = 0.12). The molec-
ular gas emission size is similar in the interacting systems and
advanced mergers (median ∼350 pc). On the contrary, hydrody-
namic simulations predict that strong torques during the first pas-
sage can pile up the gas in ∼kpc-scale starbursts and later, during
the final-coalescence, in more compact subkiloparsec starbursts
(e.g., Hopkins et al. 2013).

We find that, for the interacting systems, the molecular gas
and the continuum size distributions are very different (see
Fig. 10). The radii of the molecular gas emission is uniformly
distributed over the whole observed range (mostly between 200
and 500 pc; right panel of Fig. 10) while the continuum size dis-
tribution peaks at compact radii (<100 pc; left panel of Fig. 10).
This suggests that, even if there is a global correlation between
the continuum and the CO emission sizes for the whole sample
of ULIRGs (see Sect. 4.3 and Fig. 2), for the interacting systems,
the two sizes seem to be decoupled. An obscured AGN, which do
not need large amounts of molecular gas to produce high lumi-
nosities, could explain why these interacting nuclei have very
compact continuum sources but a more extended molecular gas
distribution.

5.4. Continuum size vs. silicate absorption and IR colors

In this section, we explore possible relations between the
220 GHz continuum size and other IR tracers. As in Sect. 5.3,
we excluded from this analysis nuclei with contributions <20%
to the total IR luminosity of the systems. We first consider
the 9.7 µm silicate absorption. We use the 9.7 µm silicate
strengths from the Infrared Database of Extragalactic Observ-
ables from Spitzer (IDEOS; Table A.1; Hernán-Caballero et al.
2020; Spoon et al., in prep.). Deep silicate absorptions have
been associated with an evolutionary phase in which the obscur-
ing molecular cocoon created during the early interaction phases
have not been yet shed (e.g., Spoon et al. 2007). Therefore, we
could expect a relation between the silicate absorption and the
size of the cold molecular or dust continuum emissions. How-
ever, we find no significant correlation between them (see left
and middle panels of Fig. 11). To explain this absence of cor-
relation, we argue that to measure deep 9.7 µm silicate absorp-
tion, some mid-IR radiation must escape the nuclear molecular
cocoon. As shown in Sect. 5.3, the fraction of the total IR emis-
sion that is emitted in the mid-IR is greatly reduced in the most
compact nuclei (i.e., the mid-IR emission is absorbed and then
re-emitted in the far-IR). Therefore, the 9.7 µm silicate absorp-
tion is not necessarily extreme in these compact sources since
their nuclear mid-IR emission is possibly absorbed and what
is observed in the mid-IR is likely produced by less obscured
external regions. The presence of several CONs in our sam-
ple (see Falstad et al. 2021), is also consistent with the mid-IR
emission of the hot nucleus being obscured. Likewise, ground-
based mid-IR spectroscopy of local AGN ULIRGs showed that
their silicate absorptions are produced by dust not directly asso-
ciated with the AGN (Alonso-Herrero et al. 2016). This scenario
is also supported by radiative transfer models of compact nuclei
where the mid-IR emission is completely absorbed for objects
with very high column densities (NH2 > 1025 cm−2; see Fig. 2 of
González-Alfonso & Sakamoto 2019).

We also studied possible correlations between the broad-
band IRAS colors and the size of the continuum and cold molec-
ular emissions. Most of the ULIRGs are undetected by IRAS
at 12 µm, for this reason we computed synthetic fluxes for the
four IRAS bands (12, 25, 60, and 100 µm) form the Spitzer/IRS
spectrum and the IR SED model (Sect. 4.4). We tried the 6
IRAS color combinations. Only the f12/ f25 color shows a sig-
nificant correlation with the continuum size (Fig. 11 right). The
f12/ f25 ratio is actually related to the mid-IR excess emission.
The 12 µm flux would trace the mid-IR emission while at 25 µm,
the emission is dominated by the IR gray-body for most of the
non-AGN ULIRGs. Therefore, this relation would be equivalent
to that presented in Sect. 5.3 with the mid-IR excess emission.

5.5. Nuclear radiation pressure. Eddington limit

We find very high ΣLIR in the nuclei of the ULIRGs, so it is
important to determine if the radiation pressure can overcome
the gravity attraction in these objects. To do so, we calculated the
Eddington limit in the ΣH2−ΣLIR plane by fitting the model results
reported by González-Alfonso & Sakamoto (2019). These mod-
els assume spherical symmetry and accurately determine the
force due to radiation pressure once the equilibrium Tdust pro-
file across the source is calculated. The models assume a den-
sity profile ∼r−1, such that ΣH2 does not depend on the source
radius. Our fitting, shown in Fig. 7 with an orange line, is approx-
imately valid for ΣH2 . 3 × 104 M� pc−2, and assumes an inter-
mediate molecular gas fraction with respect to the total mass,
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fg = 0.3, and a gas-to-dust ratio of fgd = 100 by mass. In the
optically thick limit, the Eddington luminosity is proportional to
f −1/2
g × fgd (Andrews & Thompson 2011).

Figure 7 shows that half of the nuclei, 19 out of the 29, are
above the estimated Eddington limit (see also Table 7). This
suggests that the radiation pressure can be stronger than gravity
in these nuclei and, therefore, massive gas outflows are expected.
This result is consistent with the detection of massive molecular
outflows in local ULIRGs (Sturm et al. 2011; Cicone et al. 2014;
González-Alfonso et al. 2017; Pereira-Santaella et al. 2018;
Lutz et al. 2020) and also supports that radiation pressure plays a
relevant role as a potential launching mechanism of the outflows
in local ULIRGs.

6. Conclusions

We have analyzed new high-resolution ALMA ∼220 GHz and
CO(2–1) observations of a representative sample of 23 local
ULIRGs (34 individual nuclei) as part of the Physics of ULIRGs
with MUSE and ALMA (PUMA) project (see also Perna et al.
2021). The main results of this work are the following:
1. We modeled the ∼220 GHz (190–250 GHz) continuum emis-

sion of these ULIRGs. We find that the median deconvolved
half light radius (rcont) is 80–100 pc and about 40% (11/29
with continuum detection) of the nuclei are not resolved by
these data. From the IR and radio SED modeling, we obtain
that the ALMA ∼220 GHz continuum fluxes are in good
agreement, within a factor of 2 (median ratio of 1.1± 0.7),
with the extrapolation of the dust far-IR gray body emis-
sion. This suggests that the ∼220 GHz continuum traces
the regions emitting the bulk of the IR luminosity in these
objects. We estimate that the contributions from synchrotron
(∼20%) and free–free emission (<65%) to the ALMA flux
are not likely to bias the measured sizes. Using the∼220 GHz
continuum size, we calculate IR luminosity densities, ΣLIR ,
in the range 1011.5−1014.3 L� kpc−2 (median 1013.2 L� kpc−2),
which is equivalent to ΣSFR = 2500 M� yr−1 kpc−2. This is
similar to the range derived from previous radio and ground-
based mid-IR observations and 1–2 orders of magnitude
brighter than local and high-z starbursts.

2. Similarly, we measure deconvolved CO(2–1) emission sizes,
rCO, between 60 and 700 pc. These are on average 2.5± 1.1
times larger than the ∼220 GHz continuum size. We find no
differences between systems optically classified as AGN or
starburst or between interacting systems and advanced merg-
ers. Using a ULIRG-like αCO conversion factor, we find

nuclear molecular gas surface densities, ΣH2 , in the range
102.9−104.2 M� pc−2.

3. If the LIR is produced by SF, the ΣLIR/ΣH2 ratios imply
extremely short molecular gas depletion times (<1–15 Myr).
In addition, 70% of the nuclei would have SF efficiencies
above the maximum for a starburst (ε = 1) and all of them
would have ε > 0.2, which is the maximum efficiency per
free-fall time predicted by simulations. These findings sug-
gests that the bulk of the IR luminosity of these ULIRGs does
not originate in a nuclear starburst. An obscured AGN with
LAGN/LIR > 0.5 would be an alternative energy source.

4. For the compact nuclei (rcont < 120 pc) in interacting sys-
tem with low mid-IR excess emission, the rcont is not corre-
lated with the cold molecular gas emission, rCO, which varies
between 200 and 500 pc. This could support the presence of
a deeply embedded AGN which, opposed to star formation,
would not require large amounts of cold molecular gas to
produce the observed high IR luminosities.

5. The presence of compact and extremely embedded nuclei is
supported by the detection of the HCN-vib 14 µm absorp-
tion in 43± 10% of the sample. The detection rate is higher,
60± 15%, in interacting systems than in advanced mergers,
31± 13%.

6. The ULIRG nuclei can be classified in two groups in the
220 GHz continuum size, rcont, vs. mid-IR excess emis-
sion, ∆L6−20 µm, diagram. ∆L6−20 µm is the 6–20 µm emission
excess after subtracting the far-IR gray-body contribution
in this wavelength range. These two groups are: (a) com-
pact (rcont <120 pc) nuclei with high mid-IR excess emission
(log ∆L6−20 µm/LIR > −0.9) which are optically classified
AGN; and (b) objects that follow a relation with decreasing
rcont for decreasing mid-IR excess emission. A majority of
the nuclei in interacting systems (60%) that follow this rela-
tion have rcont < 120 pc, which are at the lower end of the
rcont–mid-IR excess relation, while only 30% of the mergers
have these compact continuum emission. Mergers following
this relation have larger sizes on average. This suggest that in
the early stages of the interaction (nuclear separation >1 kpc)
most of the activity occurs in very compact regions while, in
more advanced merger stages, the activity is more extended
unless and optically detected AGN is present.

7. We find no correlation between the 9.7 µm silicate absorp-
tion and the ∼220 GHz continuum or CO(2–1) sizes. The
relatively faint mid-IR emission of the most compact nuclei
could prevent the presence of deep silicate absorptions in
their mid-IR spectra and this could hinder the use of this
absorption feature to find some obscured nuclei.
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8. We find that 67% (19/29) of the nuclei have nuclear radia-
tion pressures above the estimated Eddington limit. This is
consistent with the presence of massive molecular outflows
in ULIRGs and supports that radiation pressure can have a
relevant role in the outflow launching process.
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Appendix A: Mid-IR Spitzer observations of the ULIRGs

Table A.1. Spitzer IRS and MIPS fluxes and 9.7 µm silicate strength.

IRAS name S 9.7 µm
(a) IRS 34 µm (b) MIPS 70 µm MIPS 160 µm

00091−0738 −3.20± 0.12 1.07 . . . . . .
00188−0856 −2.72± 0.08 0.80 2.65 1.91
00509+1225 0.30± 0.01 1.34 . . . . . .
01572+0009 0.19± 0.02 1.17 . . . . . .
F05189−2524 −0.32± 0.01 7.30 . . . . . .
07251−0248 −2.77± 0.06 2.62 . . . . . .
09022−3615 −1.04± 0.01 3.53 . . . . . .
F10190+1322 −1.09± 0.02 0.85 3.55 . . .
11095−0238 −3.43± 0.07 1.54 2.95 1.28
F12072−0444 −1.42± 0.02 1.20 . . . . . .
F12112+0305 −1.35± 0.03 2.06 . . . . . .
13120−5453 −1.18± 0.01 10.1 . . . . . .
F13451+1232 −0.32± 0.02 1.03 2.04 1.41
F14348−1447 −1.89± 0.03 1.98 . . . . . .
F14378−3651 −1.44± 0.05 1.85 . . . . . .
F15327+2340 −2.74± 0.01 34.4 . . . . . .
16090−0139 −2.65± 0.06 1.07 . . . . . .
16155+0146 −2.41± 0.07 0.75 . . . . . .
17208−0014 −1.56± 0.01 8.67 . . . . . .
F19297−0406 −1.49± 0.04 2.12 . . . . . .
19542+1110 −0.97± 0.02 2.19 . . . . . .
20087−0308 −1.82± 0.04 0.99 . . . . . .
20100−4156 −2.79± 0.06 1.81 4.56 2.33
20414−1651 −1.62± 0.08 1.25 . . . . . .
F22491−1808 −1.19± 0.03 2.20 . . . . . .

Notes. Fluxes are in Jy. The flux uncertainties are dominated by the ∼10% calibration uncertainty. (a)9.7 µm silicate strength from the IDEOS
database (Hernán-Caballero et al. 2020; Spoon et al., in prep.) based on the IRS spectroscopy of these ULIRGs. (b)34 µm observed wavelength flux
measured in the Spitzer/IRS spectrum.
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Appendix B: ALMA continuum models
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Fig. B.1. Same as Fig. 1.
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Appendix C: CO(2–1) emission models
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Appendix D: SED models
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Fig. D.1. Same as Fig. 6. The IR observations are color coded as follows: Spitzer/IRS synthetic photometry at 34 µm (green circle); Spitzer/MIPS
(yellow circles); IRAS (purple diamonds); Herschel/PACS (blue squares); ISO/ISOPHOT (blue circles); and Herschel/SPIRE (green triangles).
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Fig. D.1. continued.
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