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Abstract. In this paper, we focus on epidemic event extraction in multi-
lingual and low-resource settings. The task of extracting epidemic events
is defined as the detection of disease names and locations in a docu-
ment. We experiment with a multilingual dataset comprising news arti-
cles from the medical domain with diverse morphological structures (Chi-
nese, English, French, Greek, Polish, and Russian). We investigate vari-
ous Transformer-based models, also adopting a two-stage strategy, first
finding the documents that contain events and then performing event
extraction. Our results show that error propagation to the downstream
task was higher than expected. We also perform an in-depth analysis of
the results, concluding that different entity characteristics can influence
the performance. Moreover, we perform several preliminary experiments
for the low-resourced languages present in the dataset using the mean
teacher semi-supervised technique. Our findings show the potential of
pre-trained language models benefiting from the incorporation of unan-
notated data in the training process.

Keywords: Epidemiological surveillance · Multilingualism · Semi-supervised
learning.

1 Introduction

The ability to detect disease outbreaks early enough is critical in the deployment
of measures to limit their spread and it directly impacts the work of health au-
thorities and epidemiologists throughout the world. While disease surveillance

? This work has been supported by the European Union’s Horizon 2020 research and
innovation program under grants 770299 (NewsEye) and 825153 (Embeddia). It
has also been supported by the French Embassy in Kenya and the French Foreign
Ministry.



2 S. Mutuvi et al.

has in the past been a critical component in epidemiology, conventional surveil-
lance methods are limited in terms of both promptness and coverage, while at
the same time requiring labor-intensive human input. Often, they rely on in-
formation and data from past disease outbreaks, which more often than not, is
insufficient to train robust models for extraction of epidemic events.

Epidemic event extraction from archival texts, such as digitized news reports,
has also been applied for constructing datasets and libraries dedicated to track-
ing and understanding epidemic spreads in the past. Such libraries leverage the
technology advantage of digital libraries by storing, processing, and disseminat-
ing data about infectious disease outbreaks. The work presented by Casey et
al. [5] is an example of such an initiative aiming at analyzing outbreak records
of the third plague pandemic in the period 1894 to 1952 in order to digitally map
epidemiological concepts and themes related to the pandemic. Although the au-
thors used semi-automatic approaches in their work, the discovery of documents
related to epidemic outbreaks was done manually and the entity extraction was
largely performed through manual annotation or the use of gazetteers, which
have their own limitations. Other works devoted to the studies of past epidemics
(e.g., the analysis of bubonic plague outbreak in Glasgow (1900) [10]) fully rely
on manual efforts for data collection and preprocessing. We believe that auto-
matic approaches to epidemic information extraction could also enhance this
kind of scientific study.

The field of research focusing on data-driven disease surveillance, which has
been shown to complement traditional surveillance methods, remains active [1,
7]. This is majorly motivated by the increase in the number of online data
sources such as online news text [14]. Online news data contains critical infor-
mation about emerging health threats such as what happened, where and when
it happened, and to whom it happened [35]. When processed into a structured
and more meaningful form, the information can foster early detection of disease
outbreaks, a critical aspect of epidemic surveillance. News reports on epidemics
often originate from different parts of the world and events are likely to be re-
ported in other languages than English. Hence, efficient multilingual approaches
are necessary for effective epidemic surveillance [27, 4].

Moreover, the large amounts of continuously generated unstructured data,
for instance, in the ongoing COVID-19 epidemic, are often challenging and dif-
ficult to process by humans without leveraging computational techniques. With
the advancements in natural language processing (NLP) techniques, processing
such data and applying data-driven methods for epidemic surveillance has be-
come feasible [40, 2, 30]. Although promising, the scarcity of available annotated
corpora for data-driven epidemic surveillance is a major hindrance. Obtaining
large-scale human annotations is a time-consuming and labor-intensive task. The
challenge is more pronounced when dealing with neural network-based methods
[18], where massive amounts of labeled data play a critical role in reducing gen-
eralization error.

Another specific challenge for the extraction of epidemic events from news
text is class imbalance [19]. The imbalance exists between the disease and lo-
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cation entities, which when paired characterize an epidemic event. The large
difference in the number of instances from different classes can negatively im-
pact the performance of the extraction models. Another challenge relates to data
sparsity where some languages in the multilingual setup have few annotated data
[15], barely sufficient to train models that achieve satisfactory performance.

In this study, we use a multilingual dataset comprising news articles from
the medical domain with diverse morphological structures (Chinese, English,
French, Greek, Polish, and Russian). In this dataset, an epidemic event is char-
acterized by the references to a disease name and the reported locations that are
relevant to the disease outbreak. We evaluate a specialized baseline system and
experiment with the most recent Transformer-based sequence labeling architec-
tures. Additionally, error propagation from the classification task that affects
the event extraction task is also evaluated since the event extraction task is a
multi-step task, comprising various sub-tasks [22, 13, 30]. The classification task
filters the epidemic-related documents from the large collection of online news
articles, prior to the event extraction phase. We also perform a detailed analysis
of various attributes (sentence length, token frequency, entity consistency among
others) of the data and their impact on the performance of the systems.

Thus, considering the aforementioned challenges, our contributions are the
following:

– We establish new performance scores after the evaluation of several pre-
trained and fine-tuned Transformer-based models on the multilingual data
and by comparing with a specialized multilingual news surveillance system;

– We perform a generalized, fine-grained analysis of our models with regards
to the results on the multilingual epidemic dataset. This enables us to more
comprehensively assess the proposed models, highlighting the strengths and
weaknesses of each model;

– We show that semi-supervised learning is beneficial to the task of epidemic
event extraction in low-resource settings by simulating different few-shot
learning scenarios and applying self-training.

The remainder of this paper is organized as follows. Section 2 describes the
related work. Section 3 presents the multilingual dataset utilized in our study.
In Section 4, we discuss our experimental methodology and empirical results.
Finally, Section 5 concludes this paper and provides suggestions for future re-
search.

2 Related Work

Several works tackled the detection of events related to epidemic diseases. Some
approaches include external resources and features at a sub-word representa-
tion level. For example, the Data Analysis for Information Extraction in any
Language (DAnIEL) system was proposed as a multilingual news surveillance
system that leverages repetition and saliency (salient zones in the structure of
a news article), properties that are common in news writing [26]. By avoiding
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the usage of language-specific NLP toolkits (e.g., part-of-speech taggers, depen-
dency parsers) and by focusing on the general structure of the journalistic writing
genre [21], the system is able to detect key event information from news articles
in multilingual corpora. We consider it as a baseline multilingual model.

Models based on neural network architectures and which take advantage of
the word embeddings representations have been used in monitoring social media
content for health events [25]. Word embeddings capture semantic properties of
words, and thus the authors use them to compute the distances between relevant
concepts for completing the task of flu event detection from text. Another type of
approach is based on long short-term memory (LSTM) [47] models that approach
the epidemic detection task from the perspective of classification of tweets to
extract influenza-related information.

However, these approaches, especially the recent deep learning methods such
as the Transformer-based model [44], remain largely unexplored in the context of
epidemic surveillance using multilingual online news text. Transformer language
models can learn powerful textual representations, thus they have been effective
across a wide variety of NLP downstream tasks [46, 9, 23, 3].

Despite the models requiring a large amount of data to train, annotated
resources are generally scarce, especially in digital humanities [39, 34]. Having
sufficient data is essential for the performance of event extraction models since
it can help reduce overfitting and improve model robustness [12]. To address the
challenges associated with scarcity of large-scale labeled data, various methods
have been proposed [15, 12, 6].

Among them is semi-supervised learning, where data is only partially labeled.
The semi-supervised approaches permit harnessing unlabeled data by incorpo-
rating the data into the training process [50, 43]. One type of semi-supervised
learning method is self-training, which has been successfully applied to text clas-
sification [42], part-of-speech (POS) tagging [48] and named entity recognition
(NER) [24, 37]. Semi-supervised learning methods can utilize a teacher-student
method where the teacher is trained on labeled data that generates pseudo-labels
for the unlabeled data, and the pseudo-labeled examples are iteratively combined
with the clean labels by the student [49]. These previous attempts in addressing
the problem of limited labeled data have focused on resource-rich languages such
as English [15, 12, 6]. In this study, we increase coverage to other languages, and
most importantly languages with limited available training data.

3 Dataset

Due to the lack of dedicated datasets for epidemic event extraction from multilin-
gual news articles, we adapt a freely available epidemiological dataset1, referred
to as DAnIEL [26]. The corpus was built specifically for the DAnIEL system
[26, 28], containing articles in six different languages: English, French, Greek,
Russian, Chinese, and Polish. However, the dataset is originally annotated at

1 The DAnIEL dataset is available at https://daniel.greyc.fr/public/index.php?a=corpus.
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Table 1. Statistical description of the DAnIEL partitions. DIS and LOC stand for the
number of disease and location mentions, respectively.

Partition Documents Sentences Tokens Entities DIS LOC

Train 2,185 62,748 1,786,077 2,677 1,438 1,239
French Dev 273 7,625 231,165 337 206 131

Test 273 7,408 214,418 300 177 123
Total 2,731 77,781 2,231,660 3,314 1,821 1,493

Train 379 7,312 204,919 524 319 205
English Dev 48 857 24,990 5 3 2

Test 47 921 25,290 34 27 7
Total 474 9,090 255,199 563 349 214

Train 312 4,947 151,959 259 144 115
Greek Dev 39 924 23,980 15 10 5

Test 39 531 15,951 26 12 14
Total 390 6,402 191,890 300 166 134

Train 354 6,309 193,453 67 57 10
Chinese Dev 44 838 26,720 16 14 2

Test 44 624 19,767 7 5 2
Total 442 7,771 239,940 90 76 14

Train 341 5,250 112,714 258 170 88
Russian Dev 43 618 14,168 30 27 3

Test 42 547 11,514 39 27 12
Total 426 6,415 138,396 327 224 103

Train 281 7,288 126,696 498 352 146
Polish Dev 35 954 17,165 73 40 33

Test 36 998 17,026 67 52 15
Total 352 9,240 160,887 638 444 194

Today marks one year since the last case of polio was recorded in India when the virus
paralysed an 18-month-old girl in Howrah, near Kolkata. If pending test results return
absent of the virus in coming weeks, India will be removed from the list of endemic
polio countries. But India still remains at serious risk of fresh outbreaks if the virus
is brought back into the country from overseas, and polio experts say the country’s
massive immunisation regimen must be maintained.

Fig. 1. Excerpt from an English article in the DAnIEL dataset that was published on
January 13th, 2012 at http://www.smh.com.au/national/health/polio-is-one-nation-
closer-to-being-wiped-out-20120112-1pxho.html.

the document level. We annotate the dataset to token-level annotations [31], a
common format utilized in research for the event extraction task. The token-level
dataset is made freely and publicly available2.

2 The token-level annotated dataset is available at https://bit.ly/3kUQcXD.
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Typically in event extraction, this dataset is characterized by class imbalance.
Only around 10% of the documents are relevant to epidemic events, which is very
sparse. The number of documents in each language is rather balanced, except
for French, having about five times more documents compared to the rest of the
languages. More statistics on the corpus can be found in Table 1.

In this dataset, a document generally talks about an epidemiological event
and the task of extracting the event comprises the detection of all the occurrences
of a disease name and the locations of the reported event, as shown in Figure 1.
The document talks about the ending of a polio outbreak in India, more exactly
in Howrah and Kolkata. An event extraction system should detect all the polio
event mentions, along with the aforementioned locations.

4 Experiments

Our experiments are performed in two setups:

1. Supervised learning experiments:
– Our first experiments focus on the epidemic event extraction utilizing

the entire dataset.
– Next, like most approaches for text-based disease surveillance [22], we

follow a two-step process by first applying document classification into
either relevant (documents that contain event mentions) or irrelevant
(documents without event mentions) and then performing the epidemic
event extraction task through the detection and extraction of the disease
names and locations from these documents.

2. Semi-supervised learning experiments:
– For these experiments, we simulate several few-shot scenarios for the

low-resourced languages in our dataset, and we apply semi-supervised
training with the mean teacher method in order to assess the ability
of the models to alleviate the challenge posed by the lack of annotated
data.

Models We evaluate the pre-trained model BERT (Bidirectional Encoder Rep-
resentations from Transformers) proposed by [11] for token sequential classi-
fication3. We decided to use BERT not only because it is easy to fine-tune,
but it has also proved to be one of the most performing technologies in multi-
ple NLP tasks [11, 9, 38]. Due to the multilingual characteristic of the dataset,
we use the multilingual BERT pre-trained language models and fine-tune them
on our epidemic-specific labeled data. We will refer to these models as BERT-
multilingual-cased4 and BERT-multilingual-uncased5. We also experiment with

3 For this model, we used the parameters recommended in [11].
4 https://huggingface.co/bert-base-multilingual-cased. This model was pre-trained on

the top 104 languages having the largest Wikipedia edition using a masked language
modeling (MLM) objective.

5 https://huggingface.co/bert-base-multilingual-uncased. This model was pre-trained
on the top 102 languages having the largest Wikipedia editions using a masked
language modeling (MLM) objective.
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the XLM-RoBERTa-base model [8] that has shown significant performance gains
for a wide range of cross-lingual transfer tasks. We consider this model appro-
priate for our task due to the multilingual nature of our dataset6.

Evaluation The epidemic event extraction evaluation is performed in a coarse-
grained manner, with the entity as the reference unit [29]. We compute precision
(P), recall (R), and F1-measure (F1) at the micro-level (error types are consid-
ered over all documents).

4.1 Supervised Learning Experiments

Fig. 2. Illustration of the types of experiments carried out: (1) using all data instances
(relevant and irrelevant documents), (2) testing on the predicted relevant documents
provided by the document classification step, (3) using only the ground-truth relevant
documents.

We chose DAnIEL [26] as a baseline model for epidemic event extraction.
This is an unsupervised method that consists of a complete pipeline that first
detects the relevant documents and then extracts the event triggers. The system
considers text as a sequence of strings and does not depend on language-specific
grammar analysis, hence can easily be adapted to a variety of languages. This is
an important attribute of epidemic extraction systems for online news text, as
the text is often heterogeneous in nature. Figure 2 presents the full procedure
for the supervised learning experiments.

For document classification, we chose the fine-tuned BERT-multilingual-
uncased [11, 30] whose performance on text classification is a F1 of 86.25%.
The performance in F1 with regards to the relevant documents per language
is 28.57% (Russian), 87.10% (French), 50% (English), 100% (Polish), and 50%
(Greek). One drawback of this method is the fact the none of the Chinese rel-
evant documents was found by the classification model, and thus, none of the
events will be further detected.

6 XLM-RoBERTa-base was trained on 2.5TB of newly created clean CommonCrawl
data in 100 languages.
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Holistic Analysis We now present the results of the evaluated models, namely
the DAnIEL system and the Transformer-based models. We first observe in Table
2 that all the models significantly outperform our baseline, DAnIEL. As it can be
seen in Table 2, under relevant and irrelevant documents (1), when the models
are trained on the entire dataset (i.e., the relevant and irrelevant documents), the
BERT-multilingual-uncased model recorded the highest scores, with a very small
margin when compared to the other two fine-tuned models, the cased BERT and
XLM-RoBERTa-base.

Table 2. Evaluation results for the detection of disease names and locations on all
languages and all data instances (relevant and irrelevant documents).

Models P R F1

DAnIEL Baseline 38.97 47.32 42.74

Relevant and irrelevant documents (1)

BERT-multilingual-cased 80.66 79.72 80.19
BERT-multilingual-uncased 82.25 79.77 80.99
XLM-RoBERTa-base 82.41 76.81 79.52

Predicted relevant documents (2)

BERT-multilingual-cased 52.13 89.43 65.87
BERT-multilingual-uncased 53.66 92.28 67.86
XLM-RoBERTa-base 53.10 90.65 66.97

Ground-truth relevant documents (3)

BERT-multilingual-cased 85.40 90.95 88.08
BERT-multilingual-uncased 87.16 89.79 88.46
XLM-RoBERTa-base 88.53 89.56 89.04

In Table 2, under ground-truth relevant documents (3), when evaluating the
ground-truth relevant examples only, the task is obviously easier, particularly
in terms of precision, while, when we test on the predicted relevant documents
in Table 2, under predicted relevant documents (2), the amount of errors that
are being propagated to the event extraction step is extremely high, reducing
all the F1 scores by over 20 percentage points for all models. Since there is a
considerable reduction in the number of relevant instances after the classification
step, this step alters the ratio between the relevant instances and the retrieved
instances. Thus, not only in F1 but also a significant drop in precision is observed
across all the models, when compared with the ground-truth results. The drop
in precision is due to a number of relevant documents being discarded by the
classifier.

Since our best results were not obtained after applying document classifi-
cation for the relevant article detection, we consider that our best models are
those applied on the initial dataset comprised of relevant and irrelevant doc-
uments. Thus, we continue by presenting the performance of these models for
each language in the dataset.
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Table 3. Evaluation scores (F1%) of the analyzed models for the predicted relevant
documents per language, found by the classification model. The Chinese language was
not included in the table because the classification model did not detect any relevant
Chinese document.

Model French English Greek Chinese Russian Polish

BERT-multilingual-cased 83.60 65.52 75.00 80.00 63.64 82.35
BERT-multilingual-uncased 84.17 80.70 73.47 50.00 60.27 84.62
XLM-RoBERTa-base 84.67 52.00 72.73 66.67 61.11 81.90

As shown in Table 3, BERT-multilingual-uncased obtained the highest scores
for three out of the four low-resource languages, while BERT-multilingual-cased
was more fitted for Polish. The reason for the higher results in the case of the
low-resourced Greek, Chinese, and Russian languages could be motivated by
considering the experiments performed in the paper that describes the XLM-
RoBERTa model [8]. The authors concluded that, initially, when training on
a relatively small amount of languages (between 7 and 10), XLM-RoBERTa is
able to take advantage of positive transfer which improves performance, espe-
cially on low resource languages. On a larger number of languages, the curse
of multilinguality [8] degrades the performance across all languages due to a
trade-off between high-resource and low-resource languages. As pointed out by
Conneau et al. [8], adding more capacity to the model can alleviate this curse
of multilinguality, and thus the results for low-resource languages could be im-
proved when trained together.

Model-wise Analysis As demonstrated in the results, different models per-
form differently on different datasets. Thus, we move beyond the holistic score
assessment (entity F1-score) and compare the strengths and weaknesses of the
models at a fine-grained level.

Fig. 3. Intersection of models predictions. The figures represent (from left) the true
positive, false positive and false negative intersection sizes. The x-axis is interpreted
as follows; from left to right, the first bar represents the number of instances that no
system was able to find, the next three bars show the instances found by the respective
individual models, the next three denote instances found by a pair of systems, while
the last bar (the highest intersection) represents instances jointly found by all systems.
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We analyzed the individual performance of the models and the intersections
of their predicted outputs by visualizing them in several UpSet plots7. As seen
in Figure 3 (a), there are approximately 70 positive instances that none of the
systems was able to find. The highest intersection, approximately 340 instances,
represents the true positives found by the three systems. BERT-multilingual-
cased was able to find a higher number of unique true positive instances, in-
stances not detected by the other models.

BERT-multilingual-uncased had the highest number of true positive instances
cumulatively, the second-highest number of unique true positives, and the low-
est number of false positive instances. This reveals the ability of the BERT-
multilingual-uncased model to find the relevant instances in the dataset and to
correctly predict a large proportion of the relevant data points, thus the high
recall and precision, and overall F1 performance.

The overall performance is, generally, affected by the equally higher number
of false positive and false negative results, as presented in Figures 3 (b,c). XLM-
RoBERTa-base recorded the highest false negative rate and the lowest number
of true positive instances, which explains the low recall and F1 scores.

Attribute-wise Analysis We chose to utilize an evaluation framework for
interpretable evaluation for the named entity recognition (NER) task [16] that
proposes a fine-grained analysis of entity attributes and their impact on the
overall performance of the information extraction systems8.

We conduct an attribute-wise analysis that compares how different attributes
affect performance on the DAnIEL dataset, (e.g., how entity or sentence length
correlates with performance). The entity attributes considered are entity length
(eLen), sentence length (sLen), entity frequency (eFreq), token frequency (tFreq),
out-of-vocabulary density (oDen), entity density (eDen) and label consistency.
The label consistency describes the degree of label agreement of an entity on the
training set. We consider both entity and token label consistencies, denoted as
eCon and tCon. eCon represents the number of entities in a sentence. To perform
the attribute-wise analysis, bucketing is applied, a process that breaks down the
performance into different categories [16, 17, 33].

The process involves partitioning the attribute values into m = 4 discrete
parts, whose intervals were obtained by dividing the test entities equally, with
in some cases the interval method being customized depending on the individual
characteristics of each attribute [16]. For example, in the entity length (eLen),
entities in the test set with lengths of {1, 2, 3} and > 4 are partitioned into
four buckets corresponding to the lengths. Once the buckets are generated, we
calculate the F1 score with respect to the entities of each bucket.

The results in Table 4 illustrate that for our dataset the performance of all
models varies considerably and it is highly correlated with oDen, eCon, tCon,
and eLen. This proves that the prediction difficulty of en event mention is influ-
enced by label consistency, entity length, out-of-vocabulary density, and sentence

7 https://jku-vds-lab.at/tools/upset/
8 The code [16] is available here: https://github.com/neulab/InterpretEval.
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Table 4. Attribute-wise F1 scores (%) per bucket for the following entity attributes:
entity length (eLen), sentence length (sLen), entity frequency (eFreq), token frequency
(tFreq), out of vocabulary density (oDen), entity density (eDen), entity consistency
(eCon) and token consistency (tCon).

F1

Model F1 Bucket eDen oDen eCon tCon tFreq sLen eFreq eLen

1 84.15 86.00 59.11 18.18 74.76 74.16 76.78 81.12
BERT-multilingual- 80.19 2 84.15 83.54 85.62 84.07 86.59 77.35 90.47 79.24
cased 3 88.03 70.32 100 87.94 83.52 85.58 85.50 92.30

4 89.88 53.33 100 96.15 84.26 88.23 81.96 0

Standard Deviation 2.48 12.97 16.69 31.14 4.48 5.76 4.99 36.80

1 86.13 84.09 59.75 31.25 77.72 72.50 77.51 80.61
BERT-multilingual- 80.99 2 87.12 84.61 84.60 81.22 85.17 78.67 86.40 76.36
uncased 3 88.67 68.88 100 87.35 83.01 81.19 82.60 83.33

4 82.75 55.88 100 94.33 83.00 90.36 81.30 0

Standard Deviation 2.17 11.90 16.45 24.85 2.74 6.42 3.17 34.77

1 81.24 84.28 53.06 100 72.27 72.80 76.40 79.73
XLM-RoBERTa- 79.52 2 84.57 80.00 85.15 81.05 84.04 74.99 86.88 76.00
base 3 85.43 63.52 87.50 87.60 84.04 81.73 81.20 92.30

4 87.35 57.57 100 87.50 81.25 89.77 81.60 0

Standard Deviation 2.20 11.10 17.32 6.86 4.83 6.61 3.70 36.30

length. Regarding the entity length, the third bucket had fewer entities among
the first three buckets and the highest F1 score among the four buckets, an indi-
cation that a majority of entities were correctly predicted. A very small number
of entities had a length of size 4 or more, and at the same time, those entities
were poorly predicted by the evaluated models (F1 of zero).

Moreover, the standard deviation values observed for BERT-multilingual-
uncased are the lowest when compared with the other two models across the
majority of the attributes (except for tCon, oDen, and sLen), which can be an
indication that this model is not only the best performing, but it is also the most
stable, thus being particularly robust.

4.2 Semi-supervised Learning Experiments

Due to the limited availability of annotated datasets in epidemic event extrac-
tion, we employ the self-training semi-supervised learning technique in order to
analyze whether our dataset and models could benefit from having relevant unan-
notated documents. We then experiment with the mean teacher (MT) training
method, a semi-supervised learning method where a target-generating teacher
model is updated using the exponential moving average weights of the student
model [41]. As such, the approach can handle a wide range of noisy input such as
digitized documents, which often are susceptible to optical character recognition
(OCR) errors [45, 32, 36].

First, we consider the documents in four low-resource languages from the
DAnIEL dataset: Greek, Chinese, Russian, and Polish. These languages are
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Fig. 4. The self-training process in the 20% for training and 80% unannotated data
few-shot setting.

Table 5. The four few-shot scenarios with a comparison between their increasing
number of training sentences and the amounts of DIS and LOC per scenario and per
language.

Model Greek Chinese Russian Polish

Sent DIS LOC Sent DIS LOC Sent DIS LOC Sent DIS LOC

20% 854 35 19 1,280 – – 1,115 44 22 1,486 56 28
30% 1,315 53 32 1,904 17 0 1,617 62 35 2,501 64 29
40% 1,801 69 46 2,427 22 1 2,031 72 40 3,078 83 47
50% 2,228 87 58 3,230 22 1 2,488 95 50 3,697 112 56

100% 4,947 144 115 6,309 57 10 5,250 170 88 7,288 352 146

around 80% less represented in this dataset when compared to French. For these
experiments, we simulate several few-shot scenarios by implementing a strategy
in which we split our training data into annotated and unannotated sets, starting
from 20%, and increasing iteratively by 10 percentage points until 50%. Thus,
we obtain four few-shot learning scenarios as detailed in Table 5. For example,
in the 20% scenario, 20% of the data is considered annotated and 80% unanno-
tated. The process of self-training, as presented in Figure 4, has the following
steps:

– Step 1: Each of our models will be, at first, the teacher, trained and fine-
tuned on the event extraction task using a cross-entropy loss and a small
percentage of the DAnIEL dataset (i.e., we keep 20% for training). The rest
of the data is considered unlabeled (i.e., the rest of 80%).

– Step 2: This data (80%) is annotated using the teacher model generating in
this manner the pseudo labels which are added to the annotated percentage
of data (20%) to form the final dataset.

– Step 3: Next, each of the models will be the student, trained and fine-tuned
on this dataset using KL-divergence consistency cost function.

Holistic Analysis In Table 6, we compare the results obtained when the lan-
guages were all trained and tested together and when the languages were trained
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Table 6. The results for the low-resourced languages from DAnIEL when all data for
all languages is trained together, and when the languages are trained separately.

Model Greek Chinese Russian Polish

Data instances trained on all languages

BERT-multilingual-cased 73.47 50.00 60.27 84.62
BERT-multilingual-uncased 75.00 80.00 63.64 82.35
XLM-RoBERTa-base 72.73 66.67 61.11 81.90

Data instances trained per language

BERT-multilingual-cased 80.77 85.71 60.00 86.67
BERT-multilingual-uncased 81.56 80.00 64.00 86.79
XLM-RoBERTa-base 80.77 80.00 63.16 86.54

Table 7. The results for the low-resourced languages in DAnIEL in the four few-shot
scenarios (F1%).

Baseline Self-training (MT)

Language 100% 20% 30% 40% 50% 20% 30% 40% 50%

BERT-multilingual-cased

Greek 80.77 58.54 72.73 77.55 83.33 55.56 77.19 60.47 77.27
Chinese 80.00 0.0 80.00 80.00 66.67 0 80.00 72.73 80.00
Russian 63.16 41.79 50.67 54.84 53.73 34.15 47.06 53.85 40.82
Polish 86.54 74.51 74.23 78.10 78.50 75.25 73.47 80.39 76.47

BERT-multilingual-uncased

Greek 81.56 51.43 72.73 72.73 80.77 45.71 72.73 70.83 78.26
Chinese 80.00 0 80.00 80.00 80.00 0 80.00 80.00 80.00
Russian 64.00 36.11 48.00 52.78 52.17 31.37 55.38 53.52 50.00
Polish 86.79 72.55 73.47 77.36 78.90 75.25 69.31 75.23 76.19

XLM-RoBERTa-base

Greek 76.36 50.00 74.51 72.00 75.47 53.33 75.00 72.34 77.55
Chinese 85.71 0.0 66.67 72.73 66.67 0 66.67 72.73 66.67
Russian 60.00 32.50 47.62 53.66 53.16 34.38 49.28 55.74 53.52
Polish 86.67 65.55 70.59 75.00 75.23 67.83 73.27 77.67 79.61

separately. One can notice that higher scores were obtained in the second case,
showing the positive impact of fine-tuning one model per language. This could
also be explained by the curse of multilinguality [8] that degrades the perfor-
mance across all languages due to a trade-off between high-resource and low-
resource languages when the languages are trained together. Meanwhile, the
advantages of training them separately considerably increase the performance
for each of the languages.

Table 7 presents the four few-shot scenarios, the F1 score when the models are
trained on the entire language data, the F1 scores for the baselines (the models
trained in a supervised manner on the few samples), and with the self-training
using the mean teacher method. For the latter, we fine-tune all our models on
between 800-3000 sentences of training data for each language (as shown in
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Table 5) and use it as a teacher model. Larger improvements in performance
were noticed in the case of the XLM-roBERTa-base model, where self-training
leads to 2.29% average gains on Greek (from 67.99% to 69.55%), 4.19% on Polish
(from 71.59% to 74.59%), and on Russian, 3.21% (from 46.73% to 48.23% while
remaining unchanged for Chinese.

In the majority of the cases and for all the models, the performance improve-
ments can also be due to the fact that, because of the few-shot scenarios that
are created from our initial dataset, the simulated unannotated data remains
in-domain with the labeled data. It was proven that using biomedical papers
for a downstream named entity recognition (NER) biomedical task considerably
improves the performance of NER compared to using unannotated news articles
[20]. Meanwhile, for the cases where we observed a decrease in the performance
after self-training, it would mean that the teacher model was not that strong,
leading to noisier annotations compared to the full or baseline dataset setup.

5 Conclusions

In this study, we evaluated supervised and semi-supervised learning methods
for multilingual epidemic event extraction. First, with supervised learning, we
observe low precision values when training and testing on all data instances and
predict relevant documents. This is not surprising since the number of negative
examples, with potential false positives, rises up to around 90%.

While the task of document classification, prior to event extraction, was ex-
pected to result in performance gains, our results reveal a significant drop in
performance. This can be attributed to error propagation to the downstream
task. Further, the fine-grained error analysis provides a comprehensive assess-
ment and better understanding of the models. This facilitates the identification
of the strengths of a model and aspects that can be enhanced to improve the
performance of the model.

Regarding the semi-supervised experiments, we show that the mean teacher
self-training technique can potentially improve the model results, by utilizing the
fairly readily available unannotated data. As such, the self-training method can
be beneficial to low-resource languages by alleviating the problems associated
with the scarcity of labeled data.

In future work, we propose to focus on the integration of real unannotated
data to improve our overall performance scores on the low-resourced languages.
Also, since directly applying self-training on pseudo labels results in gradual
drifts due to label noises, we propose to study in future work a judgment model
to help select sentences with high-quality pseudo labels that the model predicted
with high confidence. Further, we intend to explore the semi-supervised method
under different noise levels and types to determine the robustness of our models
to noise.
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20. Gururangan, S., Marasović, A., Swayamdipta, S., Lo, K., Beltagy, I., Downey, D.,
Smith, N.A.: Don’t stop pretraining: Adapt language models to domains and tasks.
arXiv preprint arXiv:2004.10964 (2020)

21. Hamborg, F., Lachnit, S., Schubotz, M., Hepp, T., Gipp, B.: Giveme5w: Main
event retrieval from news articles by extraction of the five journalistic w questions.
In: Chowdhury, G., McLeod, J., Gillet, V., Willett, P. (eds.) Transforming Digital
Worlds. pp. 356–366. Springer International Publishing, Cham (2018)

22. Joshi, A., Karimi, S., Sparks, R., Paris, C., Macintyre, C.R.: Survey of text-based
epidemic intelligence: A computational linguistics perspective. ACM Computing
Surveys (CSUR) 52(6), 1–19 (2019)

23. Joshi, M., Chen, D., Liu, Y., Weld, D.S., Zettlemoyer, L., Levy, O.: Spanbert:
Improving pre-training by representing and predicting spans. Transactions of the
Association for Computational Linguistics 8, 64–77 (2020)

24. Kozareva, Z., Bonev, B., Montoyo, A.: Self-training and co-training applied to
spanish named entity recognition. In: Mexican International conference on Artifi-
cial Intelligence. pp. 770–779. Springer (2005)

25. Lampos, V., Zou, B., Cox, I.J.: Enhancing feature selection using word embeddings:
The case of flu surveillance. In: Proceedings of the 26th International Conference
on World Wide Web. pp. 695–704 (2017)

26. Lejeune, G., Brixtel, R., Doucet, A., Lucas, N.: Multilingual event extrac-
tion for epidemic detection. Artificial intelligence in medicine 65 (07 2015).
https://doi.org/10.1016/j.artmed.2015.06.005

27. Lejeune, G., Brixtel, R., Lecluze, C., Doucet, A., Lucas, N.: Added-value of auto-
matic multilingual text analysis for epidemic surveillance. In: Conference on Arti-
ficial Intelligence in Medicine in Europe. pp. 284–294. Springer (2013)

28. Lejeune, G., Doucet, A., Yangarber, R., Lucas, N.: Filtering news for epidemic
surveillance: towards processing more languages with fewer resources. In: Proceed-
ings of the 4th Workshop on Cross Lingual Information Access. pp. 3–10 (2010)

29. Makhoul, J., Kubala, F., Schwartz, R., Weischedel, R., et al.: Performance measures
for information extraction. In: Proceedings of DARPA broadcast news workshop.
pp. 249–252. Herndon, VA (1999)

30. Mutuvi, S., Boros, E., Doucet, A., Lejeune, G., Jatowt, A., Odeo, M.: Multilingual
epidemiological text classification: A comparative study. In: COLING, Interna-
tional Conference on Computational Linguistics (2020)

31. Mutuvi, S., Boros, E., Doucet, A., Lejeune, G., Jatowt, A., Odeo, M.: Token-level
multilingual epidemic dataset for event extraction. In: Linking Theory and Practice
of Digital Libraries, pp. 55–59. Springer International Publishing (2021)



Multilingual Epidemic Event Extraction 17

32. Mutuvi, S., Doucet, A., Odeo, M., Jatowt, A.: Evaluating the impact of ocr errors
on topic modeling. In: International Conference on Asian Digital Libraries. pp.
3–14. Springer (2018)

33. Neubig, G., Dou, Z.Y., Hu, J., Michel, P., Pruthi, D., Wang, X., Wieting, J.:
compare-mt: A tool for holistic comparison of language generation systems. arXiv
preprint arXiv:1903.07926 (2019)

34. Neudecker, C., Antonacopoulos, A.: Making europe’s historical newspapers search-
able. In: 2016 12th IAPR Workshop on Document Analysis Systems (DAS). pp.
405–410. IEEE (2016)

35. Ng, V., Rees, E.E., Niu, J., Zaghool, A., Ghiasbeglou, H., Verster, A.: Application
of natural language processing algorithms for extracting information from news
articles in event-based surveillance. Canada Communicable Disease Report 46(6),
186–191 (2020)

36. Nguyen, N.K., Boros, E., Lejeune, G., Doucet, A.: Impact analysis of document
digitization on event extraction. In: 4th Workshop on Natural Language for Arti-
ficial Intelligence (NL4AI 2020) co-located with the 19th International Conference
of the Italian Association for Artificial Intelligence (AI* IA 2020). vol. 2735, pp.
17–28 (2020)

37. Pan, X., Zhang, B., May, J., Nothman, J., Knight, K., Ji, H.: Cross-lingual name
tagging and linking for 282 languages. In: Proceedings of the 55th Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers). pp.
1946–1958 (2017)

38. Radford, A., Narasimhan, K., Salimans, T., Sutskever, I.: Improving language un-
derstanding by generative pre-training. Arxiv (2018)
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