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Abstract: Light-emitting diodes (LEDs) are a solid-state light source being used in numerous appli-

cations, including display, communications, medical services, etc. However, the reliability assessment

of LED components is still challenging due to the growing up of the LED complexity and/or the minia-

turization of assembly technologies. To face this challenge, this paper proposes a novel accelerated

degradation testing (ADT) model considering the self-heating impact in the degradation process of

a LED component. So, the self-heating impact is first analyzed and modeled. In fact, the junction

temperature of a LED component depends not only on the heat generation (e.g., drive current, dis-

persing heat) but also on the current state (degradation level) of the component. Then, a modified

stochastic difference equation is developed for modelling the degradation process by considering the

self-heating impact. The LED reliability formulation is finally derived. In addition, an estimation

method based on the maximum likelihood is developed to estimate the proposed model’s parameters

from experimental data. To validate our models, a case study for LED light sources is implemented.

The obtained results show that, compared to the TM-21 standard and the conventional ADT methods,

our proposed approach achieves better results in the LED reliability assessment.

Keywords: LED; reliability; degradation modelling; accelerated degradation testing; stochastic pro-

cess

1 Introduction

Since the 2000s, Gallium nitrogen (GaN) light-emitting diodes (LEDs) have been widely used in

multiple fields of application (e.g., display, communications, medical services, etc.) [1]. However,

the growing complexity of LED technologies and the miniaturization of assembly technologies make

harder for the industry and academic research to evaluate the reliability of the new LED products

[2]. The direct consequence is that the reliability of these systems is more and more challenging to
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estimate. Lumen degradation is one of the main indicators of LED failure and has been studied in

various works, see for instance [3, 4, 5, 6, 7, 8, 9, 10]. According to TM-21 standard [4], the LED’s

lifetime is evaluated, using an exponential law for modelling lumen degradation, higher than 50.000h.

Besides, stochastic processes, such as Wiener [5, 6] or gamma process [7, 9], at several accelerated

conditions, are also used to model the LEDs’ lumen degradation. In both methods, thermal stress

is one of the most commonly used methods to accelerate the failure/degradation of LED using the

Arrhenius model, which describes the degradation rate of the luminous intensity of LED following the

operational temperature [11]. In many studies, the junction temperature used in the Arrhenius model

is considered to be constant and equal to the ambient temperature because it can be controlled with a

temperature chamber during the acceleration test. However, it has been shown that the component’s

lifetime prediction, which used the ambient temperature to model the degradation rate, may lead to

significant prediction errors and uncertainties with the actual application life [12].

Indeed, according to the literature, the junction temperature, which directly affects the LEDs’

failures (e.g., semiconductor failure, interconnect failure), significantly influences on the degradation

[2, 3, 13]. Thus, for the modelling of the LEDs’ degradation rate, the junction temperature as thermal

stress is more relevant than the ambient temperature in conventional ADT approaches. However,

direct measurement of the junction temperature is complex and may lead to an important error

[2, 14, 15]. Besides, based on LEDs’ failure analyses (e.g., optical and infrared thermal microscopy,

scanning electron microscope, etc.), many studies have shown that LED’s junction temperature is not

constant and may increase during the acceleration test due to the LED degradation impact [16, 12]. In

addition, the increment of junction temperature may lead to further accelerate the LEDs’ degradation

rate [2, 13]. To sum up, due to the degradation impact, there is a loop of thermal stress, subjected

to a self-heating on the LED component, which affects the LED degradation process over time. In

that way, the self-heating phenomenon, shown through the increment of junction temperature, is an

important issue and needs to be considered in the LEDs’ degradation/failure modelling and reliability

assessment. However, very few studies on this research topic are found in the literature [12].

To overcome this issue, this paper proposes a novel ADT model considering the self-heating phe-

nomenon impacting the LED’s degradation process. In that way, the self-heating impact is first

analyzed and modelled mathematically. In fact, the junction temperature of a LED component de-

pends not only on the heat generation (e.g., forward current, dispersing heat) but also on the current

state (degradation level) of the component. Next, a modified stochastic difference equation (SDE)

is developed for modelling and formulating the degradation process by considering the self-heating

impact. The LED reliability formulation is then derived. To estimate the model’s parameters from

experimental data, an estimation method based on the maximum likelihood is also developed. This

paper develops an extended version of the work presented in [17].

To describe the added value of our contributions, the rest of the paper is organized as follows:
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we first introduce, in Section 2, the LED device used for our acceleration test. The failure and

degradation behavior of the LED is then analyzed. In addition, the experimental platform is also

presented. Next, the self-heating impact is mathematically modeled in Section 3. The degradation

model and the reliability assessment considering the self-heating impact are formulated in Section 4.

Furthermore, a maximum likelihood-based method for estimating the proposed model’s parameters is

also presented herein. Section 5 analyses some obtained results when applying the proposed model

to our experimental dataset. Finally, the conclusions drawn from this work are presented in the last

section.

Notations

IESNA Illuminating Engineering Society of North America

LED Light-emitting diode

ADT Accelerated degradation test

SDE Stochastic differential equation

FHT First hitting time

PDF Probability distribution function

CDF Cumulative failure distribution function

MLE Maximum likelihood estimate

DML Discrete maximum likelihood

PCB Printed circuit board

DL Digital level

Abbreviations

Ea Activation energy of component

kB Boltzmann constant

Tk stress temperature at level k

nk Number of sample under stress level k

mk Number of measurement under stress level k

µ(.) Degradation rate of component

D Degradation failure threshold

2 Experiment description

In this section, we present the detail of an experiment for a LED in order to investigate the self-heating

phenomenon, i.e., the increment of junction temperature due to the power dissipation and the LED

degradation impact, and evaluate the LEDs’ reliability. In that way, the LED studied, which was
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chosen for the acceleration test, is firstly presented. Next, we present an experimental platform and

the test condition. The failure and degradation behaviors are then analyzed based on the experimental

dataset. In addition, the existence of an increment in junction temperature due to the degradation of

the LED is also highlighted.

2.1 Device description and degradation characteristic

Device description In this study, gallium nitrogen (GaN) LED was chosen as the research object.

The elementary structure consists of a GaN chip on the interconnected metal layer and the ceramic

substrate soldered on an Aluminium (Al) support. Figure 1 presents an example of LED structure

and its packaging on the printed circuit board (PCB). This is a LED Cree EZ1000, and it has a

vertical structure with two topside 150× 150µm square bond pad cathode (-) terminals and an 80:20

AuSn terminated anode (+) on the bottom of the silicon substrate [18]. The LED emitting layer is

metallically bonded to the silicon substrate, and the periphery of the emitting mesa is passivated.

These vertically structured, low forward voltage LED chips are approximately 170 µm in height.

Figure 1: Details of LED Cree EZ10000; a) LEDs’ structure diagram; b) LED packages on the PCB

It should be noticed that there is no encapsulant lens in the studied LED. Thus, there is no

discolouration in the aged packages.

The failure of a LED is classified into open failure, short failure, and gradual degradation. The

open and short failure is mainly due to electric shock or damage in the production process; however,

the open and short failure rate is very small. While the gradual degradation mechanisms, which could

come from the deterioration of the Ohmic contacts or/and semiconductor chips [2, 3, 8, 10, 13], affects

significantly the LED failure. The previous studies revealed that gradual degradation of LED could

suffer from gradual performance degradation, such as lumen degradation [2, 3]. It is shown that heat

and current are two main causes of lumen degradation, and they occur gradually over a long period
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of operating time [2, 3, 8, 10].

Failure criteria The luminous intensity of a LED decreases when the LED degrades. A LED

is considered as failed when its luminous intensity reaches a critical threshold. According to the

Illuminating Engineering Society of North America (IESNA), the critical threshold for a LED is

about 70% of the initial value of the luminous intensity of the LED, called L70 [4].

2.2 Experimental platform and test condition

Experimental platform: Figure 2 presents a global view of the experimental platform to charac-

terize the LEDs’ performance during the acceleration test. This system consists of a DC source meter,

temperature chamber, and a spectrometer for optical measurement. In which:

• A KEITHLEY 2600 source meter generator is connected by an IEEE bus to the computer unit

that controls the bench. This device is used as a bias current source and allows measuring the

LED voltage.

• A spectrometer (USB2000+) is used to measure the spectral and intensity of LEDs.

• A climatic chamber (CLIMATS Excal) is used for thermal regulation during measurements and

aging tests.

• An infrared camera (FLIR SC7000) is used to evaluate the LED temperature (LED surface

temperature).

The infrared camera, which takes the image of LED surface, is a detector of indium antimony

(InSb). However, these elements (e.g., GaN, substrate, wire bonds) have different emissivities, and

each of them has its particular response to infrared. Thus, at a given temperature, all materials will

be seen differently by the camera. Consequently, the camera must be calibrated before being used to

estimate the LED temperature value accurately. Indeed, the calibrated camera is made as Figure 3.

More details, we place the LED (non-powered) at three temperatures T1, T2 and T3 (T1 < T3 < T2),

then, the images are measured in units of digital levels (DLs) at these three temperature levels (i.e.,

Im1(i, j), Im2(i, j) and Im3(i, j) are the values provided by the pixel (i,j) at temperature T1, T2

and T3). The image given by the detector placed in front of a LED is therefore not uniform for all

pixels due to technological dispersion and an optic presence that induces aberrations. Thus, it is

necessary to bring the slope and offset all the pixels back to the average values. And, this three-point

correction makes it possible to standardize the response of the pixels. After correction over the range

of 23oC − 90oC, all pixels provide the same output level.
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Figure 2: Global view of the experimental platform

Figure 3: Representation of the pixel value as a function of temperature

After calibrating the camera, LED’s temperature is calculated and analyzed from the thermal
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image by using a proprietary software tool (Flir System Inc.). When observing a scene, an image

(Im(i, j)) in units (DL) is recorded. The temperature of the scene observed by the pixel (i, j) of the

matrix is given by [19]:

Tframe(i, j) = T1 + (T2 − T1)
[
Im(i, j)− Im1(i, j)

Im2(i, j)− Im1(i, j)

]
(1)

Test condition: The choice of temperature condition, Tk with k = 1, 2, was determined based on

the LED Cree EZ1000 data sheet [18]. The test condition of data used in this paper is shown in

Table 1. In this case, the forward current is fixed at 350 mA for all tests.

Table 1: Test conditions

Terms Test condition

Test duration 1.500 h

Data collection interval Minimum of every 48h

Input current 350mA

Temperature

T1 85oC(358oK)

T2 100oC(373oK)

Sample size 9 units under T1 and 10 units under T2

2.3 Preliminary analysis from experimental dataset

2.3.1 Evolution of the luminous intensity

Our experiment has been realized for 19 LEDs during 1500 hours with two test stress levels (9 LEDs

with T1 = 85oC and 10 LEDs with T2 = 100oC). The luminous intensity, denoted P (t), was measured

every 48 hours. To better show the evolution of the luminous intensity over time, we used the

normalized luminous intensity (Pout(t)) that is defined as the ratio of the light output (P (t)) and its

initial value P (0). The obtained results are shown in Figure 4.

Pout(t) =
P (t)

P (0)
(2)

7



Figure 4: Lumen degradation at two stress conditions ; a) T1 = 85oC; b) T2 = 100oC

It is clear that under a stress temperature, the luminous intensity decreases with time, and the

evolution of luminous intensity is not deterministic. Therefore, it is important to model this evolution

in order to predict the failure time of the LED under a given stress temperature. In that way, a

degradation model for the luminous intensity process is developed and presented in Section 4.

2.3.2 Impact of the forward current on the junction temperature

We analyze herein the variance of the LED’s junction temperature using an infrared camera. Figure 5

shows the thermal image in units (DLs) taken before (Figure 5.a) and after applying the forward

current of 350 mA (Figure 5.b). It is apparent that the forward current leads to a significant change

(the area in the center of the image is brighter) in the thermal image due to the increment of the

junction temperature of the LED. Indeed, this change is converted into the temperature increment by

using Equation (1). Table 2 reports the results for 19 LEDs components in our experimentation.

Figure 5: Thermal analysis of a LED: a) without forward current and b) with forward current at

350mA
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Table 2: Increment of junction temperature due to the forward current

Component 4T [oC] Component 4T [oC]

1 12.0 11 8.9

2 10.9 12 11.3

3 8.3 13 8.4

4 11.0 14 8.5

5 12.3 15 8.8

6 10.7 16 7.6

7 11.5 17 12.0

8 11.0 18 10.5

9 9.6 19 9.0

10 10.4

Therefore, based on the obtained results, it is shown that an increment of junction temperature

with an average of 10.14 degrees and a standard deviation of 1.14 degrees. Thus, with a 350 mA of

forward current, the junction temperature becomes 95.14oC and 110.14oC when the stress condition

of 85oC and 100oC, respectively, are applied. The impact of the forward current on its junction

temperature will be modeled and presented in the next section.

2.3.3 Impact of the lumen degradation on the junction temperature

Figure 6 shows the different images in units (DLs) provided by the infrared camera FLIR SC7000 at

different time points t (before the acceleration test t = 0, t = 576h, t = 720h and t = 1500h). It is

shown that the junction temperature of LED increases during the acceleration test. Indeed, from these

images, the increment on the LED junction temperature is evaluated by using the protocol presented

in Section 2.2. The obtained results are reported in Table 3 and Table 4. It should be noticed that

the increasing of the junction temperature may also affect the LED degradation process. Thus, there

is herein a loop of thermal stress. The impact of the LED degradation on its junction temperature

will be modeled and presented in the next section.
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Figure 6: Thermal analysis of a LED with forward current at 350mA: a) before the test; b) at 576h;

c) at 720h and d) at 1500h

Table 3: Increment of junction temperature due to the LEDs’ degradation under stress of T = 85oC

4T (t) [oC]

Component t = 0h t = 576h t = 720h t = 1500h

1 0 2.4 3.4 5.7

2 0 2.5 3.6 7.0

3 0 2.7 3.8 7.2

4 0 1.6 2.6 5.5

5 0 2.0 3.0 6.2

6 0 2.4 3.4 6.0

7 0 2.5 3.3 5.7

8 0 2.2 3.9 7.0

9 0 2.3 3.7 5.3

Average 0 2.28 3.41 5.5
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Table 4: Increment of junction temperature due to the LEDs’ degradation under stress of T = 100oC

4T (t) [oC]

Component t = 0h t = 576h t = 720h t = 1500h

1 0 2.6 3.8 6.7

2 0 3.8 5.3 9.5

3 0 3.7 4.7 9.0

4 0 3.5 4.5 9.2

5 0 3.0 4.3 7.8

6 0 4.2 5.2 9.2

7 0 2.9 4.0 8.3

8 0 2.5 3.1 5.8

9 0 3.7 4.7 8.7

10 0 4.8 6.0 10.5

Average 0 3.47 4.56 8.47

3 Mathematical modelling of self-heating impact

In this section, we try to model the impact of self-heating phenomenon in the LED’s accelerated

degradation process.

As the normalized luminous intensity is decreasing overtime under a given stress temperature, the

degradation indicator of the LED is built as follows

X(t) = 1− Pout(t) (3)

In that way, X(t) is an increasing process, see Figure 7.

Figure 7: Degradation indicator at two stress conditions ; a) T1 = 85oC; b) T2 = 100oC
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3.1 Conventional degradation rate model

According to the Arrhenius reaction rate theory [11], the degradation rate µ(Tk) under stress temper-

ature Tk can be formulated by:

µ(Tk) = α× exp
(
− β
Tj

)
(4)

Where

• Tj is the junction temperature and it is considered as the stress temperature, i.e., Tj = Tk.

• α and β represent the characteristics of the LED failure mechanism and test conditions. β can

be expressed as

β =
Ea
kB
,

with Ea is the activation energy for the reaction and kB is the Boltzmann constant.

According to this model, the degradation rate depends only on the failure mechanism and the magni-

tude of the junction temperature Tj , which is considered the constant stress temperature. This means

that the degradation rate is constant.

3.2 Modified degradation rate model with self-heating impact

As shown in section 4.3, the LED’s junction temperature might increase during the acceleration tests

due to the appearance of defects [16, 12]. In fact, as mentioned above, the increment in the junction

temperature can be divided into two parts:

• Power dissipation effect: when a forward current is applied to a LED, the LED’s junction

generates heat, which in turn increases the temperature of the LED’s junction. This heat

depends not only on the forward current but also on the LED’s design (related to thermal

resistance), see Figure 5.

• The impact of degradation: this means that when the degradation occurs, it increases the LED

junction temperature, see Figure 6.

However, this variation in junction temperature is not considered in the conventional degradation rate

model. We propose herein a modified degradation rate allowing considering the self-heating impact,

i.e., the increasing of the junction temperature. In this way, the increasing of the junction temperature,

with respect to the stress temperature, can be expressed as follows:

4T (t) = a+ f(X(t)) (5)

where,
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• a is a non-negative real number and depends on the forward current and the characteristics of

structure and material of the LED, see Appendix A. In this study, we assume that a is constant

if the forward current is constant; it can be estimated in the analysis step.

• f(X(t)) indicates the effect of the degradation state, X(t), on the LED degradation process.

Moreover, we suppose that the effect of the degradation state, f(X(t)), can be described as Eq. (6)

for a simplified model. A detailed explanation is shown in Appendix A.

f(X(t)) = b.X(t) (6)

where b is a non-negative real number that qualifies the influence of the LED’s degradation state on

its accelerated degradation rate. According to Eq. (5) and Eq. (6), the junction temperature can be

calculated by Tj = Tk + ∆T = Tk + a + b.X(t). So, the formulation of the LED’s degradation rate

can be extended by considering the self-heating as follows:

µ(Tk, t) = α× exp
(
− β

Tk + a+ b.X(t)

)
(7)

This model somehow shows the state-dependence effect, i.e., the degradation evolution depends on

the current degradation level [20, 21].

4 Degradation modelling and reliability assessment

From the degradation rate, the evolution of the degradation process considering the self-heating impact

can be derived using modified stochastic difference equation (SDE) [22, 20].

dX(t) = µ(Tk, t).dt+ σ.dB(t) (8)

where B(t) is a standard Brownian motion with the following properties:

• B(0) = 0, where B(t) ∈ [0,∞),

• Station and independent increments, namely B(t + 4t) − B(t) ∼ N(0,4t); where σ is the

diffusion parameter, σ is a constant and σ > 0.

4.1 Degradation model

Following the accelerated degradation rate model considering the self-heating, we formulate a degra-

dation model of a LED and its reliability calculation. Note however that determining the analytically

formulation of X(t) based on Eq. (8) and Eq. (7) is very challenging [22]. Thus, we propose to use an

approximation by the Taylor series, and the degradation rate of the component can be expressed by :

µ(T
′
k, t) = α.

e
(
− β

T
′
k

)
+ b× β

T
′2
k

.e

(
− β

T
′
k

)
×X(t)

 (9)
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where, T
′
k = Tk + a.

By using Eq. (9), Eq. (8) can be written as follows:

dX(t) = λ. [κ+X(t)] dt+ σ.dB(t) (10)

where:

κ =
T
′2
k

bβ
(11)

λ = b× αβ

T
′2
k

.exp

(
− β

T
′
k

)
(12)

Finally, the LED’ degradation model considering the self-heating is found as the explicit solution

of Eq.(10), [20]:

X(t) = X(0).eλ.t + κ
(
eλ.t − 1

)
+

∫ t

0
σ.e(λ(t−s))dB(s).ds (13)

A detailed mathematical development of Equation (10) is shown in Appendix B.

4.2 Reliability assessment

With a failure threshold, denoted D, the failure time is defined as the first hitting time of the stochastic

degradation process exceeding the failure threshold value D. Then the cumulative failure distribution

function can be expressed as:

F (t) = P (X(t) > D)

= Φ

(
E (X(t))−D√
V ar (X(t))

)
(14)

where E (X(t)), V ar (X(t)) are the mathematical expectation and the variance of X(t) respectively.

E (X(t)) =E
(
X(0).eλ.t + κ

(
eλ.t − 1

))
+ E

(∫ t

0
σ.eλ(t−s)dB(s).ds

) (15)

Note that E
(
X(0).eλ.t + κ

(
eλ.t − 1

))
are deterministic values for any given t, whereas E

(∫ t
0 σ.e

λ(t−s)dB(s).ds
)

=

0. Thus,

E (X(t)) = X(0).eλ.t + κ
(
eλ.t − 1

)
(16)

The variance of X(t) can be expressed as:

V ar (X(t)) = V ar

(∫ t

0
σ.exp (λ(t− s)) dB(s).ds

)
= σ2 ×

∫ t

0
exp (2.λ(t− s)) .ds

=
σ2

2.λ
(exp(2.λ.t)− 1)

(17)

Finally, from Eq. (14) the reliability of the LED can be evaluated by:

R(t) = 1− F (t)

= 1− Φ

(
E (X(t))−D√
V ar (X(t))

)
(18)
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4.3 Parameters estimation

The proposed model is characterized by a set of parameters θ = {α, β, a, b, σ} which need to be esti-

mated from the experimental data. Noting that a can be directly estimated with the analytical step

[23] thanks to an infrared camera. To estimate the remaining parameters (α, β, b, σ) from the exper-

imental data, we develop herein an estimation approach based on the discrete maximum likelihood

(DML) [24, 20]. Indeed, the degradation level at time t can be expressed by:

X(tj) = X(tj−1) + κ
(
eλ.4t) − 1

)
+ eλ.4t.X(tj−1) + σ∗.dB(tj) (19)

where,

(σ∗)2 =
σ2

2.λ

(
e2.λ.4t − 1

)
(20)

Suppose that degradation signals are monitored at separated times, and 4t = tj − t(j−1) is the

measurement frequency and 4t is small enough. According to Ito’s stochastic integral [25], the

conditional probability density of an observation X(tj) given the previous observation X(tj−1), with

4t being time step, is given by

f(X(tj)|X(tj−1), κ, λ, σ
∗) =

1√
2π (σ∗)2

∗ exp

(
−
[
X(tj)− κ

(
eλ.4t − 1

)
− eλ.4t.X(tj−1)

]2
2 (σ∗)2

) (21)

Then, the log-likelihood function of an observation data can be as follows:

l(α, β, b, σ) =
K∑
k=1

nk∑
i=1

mk∑
j=1

ln (f(X(tj)|X(tj−1), α, β, b, σ) (22)

The partial derivations for maximum likelihood estimation are required and set equal to zero, i.e.,

∂l(α, β, b, σ)

∂α
= 0

∂l(α, β, b, σ)

∂β
= 0

∂l(α, β, b, σ)

∂b
= 0

∂l(α, β, b, σ)

∂σ
= 0

(23)

By using a numerical method for nonlinear algebraic equations, the parameters (α, β, b, σ) can be

obtained by integrally solving the partial derivative equations using a MATLAB procedure of the

Nelder-Mead simplex method [26]. A detailed mathematical development of (23) is shown in Ap-

pendix C.

5 Result analyses

In this section, we analyse some obtained results when applying the proposed degradation model to

our experimental dataset.
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5.1 Estimation of degradation parameters and reliability

First, a can be easily estimated by the fact that the forward current at 350ma leads to an increasing

of 10 degrees in the junction temperature (see again section 2), i.e., â = 10. The other parameters

α, β, b, σ are estimated by the estimation approach presented in section 4.3. The obtained results are

reported in Table 5. Especially, the decay rate following the convention ADT under two stresses of

temperature 85oC and 100oC is found at 3.5E − 4, 5.7E − 4, respectively. Note that the conventional

ADT and the estimation method are presented in Appendix D.

Table 5: Parameters estimation

Terms
Parameter

Mean std

α̂ 4.5 0.1

β̂(×103) 3.6 0.2

â 10 2

b̂ 16.78 2.72

σ̂ 0.002 -

Next, an additional analysis on LED shows some small darkenings in the junction mesa; see

Figure 8. These defects are directly related to LEDs degradation and failure. Besides, we did not

observe any defects in the electrode metal contact region after the acceleration test. This failure

mechanism of bulk defects coincides with the energy activation, about Ea = 0.31eV , which is found

based on the model parameter’s estimated value. Therefore, it can be concluded that the performance

of the estimates seems to be adequate.

Figure 8: A result of the optical microscopy analysis: a) before the test; b) after the test

Moreover, the luminous intensity of LEDs, see Figure 4, has degraded to 70% of their initial value.

Thus, the tL70 of each LED under two stress levels (T1 = 85oC, T2 = 100oC) are given in Table 6 and

Table 7 respectively.
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Table 6: Result of acceleration test under stress T1 = 85oC

Component tL70 [h] Uncertainty [h]

1 867 [−38,+10]

2 916 [−14,+34]

3 939 [−28,+20]

4 997 [−37,+11]

5 1030 [−24,+24]

6 and 7 1135 [−22,+26]

8 1218 [−30,+18]

9 1569 [−17,+31]

Table 7: Result of acceleration test under stress T2 = 100oC

Component tL70[h]) Uncertainty[h]

1 605 [−30,+18]

2 and 3 681 [−20,+28]

4 712 [−23,+25]

5 754 [−25,+23]

6 769 [−18,+30]

7 840 [−25,+23]

8 912 [−37,+11]

9 and 10 1230 [−18,+30]
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5.2 Comparison analysis

According to Eq. (14), the cumulative distribution function (CDF) based on the proposed degradation

model is calculated using the estimated parameters reported in table 5. The obtained results are then

compared with the experiment dataset in tables 6 and 7, see figures 9 and 10. It is clearly found that

the CDF based on the proposed degradation model, which considers self-heating, is well-fitting with

the experiment values. In contrast, without self-heating consideration, the conventional ADT model

(see Appendix D) leads to a significant error in the calculation of CDF.

Figure 9: Cumulative failure function of LED according to Eq. 14 and the value experimental under

stress at 85oC

Figure 10: Cumulative failure function of LED according to Eq. (14) and the value experimental under

stress at 100oC

Figure 11 and Figure 12 show the LED’s reliability with and without self-heating consideration

under the stress temperature at T1 = 85oC and T2 = 100oC. The obtained results show that without
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considering the self-heating impact in the degradation process of a LED leads to a significant error in

the LED reliability assessment.

Figure 11: Reliability of LED under stress at 85oC

Figure 12: Reliability of LED under stress at 100oC

5.3 Evolution of the junction temperature

As an illustration, figure 13 shows simulated paths of the junction temperature over time using the

proposed model with estimated parameters which are reported table 5.
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Figure 13: Simulated paths of the junction temperature with a) T1 = 85oC and b) T2 = 100oC

Table 8 reports the average simulated increments on the the junction temperature at several time

points t (t = 0, 576, 720, 1500h).

Table 8: Increment of the junction temperature obtained from the simulated paths

4T (t) [oC]

Stress t = 0 t = 576h t = 720h t = 1500h

85oC 0 2.28 3.29 6.23

100oC 0 3.43 4.53 8.37

It is clear that the simulated results are very closed to the experimental ones (see tables 3 and 4).

5.4 Sensitivity analysis to data samples:

In this section, we examine the impact of the data samples on the reliability assessment or CDF of

the LED. In that way, two data samples are used. The first is the data samples from 0 to 576h, and

the second is from 0 to 720h. Figures 14 and 15 present the CDF of the proposed degradation model

with two different data samples. The results show that the CDF built with the samples of 720h is

well-fitting with the experiment values. It is also very closed to the results obtained with the full

dataset (t = 1500h). Besides, a significant error is obtained when using the samples of 576h. This can

be explained that 576h data samples are not sufficient to provide good estimators while an accelerated

dataset until t = 720h is quite enough to get a good estimator that allows obtaining a good accuracy

for the LED’s reliability assessment. This is an interesting result that allows us to stop the accelerated

test from t = 720h while ensuring the accuracy of the reliability assessment of the LED component.
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Figure 14: Cumulative failure function estimated with different data samples under stress at 85oC

Figure 15: Cumulative failure function estimated with different data samples under stress at 100oC

6 Conclusions

This paper proposes a novel accelerated degradation model for a LED component considering self-

heating phenomenon, i.e., increasing of the junction temperature due to bot the environmental stress

and the degradation behavior of the LED component. The proposed degradation model allows as-

sessing more precisely the reliability of LED components under a stress condition. In that way, the

self-heating impact is firstly analysed from experimental data and then mathematically formulated.

To consider the self-heating impact on the LED’s degradation process, a modified accelerated degra-

dation model is developed based on a modified stochastic difference equation. Then the reliability

of LED component is formulated. To estimate the proposed model’s parameters, an estimation ap-

proach is also proposed. Finally, the proposed degradation model is applied for a real dataset of 19

identical LED components. The obtained results show that the proposed degradation model fits well
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to the experimental data. Also, it is shown that without considering the self-heating may lead to a

significant error in the reliability assessment of LED components. Our future research works will focus

on the development of the proposed model for a more complex system with self-heating and thermal

interactions between components.

Appendix

Appendix A. Increasing of the junction temperature caused by the self-heating

impact

As a semiconductor device which emits the light, the electrical power consumed by the LED principally

converts into light and heat dissipation.

Pelectrical = Plight + Pheat (24)

Then, [27, 28] show the relation between LED junction temperature and the luminous intensity,

forward voltage following Eq.(25).

Tj = Tk +Rth.(I.Vf − P )

Vf = A+B.Tj

(25)

where, Tk is the ambient temperature, Rth is the thermal resistance, I.Vf is the input electrical power,

and P is luminous intensity; A and B represent the constant coefficient.

• When t = 0, due to heat dissipation, the junction temperature increases about a.

• Then, the relation between the luminous intensity and the junction temperature over time ac-

cording to the following equation:

Pout(t) =
P (t)

P (0)
= c+ d.Tj(t)

X(t) = 1− Pout(t) =
d.4Tj(t)
c+ d.Tj(0)

4Tj(t) =
c+ d.Tj(0)

d
.X(t) = b.X(t)

(26)

Thus, the increasing of the junction temperature affecting the LED degradation can be modeled

as Eq. (6)

Appendix B. Resolution of Equation (10)

We try to find the explicit solution of (10). In order to solve the SDE equation, we introduce then

some transformations as follows.

• The expression exp(−λ.s) satisfies the following equation

dexp(−λ.s) = −λ× exp(−λ.s)ds (27)
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• Next, we consider the difference of exp(−λ.s)×X(s). By using Ito’s formula, we have

d (exp(−λ.s)×X(s)) = −λ.exp(−λ.s).X(s).ds+ exp(−λ.s)× dX(s) + 0 (28)

• Then, we have

d (exp(−λ.s)×X(s)) = −λ.exp(−λ.s).X(s).ds

+ exp(−λ.s) [λ. [κ+X(s)] ds+ σ.dB(s)]

= exp(−λ.s).λ.κ.ds+ σ.exp(−λ.s).dB(s)

(29)

• Integrating both side from 0 to t, we have:

exp(−λ.t)×X(t)−X(0) =

∫ t

0
exp(−λ.s).λ.κ.ds+

∫ t

0
σ.exp(−λ.s).dB(s) (30)

• So

X(t) = exp(λ.t).X(0) +

∫ t

0
exp [λ.(t− s)] .λ.κ.ds+

∫ t

0
σ.exp [λ.(t− s)] .dB(s) (31)
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Appendix C. First deviated of log-likelihood function
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Appendix D. Conventional ADT model for LED reliability assessment

According to the TM-21, [5] proposes an exponential degradation model for lumen degradation, as

follows:

φ(t) = φo.exp(−η.t) + σ.B(t) (36)

where,
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• t : operating time in hours;

• φ(t) : averaged normalized of luminous intensity at time t;

• φo : projected initial constant derived by the least squares curve-fit;

• η : decay rate constant derived by the least squares curve-fit; η = α.exp
(
− β
Tk

)
; where α is the

pre-exponential factor, β = Ea
kB

, Ea is the activation energy, kB is the Boltzmann’s constant;

• B(t) is a standard Brownian motion

As a special case without self-heating consideration, Si et al [29] gave a probability distribution function

(PDF) of the first hitting time of a threshold value D as follows:

fξ(t) =
1√
2πt

(
S2
B(t)

t
+

1

σ
γ(t, θ)

)
exp

(
−
S2
B(t)

2t

)
SB(t) =

1

σ

(
D −

∫ t

0
γ(s, θ)ds

)
∫ t

0
γ(s, θ)ds = φo.exp (−η.t)

(37)

The parameter estimation of this model, θ = {α, β, σ} was performed according to the properties of

the Wiener process. We let xikj = φi(tkj) − φi(tk(j−1)) be a signal increment correspondence to the

component which is monitored at separated times, and 4t = tj − tj−1. So,

xikj ∼ N

(∫ tj

tj−1

γ(s, θ)ds, σ2
(
tj − t(j−1)

))
∫ t

0
γ(s, θ)ds = φo.exp (−η.t)

η = α.exp

(
− β

Tk

) (38)

According to Eq. (38), the likelihood function was given:

L(θ) =
K∏
k=1

nk∏
i=1

mk∏
j=1

1√
2πσ2 (tj − tj−1)

e

−
[
xikj−

∫ tj
tj−1

γ(s,θ)ds

]2
2σ2(tj−tj−1)


(39)

We would not try to provide mathematical proof of the feasibility of this likelihood function. The

models’ parameters can be obtained by integrally solving the partial derivative equations using the

numerical solutions for nonlinear algebraic equation groups thanks to a MATLAB procedure.
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