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Total Cost Minimization of a
High-Pressure Natural Gas
Network
This paper deals with a high-pressure gas pipeline optimization, where the problem is to
find the design properties of the pipelines and necessary compressor stations to satisfy
customer requirements, using available supply gas and storage capacities. The consid-
ered objective function is the total annualized cost, including the investment and operat-
ing costs. The binary variables used to represent the flow direction of pipelines lead to a
mixed integer nonlinear programming problem, solved by using the standard branch and
bound solver in GAMS. The optimization strategy provides the main design parameters of
the pipelines (diameters, pressures, and flow rates) and the characteristics of compressor
stations (location, suction pressure, pressure ratio, station throughput, fuel consumption,
and station power consumption) to satisfy customer requirements.
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Introduction
Natural gas �NG�, viewed as a cleaner-burning alternative to

oal and oil in terms of acidic and greenhouse gas pollution, is
ncreasingly being used as an energy source and by most esti-
ates, its global consumption will double by 2030 �1�. The trans-

ort of large quantities of NG is carried out by pipeline network
ystems across long distances. For example, the European natural
as system, which is very well developed, consists, inter alia, of
.4�106 km pipelines of which 145,000 km concern high-
ressure transmission pipelines. As the gas flows through the net-
ork, pressure �and energy� is lost due to both friction between

he gas and the pipe inner wall, and heat transfer between the gas
nd its environment. Typically, natural gas compressor stations are
ocated at regular intervals along the pipeline to boost the pressure
ost through the friction of the natural gas moving through the
teel pipe. They consume a part of the transported gas, thus re-
ulting in an important fuel consumption cost on the one hand,
nd in a significant contribution to CO2 emissions, on the other
and. Two main issues are generally highlighted when considering
ipeline transmission networks, i.e., designing and operating a gas
ipeline network. They generally involve technico-economic con-
erns, often based on capital cost minimization, throughput maxi-
ization, and fuel cost minimization.
Numerical simulations based on either steady state or transient
odels of the networks have been used to attempt to provide

olutions to these problems. Following the development of the gas
ndustry, gas pipeline networks have evolved over decades into
ery large and complex systems. A typical network today might
onsist of thousands of pipes, dozens of stations, and many other
evices, such as valves and regulators. Inside each station, there
an be several groups of compressor units of various vintages that
ere installed as the capacity of the system expanded. In that

ontext, numerical simulation and optimization of gas pipeline
an be of great help to design them, to predict their behavior, and
o control their operation. Over the years, many researchers have
ttempted this issue.

1Corresponding author.
Contributed by the Petroleum Division of ASME for publication in the JOURNAL OF

NERGY RESOURCES TECHNOLOGY. Assoc. Editor: Andrew K. Wojtanowicz.
The difficulties of such optimization problems arise from sev-
eral aspects. First, compressor stations are very sophisticated en-
tities themselves. They might consist of a few dozen compressor
units with different configurations and characteristics. Each unit
could be turned on or off, and its behavior is nonlinear. Second,
the set of constraints that define feasible operating conditions in
the compressors along with the constraints in the pipes constitutes
a very complex system of nonlinear constraints. Third, the con-
sidered optimization problem often involves both continuous and
integer variables and gives birth to a mixed integer nonlinear pro-
gramming �MINLP� formulation. Moreover, the treatment of
industrial-size problems may render the problem highly combina-
torial.

The natural gas chain is generally constituted by various com-
ponents as represented in Fig. 1. In this figure, the pressure re-
gimes are just indicative and may differ from country to country.

The transport lying system between the natural gas deposits and
the consumers is quite complex. After the gas has been extracted,
so-called trunk lines are connected with pipeline compressor sta-
tions. The natural gas is then pumped into long distance pipelines
called transmission lines and sent to the take-off stations for the
consumers. From there, the gas is further transported to the con-
trol station of the regional distribution system. It then finally goes
to industrial customers and households. A schematic view of a
pipeline section is displayed in Fig. 2 with six compression sta-
tions, delivery, and supply points.

For transmission network problems considered in this study,
compressor stations in a pipeline system can be subdivided into
two classes: the originating stations, which are positioned at the
inlet to the pipeline and are usually the most complex, and the
booster stations, which are located along the pipeline to compen-
sate for the pressure decrease due to friction and elevation losses.
In principle, the longer the pipeline and the elevation of the terrain
crossed, the more compressor horsepower is required to achieve
the required delivery pressure at destination. However, under a
fixed route and flow capacity, the number and size of booster
stations can vary depending on circumstances and design. Al-
though systems with fewer stations can be easier to operate, they
have the disadvantage of introducing a need for high inlet pres-
sures. Actual transmission systems represent a compromise be-
tween a very few powerful originating stations and a large number

of small booster points.
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This paper deals with a high-pressure gas pipeline transmission
etwork optimization, where the problem is to find the design
roperties of the pipelines and necessary compressor stations to
atisfy customer requirements, using available supply gas and
torage capacities. The considered objective function is the total
nnualized cost, including the investment and operating costs. The
inary variables used to represent the flow direction of pipelines
ead to a MINLP problem, solved by using the GAMS package. The
pproach is illustrated by an example taken from literature �2�
nspired from the Belgian network. It comprises 20 nodes linked
ogether with 20 arcs �see Fig. 3�. The positions of nodes are
elected such that they are consistent with their geographical lo-
ation in the real network.

Previous Works

2.1 Transmission Pipeline Modeling. The qualitative presen-
ation of the pipeline network and of its components highlights
hat engineering design and operation studies of pipeline network
re involved with the optimization of the performance of the glo-
al system. The analysis of the dedicated literature shows that
here is growing interest on the subject.

The optimization of the design of a pipeline to transmit fluids
nvolves numerous variables, which include pipe diameter, pres-
ure, temperature, line length, space between pumping or com-
ressor stations, required inlet and delivery pressures, and deliv-
ry quantity. Each of these parameters influences the overall
onstruction and operating cost in some degree.

This is as true for the design of a system from a clean sheet of
aper �grass roots� as it is for the development and upgrading of
n existing system; the only real difference between these two
xamples is the extent to which some of the variables are already
xed.
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Fig. 1 Schematic view of the diff
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Fig. 2 Example of a pipeline sectio
Because of the number of variables involved, the task of estab-
lishing the optimum can be quite difficult, and in order to ensure
a robust solution, many options may have to be investigated.

The two main approaches that are classically encountered in
gas network representation are numerical simulation and
optimization.

The main purpose of simulation is to determine the actual be-
havior of a gas network under given conditions. Simulation basi-
cally answers the following question: What happens if we run our
grid with given control variables and known boundary flows?
Typical questions like finding a control regime, which achieves
several target values, usually require a series of simulation runs by
expert users who are familiar with the network. Two disadvan-
tages of numerical simulation are found. First, finding an adequate
regime may even take a large number of runs and, second, it
cannot ensure that the solution achieved is optimal.

This explains mainly why the searching process must be sub-
stituted with more sophisticated algorithms. Yet, optimization gen-
erally works with simplified models, but it yields optimum results
where limits or certain target values will be achieved automati-
cally if they are defined as optimization problem constraints.
There has been a great deal of work on the optimization approach
to gas pipe distribution networks.

Since 20 years, there has been an interest on the optimization of
gas pipe distribution networks. A one-dimensional compressible
fluid flow equation is proposed in Ref. �3�. Lewandowski �4�
implemented an object-oriented methodology for modeling a
natural gas transmission network using a library of C++ classes,
and Osiadacz �5� presented a dynamic optimization of high-
pressure gas networks using hierarchical system theory. Surry et
al. �6� formulated the optimization problem based on a multi-
objective genetic algorithm. Mohitpour et al. �7� used a dynamic
simulation approach for the design and optimization of pipeline

Distribution
grid

< 8 bar

End user
infrastructure

End user

Pressure
Reduction

facility

nt parts of a natural gas delivery

tion
5C

Station
6C
ere
Sta
n with six compression stations



iss

t  
p  
a  
�

Supply or storage node

Delivery point or demand

Interconnection node

1

2

3

4
6

7

13

14

15

16

Fig. 3 Natural gas transm

ransmission systems. Boyd et al. �8� studied steady-state gas
ipeline networks by modeling the compressor stations. Costa et
l. �9� developed a steady-state gas pipeline simulation. Sun et al.

10� based their modeling approach on a hybrid network using
minimum cost spanning tree. They also used a software support
system �11�, called the Gas pipeline operation advisor, for mini-
mizing the overall operating costs, subject to a set of constraints
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ion network from Ref. †2‡
such as the horsepower requirement, availability of individual
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ompressors, types of compressor, and the cycling of each com-
ressor. A reduction technique for natural gas transmission net-
ork optimization problems was implemented by Rios-Mercado

t al. �12�. Martinez-Romero et al. �13� used the software package
GAS NET.” A MINLP model for the problem of minimizing the
uel consumption in a pipeline network was implemented by
obos-Zaleta and Rios-Mercado �14�. Mora and Ulieru �15� de-

ermined the pipeline operation configurations requiring the mini-
um amount of energy �e.g., fuel and power� needed to operate

he equipment at compressor stations for given transportation re-
uirements. Chauvelier-Alario et al. �16� developed CARPATHE, a
imulation package GdF Suez, French Company for representing
he behavior of multipressure networks and including functional-
ties for both network design and network operation. Optimization
ethods for planning reinforcement on gas transportation net-
orks and for minimizing the investment cost of an existing gas

ransmission network were used by André et al. �17�.
This literature analysis shows that there has been and continue

o be a significant effort focused on the modeling of natural gas
ransmission networks. The objective of this work is to propose a
ramework able to embed formulations from design to operational
urposes: this explains why only steady-state behavior of the gas
ow is considered. The problem is to implement, for a given
athematical model of a pipeline network, a numerical method

hat meets the criteria of accuracy together with relatively small
omputation times.

2.2 Optimization Techniques. A great variety of applica-
ions, drawn from a wide range of investigation areas, can be
ormulated as complex optimization problems. It covers, for in-
tance, the famous traveling man problem intensively studied �18�
s well as frequencies allocation for radio-mobile networks �19�,
rocess network optimization �20�, physicochemical equilibrium
alculations �21�, or hydrology computing �22�. In order to face
hese problems, a significant investigation effort has been carried
ut to develop efficient and robust optimization methods. At the
eginning, this aim was concerned especially in the operational
esearch and artificial intelligence areas. But the trend was subse-
uently followed by the process system engineering community,
ince this one provides a wide number of applications formulated
s complex optimization problems. A typical reference is consti-
uted by design problems related to heat or mass exchanger net-
orks �23�, supply chain design �24�, multiproduct �25� or multi-
urpose �26�, and batch plant design or retrofitting �27�.
As a consequence, a great diversity of optimization methods

as implemented to meet the industrial stakes and provide com-
etitive results. But if they prove to be well-fitted to the particular
ase they purchase, these techniques’ performance cannot be con-
tant whatever the treated problem is. Actually, method efficiency
or a particular example is hardly predictable, and the only cer-
ainty we have is expressed by the no free lunch theory �28�:
here is no method that outdoes all the other ones for any con-
idered problem. This feature generates a common lack of expla-
ation concerning the use of a method for the solution of a par-
icular example, and usually, no relevant justification for its choice
s given a priori. Among the diversity of optimization techniques,
wo important classes have to be distinguished: deterministic
ethods and stochastic ones. Complete reviews are proposed in

iterature �29–31�. A thorough analysis of both classes was previ-
usly studied in Ref. �32� with the support of batch plant design
roblems.
The deterministic methods involve the verification of math-

matical properties of the objective function and constraints, such
s continuity or derivability. This working mode enables them to
nsure to get an optimum, which is a great advantage. Among the
eterministic class, the following ones stand out: the branch and
ound methods �33–35�, the generalized Bender decomposition
36� and the outer approximation algorithms �37�, the extended
utting plane method �38�, and disjunctive programming methods

39�. Even though most of the above-mentioned methods keep
being at the academic level, some �commercial or free� computa-
tional codes are available: the standard branch and bound �SBB�,
BARON, DICOPT++, and LOGMIP solvers within the GAMS

modeling environment �40�, and MINLP_BB �41� and aECP �42�.
The second class, namely, metaheuristics or stochastic methods,

is based on the evaluation of the objective function at different
points of the search space. These points are chosen through the
use of a set of heuristics, combined with generations of random
numbers. Thus, metaheuristics cannot guarantee to obtain an op-
timum. They are divided into neighborhood techniques such as
simulated annealing �43�, tabu search �21�, and evolutionary algo-
rithms comprising genetic algorithms �44�, evolutionary strategies
�45�, and evolutionary programming �46�.

Since the number of constraints associated with the formulation
of the problem related to the optimization of NG transmission
networks may be important, the deterministic way is adopted in
this study. To represent the deterministic class, solvers of the
GAMS environment were chosen, since this optimization tool is
widely used, and even stands as a reference for the solution of
problems drawn from process engineering.

3 Model Formulation for Gas Pipeline Networks

3.1 Gas Pipeline Hydraulics. Due to operating problems, a
gas transmission line is not normally designed to handle a two-
phase flow. Exceptions lie, for example, in oil/gas wells, gathering
systems, and separation units. The formulation presented here is
only valid for a single phase flow. The pressure drop in a gas
pipeline, i.e., the essential parameter to determine the required
compression power for the transmission, is derived from the dif-
ferential momentum balance.

Writing momentum balance, the equation of movement is ob-
tained as �47�:

�p

�x
+

f

2D

ZRT

pMA2m2 � g
pM

ZRT
sin � +

R

A2M

�

�x
�ZT

p
m2� +

1

A

�m

�t
= 0

�1�

where A is the cross area of the pipe �m2�, R is the universal gas
constant �8314 J/kmol K�, T is temperature �K�, m is the flow rate
�kg/s�, and � is the angle between the pipe axis and the horizontal
line.

By using Eqs. �3�–�9� and integrating Eq. �1�, Tabkhi �48�
showed that between points 1 and 2 of a pipe of length L �m� and
internal diameter D �m�, the steady-state pressure drop can be
expressed in the following form:

�p2
2 − p1

2� −
32m2ZRT

�2D4M
ln� p2

p1
� +

16f

�2D5

ZRT

M
m2L = 0 �2�

In this equation the various terms are defined as follows.
Gas density and pressure are linked by the following equation

containing the compressibility factor Z:

� =
pM

ZRT
�3�

where the average molecular mass of gas M is calculated using a
simple mixing rule involving the mole fractions yis and the mo-
lecular masses Mis:

M = � Miyi �4�

The compressibility factor Z is used to alter the ideal gas equation
to account for the real gas behavior. Traditionally, the compress-
ibility factor is calculated using an equation of state. Yet, for natu-
ral gas, it may be estimated from the empirical relationship pro-
posed for simulation goals in literature �49�. For example, this
factor can be expressed as a function of the critical properties of
the gas mixture, average pressure of the pipe segment, and the

temperature that have been considered as constant:
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Z = 1 + �0.257 – 0.533
Tc

T
� pij

pc
�5�

he pseudocritical temperature of natural gas Tc and its pseud-
critical pressure pc can be calculated using an adequate mixing
ule starting from the critical properties of the natural gas compo-
ents. The critical point of a material is the point where the dis-
inction between the liquid and vapor phases disappears. In this
ork, average pseudocritical properties of the gas are determined

rom the given mole fractions of its components by Kay’s rule,
hich is a simple linear mixing rule shown in:

Tc = � Tciyi �6�

pc = � pciyi �7�

verage pressure pij can be calculated from two end pressures
49�

pij =
2

3
�pi + pj −

pipj

pi + pj
� �8�

ince the flow is considered fully developed here, which is the
ase concerned in gas pipelines, the friction factor f is estimated
hrough the equation deduced by Prandtl–von Karman �50� in
hich the friction factor depends only on the relative roughness �

s follows:

f = �− 2 log
�/D
3.71

�−2

�9�

3.2 Fundamental Constraints

3.2.1 MAOP. The internal pressure in a pipe causes the pipe
all to be stressed, and if allowed to reach the yield strength of

he pipe material, it could cause permanent deformation of the
ipe and ultimate failure. In addition to the internal pressure due
o gas flowing through the pipe, the pipe might also be subjected
o external pressure, which can result from the weight of the soil
bove the pipe in a buried pipeline and also by the probable loads
ransmitted from vehicular traffic. Therefore, the necessary mini-
um wall thickness will be dictated by the internal pressure in a

as pipeline. The pressure at all points of the pipeline should be
ess than the maximum allowable operating pressure �MAOP�,
hich is a design parameter in the pipeline engineering �see Fig.
�. This upper limit is calculated using Eq. �11� �48� as follows:

p � MAOP �10�

MAOP = SMYS
2t

D − t
fFfEfT �11�

P
Pressure

Hoop stress
2P(D-t)/t

Diameter

Thickness

ig. 4 Stress in pipeline subjected to internal pressure due to
as flow

he yield stress used in Eq. �11� is called the specified minimum
ield strength �SMYS� of pipe material. SMYS is a mechanical
roperty of the construction material of the gas pipeline. The fac-
tor fF has been named the design factor. This factor is usually 0.72
for cross-country or offshore gas pipelines, but can be as low as
0.4, depending on class location and type of construction. The
class locations, in turn, depend on the population density in the
vicinity of the pipeline. The seam joint factor fE varies with the
type of pipe material and joint type. Seam joint factors are be-
tween 1 and 0.6 for the most commonly used material types. The
temperature factor fT is equal to 1 for gas temperatures below
120°C before it reaches 0.867 at 230°C.

3.2.2 Critical Velocities. The increase in flow rate causes pres-
sure drop increase. An important factor in the treatment of com-
pressible fluid flow is the so-called critical flow. For a compress-
ible flow, the increase in flow owing to the pressure drop increase
is limited to the velocity of sound in the fluid, i.e., the critical
velocity. Sonic or critical velocity is the maximum velocity which
a compressible fluid can reach in a pipe. For trouble-free opera-
tion, velocities maintain under a half of sonic velocity. Sonic ve-
locity in a gas c is calculated with a satisfactory approximation
using Eq. �13�. Here � is the average isentropic exponent of the
gas. Cp is the heat capacity at constant pressure in J/�kmol K�.

v � c/2 �12�

c =��ZRT

M
�13�

� =
��Cpiyi�

M��Cpiyi� − R
�14�

Increasing gas velocity in a pipeline can have a particular effect
on the level of vibration and increase the noises too. Moreover,
higher velocities in the course of a long period of time will cause
the erosion of the inside surface of the tubes, elbows, and other
joints. The upper limit of the velocity range should be such that
erosion-corrosion cavitations or impingement attack will be mini-
mal. The upper limit of the gas velocity for the design purposes is
usually computed empirically with the following equation �51�. In
pipeline design domain, the erosional velocity ve falls always un-
derneath the speed of sound in the gas:

v � ve �15�

ve = 122�ZRT

PM
�16�

3.3 Compressor Characteristics. As shown in Fig. 5, a cen-
trifugal gas compressor is characterized by means of its delivered
flow rate and its pressure ratio, and the ratio between suction side
pressure of the compressor and its discharge pressure. The com-
pression process in a centrifugal compressor can be well formu-

Qs (m3/s)

h i
(k

J/
kg

)

ω=cte

ηi=cte

Qsurge

Surge
limit

Fig. 5 A typical centrifugal compressor map
lated using isentropic process aiming for calculating horsepower
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or a compressor station. The pressure ratio of a centrifugal com-
ressor is usually linked with a specific term named “head” car-
ied over from pump design nomenclature and expressed in meter
ven for compressors. The head developed by the compressor is
efined as the amount of energy supplied to the gas per unit mass
f gas.
The equation for power calculation can be expressed as fol-

ows:

P =
mchi

i
�17�

here mc �kg/s� is the mass flow rate of compressed gas, hi �m� is
he compressor isentropic head, and 	i is the compressor isentro-
ic efficiency.
This equation is obtained by considering compression adiabatic

rocess that is a reasonable assumption because the heat transfer
etween gas and the outside is very low. For adiabatic compressor
rst the adiabatic efficiency is defined as:

	i =
Pideal

P
�18�

s shown in the following equation, considering adiabatic com-
ression, head is an index of the pressure ratio across the com-
ressor. In this equation, pd is the discharge pressure of the com-
ressor and ps is the suction pressure and � is isentropic exponent
nd will be calculated using Eq. �14�. The compressibility factor
nd the temperature here are considered at the suction side of the
ompressor �52�

hi =
ZsRTs

M

�

� − 1
	� pd

ps
���−1�/�

− 1
 �19�

n this work, centrifugal compressors in the station are assumed to
e driven by turbines whose supply energy is provided from a line
f the gas derived from the pipeline passed through the station in
rder to be compressed as shown in Fig. 6. The flow rate of the
onsumed gas as fuel for the compression process in each com-
ressor is obtained by dividing the required power for compres-
ion P by the mechanical efficiency 	m, driver efficiency 	d, and
ow heating value �LHV�:

mf =
106mchi

i	m	dLHV
�20�

HV represents the quantity of energy released by mass unity of
he gas during complete combustion. It is considered at 25°C and

bar in kJ/kg and is calculated from the mass lower heating
alues, LHVi of the molecules composing the gas:

LHV =
�yiMiLHVi

�yiMi
�21�

mf

mf + mc

mc

Centrifugal
compressor

Incorporated
turbine

C1

ig. 6 Representation of the centrifugal compressor and its
ncorporated turbine

pplying standard polynomial curve-fit procedures for each com-
ressor, the normalized head hi /� 2 can thus be obtained under the 

orm of the following equation �53�:
hi


2 = b1 + b2
Qs



+ b3�Qs



�2

�22�

Also, contours of constant isentropic efficiency could be fitted in
the polynomial form of second degree shown in:

i = b4 + b5
Qs



+ b6�Qs



�2

�23�

The rotation speed 
 of all compressors is comprised between the
lower and upper boundaries as represented below. To prevent from
surge phenomenon, by considering surge margin �surge, the fol-
lowing constraint is introduced �54�:


l � 
 � 
u �24�

�surge �
Qs − Qsurge

Qs
�25�

There is a surge flow rate Qsurge corresponding to each compressor
rotational speed �55�:

Qsurge = b7��ZsRTs

Mps
2

� − 1

�
hsurge + �ZsRTs

psM
�2��/��−1�

− �ZsRTs

psM
�2�1/2

�26�

In this equation, hsurge is the surge head at a specified compressor
speed and can be calculated using the following equation:

hsurge


2 = b1 + b2
Qsurge



+ b3�Qsurge



�2

�27�

Considering a fixed value for the surge pseudo-efficiency, it will
be introduced as a parameter during optimization procedure.
Equation �27� represents a nonlinear correlation between surge
flow rate and rotational speed of the compressor.

3.4 Incidence Matrices. The different links between the el-
ementary sections of a network can be defined using incidence
matrices. So, all the relation between the variables of the system
such as the material balances at steady state around the nodes of a
pipeline network can be expressed under the very concise forms
by using different types of incidence matrices such as the arc-node
matrix �56�. In the model, each pipe, each compressor, and each
fuel stream are represented by an arc. Consider a network with n
nodes, l pipe arcs, and m compressor arcs. Therefore, there will be
m fuel streams since for each compressor unit there is a stream
that carries fuel to it. Because in a compressor, compression pro-
cess is carried out, a compressor unit can be named an active arc.
In this way, a pipe segment, in where the pressure decreases, may
be called a passive arc. Let us note that the fuel streams have been
considered as inert arcs regarding pressure change through them.
A flow direction is assigned preliminarily to each pipe that can be
or not coincide with the real flow direction of the gas that runs
through the arc.

Let A be a matrix with the dimension of n� �l+m�. Each of its
elements, aij is given by:

aij = �1 if arc j comes out from node i

− 1 if arc j goes into node i

0 otherwise
�

A is called the node-arc incidence matrix. Similarly, let B be an-
other matrix with the dimension of l�m whose element bij
is defined below and is named the pipe-compressor incidence

matrix:
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bij = �1 if pipe i is connected to discharge node of compressor j

− 1 if pipe i is connected to suction node of compressor j

0 otherwise
�

Table 1 Properties of the flowing gas through the network

Gas component CH4 C2H6 C3H8

Mole percent in gas 70 25 05
Molecular mass �g/mol� 16.04 30.07 44.10
Lower heating value at 15°C and 1 bar �MJ /m3� 37.706 66.067 93.936
Critical pressure �bar� 46.0 48.8 42.5
Critical temperature �K� 190.6 305.4 369.8
Heat capacity at constant pressure �J/mol K� 35.6635 52.848 74.916
he third defined matrix is the node-fuel incidence matrix, which
escribes the existing fuel stream derivations from a node, and it
s called the compressor-fuel matrix. The dimension of this matrix
s n�m and its elements are defined as:

cij = 1 if fuel stream i be derived from node j

0 otherwise
�

his matrix is also defined as previously, indicating which fuel
tream belongs to which compressor. These incidence matrices are
sed to write the material balances around each node i, the flow
ate of the consumed gas as fuel for the compression process in
ach compressor and the equation of movement. For example, the
aterial balance around node i is expressed as Eq. �28�. In this

quation Si represents the gas delivery or supply relative to this
ode. It is negative if the node is a delivery node and positive for
supply node where the gas is injected to the node.

�
j�arcs

ai,jmj + �
j�compressors

bi,jmf j
= Si �28�

Table 2 Supply nodes’ characteristics

upply
node

Minimum
value MMSCMD

�kg/s�

Maximum
value MMSCMD

�kg/s�

Relative
minimum
pressure

�bar�

Relative
maximum
pressure

�bar�

1 08.870 �087.918� 11.594 �114.917� 00.0 77.0
8 20.344 �201.646� 22.012 �218.178� 50.0 66.2

Total 29.214 �289.564� 33.606 �333.095�

ote: Relative pressure means absolute pressure added to atmospheric pressure,
MSCMD is the abbreviation of million standard cubic meters per day, and standard

ondition is taken at 25°C and 101,325 Pa.

Table 3 Characteristics related to gas storage nodes

Storage
node

Maximum
outflow MMSCMD

�kg/s�

Relative
minimum
pressure

�bar�

Relative
maximum
pressure

�bar�

2 08.40 �083.259� 0.0 77.0
5 04.80 �047.577� 0.0 77.0
13 01.20 �011.894� 0.0 66.2
14 00.96 �009.515� 0.0 66.2

Total 15.36 �152.245�
4 Numerical Example

4.1 Network Structure. The network was already presented
in Fig. 3. The properties of flowing gas through the network are
given in Table 1. There are two supply points 1 and 8 to satisfy the
delivery requirements. The daily gas inputs at supply nodes 1 and
8 should not exceed their lower and upper bounds as shown in
Table 2. The pressure of the gas supplied from node 1 is not
limited inferiorly.

Available gas flows from the nodes where gas can be injected
from storage tanks listed in Table 3. Storage tanks are located in
nodes 2, 5, 13, and 14. Each storage facility has a maximum daily
delivery capacity to gas network reported in Table 3. Daily gas
demand at the nine delivery nodes is given in Table 4. It is as-
sumed that the mass flow rates of gas demands are fixed. Pressure
boundaries imposed to deliver gases should be respected. There is
no lower limit on the pressure related to interconnection nodes.
The upper limits on these pressures are given in Table 5.

In addition, the pressure at all nodes including interconnection
nodes is limited superiorly with the MAOP of the arcs, which link
them together. In Table 6, upstream and downstream nodes for all
arcs of the network are defined. For each arc, at the beginning of
the optimization procedure, it is assumed that gas flows from the
upstream node to the downstream node. Then, the direction of the
flow may be changed by the optimizer.

4.2 MINLP Problem

4.2.1 General Formulation. The goal is to search for the de-
sign properties of the pipelines and necessary compressor stations
of the network presented in Fig. 3 to satisfy customer require-
ments using available supply gas and storage capacities. Yet, the

Table 4 Daily gas demands and their pressure restrictions at
delivery nodes

Delivery
node

Gas demand
MMSCMD

�kg/s�

Relative
minimum pressure

�bar�

Relative
maximum pressure

�bar�

3 03.918 �038.834� 30.0 80.0
6 04.034 �039.984� 30.0 80.0
7 05.256 �052.096� 30.0 80.0
10 06.365 �063.089� 30.0 66.2
12 02.120 �021.013� 00.0 66.2
15 06.848 �067.876� 00.0 66.2
16 15.616 �154.783� 50.0 66.2
19 00.222 �002.200� 00.0 66.2
20 01.919 �019.021� 25.0 66.2

Total 46.298 �458.896�



t
t
d
d
p
a
t

s
c
S
t
D
c
v
p
S
b
d
t
a

c
i
n

v
s
r
c
t

T
n

�

opology of the transmission network is set, i.e., the links between
wo nodes and the distance of the corresponding arc. However, a
egree of freedom is introduced in the procedure: No gas flow
irection is assigned a priori. The pipe diameters, as well as the
ower of required compressor stations, are decided via a MINLP
lgorithm within GAMS modeling environment. In addition, loca-
ions of necessary stations are also determined by the optimizer.

4.2.2 Basic Design Conditions. Design temperature is as-
umed equal to 281 K. All the other required properties of the
omponents of natural gas are given in Table 1. For the used steel,
MYS, which is needed to determine pipeline MAOP, is supposed

o be equal to 2000 bars that is within conventional typical values.
esign factor, another parameter to calculate MAOP via Eq. �11�

onsidered equal to 0.4, is a low enough and, consequently, safe
alue. Note that this factor depends on the class location of the
ipeline, which depends also on the population density around it.
eam joint factor, which represents weld efficiency, is assumed to
e equal to 1. The last factor present in Eq. �11�, temperature
erating factor, is considered equal to 1 since temperature is lower
han 120°C. Absolute roughness of the interior surface of pipes is
bout 50 m for steel pipes.

In order to compute fuel consumption, the total efficiency of
ompressor stations is considered equal to 25% for all stations. It
s assumed that a compressor station is at least 1 km far from the
eighboring nodes.

4.2.3 Optimization Variables. The continuous optimization
ariables are the pipeline diameters, the location of the compres-
or stations, as well as their horsepower, pressures, and gas flow
ates at different nodes, pressure ratios, and gas consumption at
ompressor stations. In addition, a set of binary variables is used
o define the flow directions in the pipelines. All of the continuous

able 5 Upper limits on the pressures of interconnection
odes

Interconnection
node

Relative
maximum
pressure

�bar�
Interconnection

node

Relative
maximum
pressure

�bar�

4 80.0 17 66.2
9 66.2 18 63.0
11 66.2

Table 6 Arc description

Arc
upstream to downstream�

Length
�km�

1-2 04.0
2-3 06.0
3-4 26.0
5-6 43.0
6-7 29.0
7-4 19.0
4-14 55.0
8-9 05.0
9-10 20.0
10-11 25.0
11-12 42.0
12-13 40.0
13-14 05.0
14-15 10.0
15-16 25.0
11-17 10.5
17-18 26.0
18-19 98.0
19-20 06.0
variables are positive except the flow rates of gas feeding or leav-
ing the nodes of the network. This operating variable is negative
for demand nodes, positive for supply or storage nodes, and zero
for interconnection nodes.

There are basic design variables that are related to the equip-
ment size including pipe diameters, the location of the compressor
stations, as well as their horsepower. Note that for each pipeline, if
a compressor station must be considered on a line, the diameter
remains unchanged after the compressor station.

The other kind of continuous variables consists of operating
variables such as pressures at different nodes, in addition to the
gas flow rates feeding or leaving the nodes. None of the pressures
subjected to nodes is fixed and all of them are bounded inferiorly
and superiorly, so they must be decided during the optimization
process.

Like as the mass flow rates through arcs, there are other oper-
ating variables such as pressure ratio at compressor stations,
which are dependent variables that are computed when the previ-
ously nominated basic variables are fixed. Gas consumption at
each station is another dependent variable. Because its amount is
low enough compared with compressor throughput, the pipeline
diameter will not be changed after a compressor station. Average
gas velocity through a pipe, as well as its average compressibility
factor, is also dependent on other variables such as the pressures at
its end-point nodes.

Finally, a set of binary variables is defined to assign flow direc-
tion of pipelines. So a MINLP optimization problem will be en-
countered. If a binary variable would be equal to unity, flow di-
rection will coincide with the one reported in Table 6, and if it
would be equal to zero, gas flows in the direction opposite to that
the one given in this table.

4.2.4 Objective Function. The goal in this optimization prob-
lem is to minimize the total annual cost. The objective function,
total annualized cost as given in Eq. �29� �57�, includes the sum of
the investment cost depreciated over 10 years and the operating
annual cost for all arcs:

ATC = �
j�arcs

�ICPj + ICSj + OCSj� �29�

In this equation ATC is the annualized total cost expressed in
euros/year. The investment cost consists of that of the pipelines
named ICP and that of the required compressor stations
named ICS. The investment cost corresponding to the pipelines
depends obviously on their lengths and diameters as shown in
Eq. �30� where Cs, d, and L are yearly unit pipe capital cost,
pipe diameter, and pipe length, respectively. Cs is assumed
15,778 € / �km m year� as follows:

ICPj = �CsdL� j �30�

The annualized investment cost of the compressor stations is di-
vided into fixed and variable costs as shown in Eq. �31�. The
former term of the right-hand side is independent of station horse-
power P, and takes into account installation costs, civil engineer-
ing, etc. The last term increases linearly WITH horsepower:

ICSj = �Cf sgn�P� + CbP� j �31�

The terms Cf and Cb in Eq. �31� are fixed and variable unit capital
costs, respectively, and are supposed equal to 7410 € /year and
70 € /kW in this order �57�. If no compressor exists on an arc, its
corresponding horsepower and so the term ICSj are equal to zero.
The sign function is introduced in the formulation to take into
account that for arc j, if the compressor station horsepower P is
equal to zero, then ICS is also equal to zero.

The only operating and maintenance cost that comes into ac-
count is due to the compressor stations. It is supposed that pipe-
lines have no operating costs compared with compressor stations

�57�. The yearly operating cost of a compressor station is also a
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inear function of its horsepower, so it can be calculated according
o Eq. �32� where unit operating cost Co is assumed equal to
.2 € / �kW year� �57� as follows:

OCSj = �CoP� j �32�

4.2.5 Constraint Definition. Calculation of MAOP using Eq.
11� for each pipeline requires its wall thickness that is obtained
rom the following equation in meter. This equation is obtained
sing the scheduled dimensions provided by ASME B36.19M
tandard that concerns stainless steel pipes:

t = 52 � 10−3d + 989 � 10−7 �33�

or each pipeline, using Eq. �2�, continuity equation correspond-
ng to the segment before compressor is written in the form of Eq.
34� by introducing the binary variable b that indicates the flow
irection.

�2MD5

16ZRTfLc
�2b − 1��Pi

2 − P1
2�

= �bṁ2 + �1 − b��ṁ − ṁc�2�	1 +
2D

fLc
ln� pi

p1
�
 �34�

he friction factor is calculated using Eq. �9�. Similarly, continu-
ty equation for the section of pipeline after a compressor station
s written in the form of:

�2MD5

16ZRTf�L − Lc�
�2b − 1��P2

2 − Pj
2�

= ��1 − b�ṁ2 + b�ṁ − ṁc�2�	1 +
2D

f�L − Lc�
ln� p2

pj
�
 �35�

sing Eq. �28�, the material balance around node i can be written
s Eq. �36�. In this equation Si represents the gas delivery or
upply to this node. It is negative if the node is a delivery node,
ositive for a supply or storage node where the gas is injected to
he gas network, and zero otherwise.

�
k�arcs

�ai,jmj�2bj − 1� − mcj�ai,j�2bj − 1� − 1�/2� = Si �36�

he existence of a compressor station on an arc is decided when
ressure ratio is more than 1, its lower bound. Pressure ratio is
btained using following equation where p1 and p2 are compres-
or station end-point pressures. Note that if b=1 then p1 and p2
re suction and discharge pressures, respectively, and if b=0 vice
ersa:

Ratio = b� p2

p1
� + �1 − b�� p1

p2
�, 1 � ratio � 2 �37�

s mentioned, the pressure ratio is comprised between a lower
ound that is obviously equal to one and its upper bound consid-
red equal to two. This value is a classical one adopted in the
edicated literature.
The horsepower of a compressor station can be calculated start-

ng from its pressure ratio and its throughput. Gas consumption
ate in a station is obtained using Eq. �20�. The gas consumption
t each station depends linearly on its power consumption from
qs. �17� and �20�.
It has been imposed that if a compressor station must be con-

idered on a line, it must work with a power greater than a lower
alue assumed here equal to P− =1000 kW. This constraint is
aken into account by declaring a special variable type called
emicontinuous in the GAMS input file. Semicontinuous variables
re those whose values, if nonzero, must be above a given mini-
um level. This can be expressed algebraically as the logic rela-
ion �40�:
P = 0 ∨ , P− � P � P+, P− � 0 �38�
Finally, the average gas velocity through pipelines is restricted by
erosional velocity obtained following Eq. �16�.

4.2.6 Optimization Procedure. Following the study of Ponsich
�32�, the code SBB of GAMS was chosen as a solution procedure.
SBB is a GAMS solver based on a combination of the standard
branch and bound method known from mixed integer linear pro-
gramming �MILP� and some of the standard NLP solvers already
supported by GAMS such as CONOPT and sparse nonlinear opti-
mizer �SNOPT�. SBB supports all the types of discrete variables
including binary, integer, and some other specific ones �40�.

The relaxed mixed integer nonlinear programming �RMINLP�
model is initially solved using the starting point. A RMINLP
model can contain both discrete variables and general nonlinear
terms, but the discrete requirements are relaxed. In other words,
the integer and binary variables can assume any values between
their bounds; thus a RMINLP model will be just as a NLP prob-
lem. If all discrete variables in the RMINLP model are integer,
SBB will return this solution as the optimal integer solution. Oth-
erwise, the current solution is stored and the branch and bound
procedure will start.

During the branch and bound process, the feasible region for
the discrete variables is subdivided, and bounds on discrete vari-
ables are tightened to new integer values to cut off the current
noninteger solutions. Each time a bound is tightened, a new
tighter NLP submodel is solved starting from the optimal solution
to the previous looser submodel. The objective function values
from the NLP submodel are assumed to be lower bounds on the
objective in the restricted feasible space �assuming minimization�,
even though the local optimum found by the NLP solver may not
be a global optimum.

4.2.7 First Optimization Case. In this first case, pipeline di-
ameters are considered as continuous variables. Then the resulted
diameters are rounded up toward commercial sizes presented in
Table 7 �commercial pipe sizes are based on the standard ASME
B36.19M stainless steel pipe�, following logic relationship �39�.
Finally, the pressure variables, as well as the flow rates and all
other variables, are computed again performing another optimiza-
tion process in GAMS where all the diameters are fixed.

d =�
0.154 d � 0.154

0.178 0.154 � d � 0.178

0.203 0.178 � d � 0.203

] ]

0.844 0.794 � d � 0.844

0.895 0.844 � d

� �39�

4.2.8 Second Optimization Case. Another way to proceed for
considering only commercial sizes for pipe diameters is to code
each diameter by an integer variable taking the values 1–19, each
integer value being associated with a commercial size �for ex-
ample, the value 1 represents the size 0.154 m, while the value 2
represents the size 0.178 m�. Yet, in this case, the problem com-
binatorics explodes because the problem would involve, in addi-

Table 7 Commercial pipe sizes

Pipeline internal diameters in meter according to standard schedule
No. 40

0.154 0.178 0.203 0.227 0.254
0.279 0.305 0.336 0.387 0.438
0.489 0.540 0.590 0.641 0.692
0.743 0.794 0.844 0.895
tion to the 19 binary variables associated with the directions of
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rcs, 19 additional integer variables, each one taking 19 values.
he total number of possibilities is 219�1919=1.0330. So, in this
ase, the MINLP procedure either diverges or does not converge
fter several tens of CPU time.

4.2.9 Results. Because of the nonconvergence of case 2, only
he results of case 1 are reported here. As already mentioned, after
he post-treatment of the diameters, the pressure variables, as well
s the flow rates and all the other variables, are computed again by
olving another optimization problem in which the diameters are
xed, and the optimizer gives a total cost, discounted over 10
ears, of 4.024�106 euros. The computed diameters are shown in
able 8. The optimum pressures subjected to the nodes are shown
n Table 9. The average compressibility factor in each pipe can be
btained for the optimum solutions by applying the results pre-
ented in this table, using Eqs. �5� and �8�.

The mass flow rate of delivery gas for the demand nodes is
xed as a constraint shown in Table 4 but the optimum flow rate
f injected gas to the network at the supply nodes or the storages

Table 8 Optimum pipeline diameters

Arc
Case 1, diameter

�m�

1-2 0.489
2-3 0.743
3-4 0.692
5-6 0.305
6-7 0.154
7-4 0.305
4-14 0.590
8-9 0.844
9-10 0.844
10-11 0.692
11-12 0.641
12-13 0.590
13-14 0.590
14-15 0.844
15-16 0.743
11-17 0.305
17-18 0.279
18-19 0.336
19-20 0.305

ote: The wall thickness of the pipelines can be calculated following Eq. �33�.

Table 9 Pressure subjected to the nodes

Node
Case 1, relative pressure

�bar�

1 74.54
2 72.56
3 71.52
4 67.11
5 77.00
6 31.33
7 30.51
8 65.60
9 65.07
10 62.91
11 60.58
12 64.52
13 56.76
14 55.64
15 54.03
16 50.00
17 66.21
18 55.61
19 33.52
20 30.92
is calculated by the algorithm. They are shown in Table 10. The
optimum mass flow rates across the different arcs are reported in
Table 11. Using the information given in Tables 8, 9, and 11,
optimum average gas velocity and erosional velocity for each arc
can be calculated simply, following the equation linking the mass
flow rate, the density, and the velocity of gas �m= �� /4�D2�v� and
Eq. �16�, respectively. For the pipelines on which a compressor
station exists, the values presented in Table 11 express the gas
flow rate before the station. So, there are compressor stations on
the pipelines 10-11, 11-12, and 11-17. Their operating conditions
are shown in Table 12.

The compressor stations with low-pressure ratio cannot be
eliminated because their throughput is high enough to increase the
station power consumption significantly.

The discharge pressure for each station can be easily obtained
using Eq. �19�. For each compressor station, the sum of the
throughput and the fuel consumption is equal to its gas flow rate
for each pipeline presented in Table 11. Obviously the mass flow
rate of the gas through a pipeline after its compressor station is
equal to the station throughput.

Table 10 Mass flow rate of delivery gas or supply gas at the
concerned nodes

Node
Case 1, relative pressure

�bar�

1 114.92
2 83.26
5 40.93
8 201.65
13 10.02
14 9.52

Table 11 Gas mass flow rate through pipelines

Arc
Case 1, flow rate

�kg/s�

1-2 114.85
2-3 198.04
3-4 159.13
5-6 40.86
6-7 0.81
7-4 51.36
4-14 107.70
8-9 201.58
9-10 201.51
10-11 138.36
11-12 116.83
12-13 95.70
13-14 105.65
14-15 222.80
15-16 154.85
11-17 21.51
17-18 21.43
18-19 21.36
19-20 19.09

Table 12 Optimum conditions related to necessary compres-
sor stations

Pipeline that requires a compressor station 10-11 11-12 11-17

Suction pressure �bar� 63.39 61.42 59.04
Pressure ratio 1.022 1.147 1.142
Station throughput �kg/s� 138.34 116.73 21.49
Fuel consumption �g/s� 18.5 101.8 18.5
Station power consumption �kW� 1000 5520 1000
Position from upstream node �km� 3.56 1.00 9.50
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Conclusions
The objective of this work was to develop a general methodol-

gy for gas transmission pipeline modeling based on an
ptimization-oriented framework, able to embed formulations
rom design to operational purposes. For this purpose, steady-state
ehavior of the gas is considered and assumed in the momentum
nd mass balances.

Although various optimization techniques can be used, the
hoice of a deterministic one has guided the solution strategy,
ince it is generally recognized that this kind of methods is par-
icularly well-fitted to take into account the important number of
onstraints that are likely to be involved in the problem formula-
ion. An adequate solver, namely, SBB, within GAMS environment
as selected since this optimization toolbox is often considered as
standard in process systems engineering.
A strategy to solve the optimal design of gas transmission net-

ork of a given topology is proposed. The approach is illustrated
y an example taken from literature, inspired from the Belgian
etwork. It comprises 20 nodes linked together with 20 arcs. The
onsidered objective function is the total annualized cost, includ-
ng the investment and operating costs. The optimization strategy
rovides the main design parameters of the pipelines �diameters,
ressures, and flow rates� and the characteristics of compressor
tations �location, suction pressure, pressure ratio, station through-
ut, fuel consumption, and station power consumption� to satisfy
ustomer requirements.
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