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Hybrid transforms of constructible functions

Vadim Lebovici*

November 11, 2022

Abstract

We introduce a general definition of hybrid transforms for constructible func-
tions. These are integral transforms combining Lebesgue integration and Euler
calculus. Lebesgue integration gives access to well-studied kernels and to regu-
larity results, while Euler calculus conveys topological information and allows for
compatibility with operations on constructible functions. We conduct a system-
atic study of such transforms and introduce two new ones: the Euler-Fourier and
Euler-Laplace transforms. We show that the first has a left inverse and that the
second provides a satisfactory generalization of Govc and Hepworth’s persistent
magnitude to constructible sheaves, in particular to multi-parameter persistent
modules. Finally, we prove index-theoretic formulae expressing a wide class of hy-
brid transforms as generalized Euler integral transforms. This yields expectation
formulae for transforms of constructible functions associated to (sub)level-sets
persistence of random Gaussian filtrations.
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1 Introduction

Originally developed by O. Viro [Vir88| in the complex setting and by P. Schapira
[Sch89; Sch91] in the real analytic setting, Fuler calculus — the integral calculus of
constructible functions with respect to the Euler characteristic — is of increasing inter-
est in topological data analysis (TDA). Already in [Sch89], Euler calculus was developed
as an alternative definition of convolution for polygonal tracings with multiplicities, a
useful notion in robotics [GRS83|. In TDA, one can formulate problems of target de-
tection by sensor networks using the Euler calculus formalism. This paradigm allows
to express the number of targets detected by the network as the integral of a con-
structible function [BG09|, and even suggests the possibility of target reconstruction
thanks to Schapira’s inversion result [Sch95, Thm. 3.1] for specific networks, such as
beam sensor networks [CGR12, Sec. 20.2]. In persistence theory, Schapira’s inversion
positively answers an important inverse question [CMT18, Thm. 4.11]: are two con-
structible subsets of R™ with same persistent homology in all degrees and for all height
filtrations equal? More generally, the constructible functions naturally associated to
multi-parameter persistent modules stand as simple, informative and well-behaved, al-
beit incomplete, invariants of these objects. The most problematic aspect of the Euler
calculus for applications is its instability under numerical approximations: errors can
(and probably will) be made when calculating the integral of a constructible function,
no matter how finely its domain is sampled [CGR12, Sec. 16].

In this article, we introduce a general definition of integral transforms combining
Lebesgue integration and Euler calculus for constructible functions in the hope of get-
ting the best of both worlds. The former calculus offers well-studied kernels (Fourier,
Laplace, ...) yielding smooth integral transforms that are stable in numerical approxi-
mations. The latter conveys topological information and is compatible with operations
on constructible functions. Our transforms generalize the Bessel and Fourier trans-
forms introduced by R. Ghrist and M. Robinson [GR11], as well as the Euler charac-
teristic of barcodes introduced by O. Bobrowski and M. Borman [BB12].

We conduct here a systematic study of hybrid transforms. First, we prove their
regularity and their compatibility with operations on constructible functions. Then,
we introduce two new ones. The Fuler-Laplace transform, which appears as a satis-
factory — in view of the properties of hybrid transforms — generalization of D. Govc
and R. Hepworth’s persistent magnitude [GH21, Def. 5.1] to constructible sheaves, so
in particular to multi-parameter persistent modules. Then, the Fuler-Fourier trans-
form (see Figure 1), which has a left inverse and paves the way for a hybrid Fourier
theory. Numerous examples are presented for these two transforms, illustrating their
characteristics and their differences from their classical analogues. Finally, we prove
index-theoretic formulae for a wide class of hybrid transforms on constructible functions
arising in (sub)level-sets multi-persistence, generalizing existing ones for the magnitude
|GH21, Thm. 6.1], the Euler characteristic of barcodes [BB12, Prop. 6.2] and the Bessel
and Fourier transforms [GR11, Thms. 4.2, 4.4]. In particular, this yields expectation
formulae for random Gaussian filtrations.



(¢) [EF el | (d) Arg(€F [1c])

Figure 1: (a) a piecewise-linear closed curve C' in R? (b) the Euler-Fourier transform
of the constructible function 1¢ as well as (c) its absolute value and (d) its argument.
Plots are done following Remark 3.29.

Outline.

Sec. 2. We set our notations and recall some basic definitions and results on Euler cal-
culus and constructible functions that are not explicitely found elsewhere in the
literature.

Sec. 3. We introduce the general definition of hybrid transforms, as well as the Fuler-
Laplace transform and the Fuler-Fourier transform. Illustrated examples are pro-
vided. We also present the method used to numerically compute our transforms
on PL-constructible functions, i.e. those whose defining strata are polyhedral.

Sec. 4. We prove that hybrid transforms are continuous when restricted to the set of PL-
constructible functions, and even CP*! on the interior of cones partitioning their
domain when their kernel is CP.



Sec. 5.

Sec. 6.

Sec. 7.

Sec. 8.

We show that hybrid transforms are compatible with operations on constructible
functions such as pushforwards and duality. In addition, we show that the Euler-
Laplace and Euler-Fourier transforms turn (constructible) convolutions into prod-
ucts under mild assumptions.

We establish a reconstruction formula for the Euler-Fourier transform of ~-con-
structible functions, i.e. those whose strata are 7-locally closed. Using the in-
verse of the classical Fourier transform, one can recover, from the knowledge of
the Euler-Fourier transform, the values of the (constructible) Radon transform on
the set of affine hyperplanes whose defining conormal is in the cone v. We show
that the Radon transform is in fact fully recovered, as it is zero for any other
hyperplane. All that remains is to invert the Radon transform with Schapira’s
formula [Sch95].

We define the so-called sublevel-sets and level-sets constructible functions associ-
ated to a continuous subanalytic filtration f : M — V and a cone v C V where V
is a finite-dimensional vector space and M a real analytic manifold. They are
simply the constructible functions associated to persistent cohomology sheaves
introduced by M. Kashiwara and Schapira [KS18|. We show that one can reduce
the study of hybrid transforms of (sub)level-sets constructible functions associ-
ated to vector-valued filtrations to those associated to real-valued filtrations. It
leads to the definition of sublevel-sets transforms, the simple form that hybrid
transforms take in the case of multi-persistence. The key ingredient in the proofs
is an expression of the sublevel-sets constructible function as a convolution of the
level-sets constructible function with the indicator function of the antipodal of ~.

We begin by recalling Bobrowski and Borman’s definition of continuous FEuler
integral |[BB12] that extends Euler calculus to the wider class of tame functions.
This class contains continuous subanalytic functions on compact real analytic
manifolds. Then, we prove index-theoretic formulae expressing (sub)level-sets
transforms as continuous Euler integral transforms. This allows us to prove an
expectation formula for the Euler-Bessel transform using our index-theoretic for-
mula and Bobrowski and Borman’s formula for the expectation of continuous
Euler integrals of random Gaussian related fields [BB12, Thm. 4.1].

Acknowledgements. The author is grateful to Francois Petit and Steve Oudot for
their continuous support and their scientific advice through the development of this
paper. We also express our gratitude to Nicolas Berkouk for taking the time to discuss
and offer useful explanations on sheaf theory.

2 Preliminaries

(i)

Throughout the paper, we consider two R-vector spaces V and V’ of finite positive
dimension, a real analytic manifold X and a compact real analytic manifold M.



(ii) We denote by R-( the set of positive real numbers and Ry = R5oU{0}. Similarly,
we use the notations R.g and R<,. We also denote by R* the multiplicative

group R\ {0}.

(iii) The dual of a vector space V is denoted by V* and R" will always be identified
with its dual under the canonical isomorphism. For £ € V* and x € V, we often
denote by (£, z) = &(x).

(iv) We say that a subset v of Vis a cone if R.g-v C 7. We call antipodal of a cone ~,
denoted by 7%, the cone —v. A closed cone 7 is proper if vy N ~* = {0}. We call
polar of a cone 7, denoted by 7°, the cone of V* defined by:

7 ={£e V" &(v) SR}

(v) Let I be an interval of R and denote by L!(I) (resp. Li,.(I)) the space of integrable

loc
(resp. locally integrable) complex-valued functions on I.

(vi) Let k be a field. Throughout the paper, we assume that k is of characteristic
zero. This assumption is necessary for the sheaf-function correspondence to hold,
see [KS90, Chap.9, Thm. 9.7.1].

(vii) Following the notations of [KS18], we denote by D, (ky) the derived category of
constructible sheaves of k-vector spaces on V., by DE,RC(kV) its full subcategory
generated by compactly supported objects and by Dﬂbgwao (ky) its full subcategory
generated by constructible y-sheaves.

2.1 Euler calculus

We refer to [KS90, Sec. 8.2| for a concise exposition of the useful definitions and results
on subanalytic sets. A constructible function on a real analytic manifold X is a func-
tion ¢ : X — Z such that the sets ¢~!(m) are subanalytic and the family {© ™! (m)} ez
is locally finite.

Using classical results from subanalytic geometry, one can show that the set CF(X)
of constructible functions on X is a commutative unital algebra for the pointwise opera-
tions of addition and multiplication. Several operations on constructible functions (e.g.
pushforward, pullback, tensor product) coming from sheaf theory have been defined by
Viro [Vir88] and Schapira [Sch89; Sch91], the link between constructible functions and
constructible sheaves being made precise by the function-sheaf correspondence [KS90,
Thm. 9.7.1]. We shall use their definition and the classical properties they satisfy
without proofs, refering to loc. cit. for more details.

Let us recall only two definitions, central to this work. Denote by CF.(X) the set
of constructible functions with compact support on X. As mentioned in Chap. IX of
loc. cit., Hardt’s triangulation theorem |[Har76| allows to write any ¢ € CF.(X) as
a finite sum ¢ = E?:l m;1g,, where the m;’s are integers and the K;’s are compact
contractible subanalytic subsets. We can then define the integral of @ with respect to



the Fuler characteristic, by:
/ pdx = m;,
X i=1

which does not depend on the decomposition of ¢, see loc. cit.. Compared to [Sch89],
we add the notation dy to make this integration easier to distinguish from Lebesgue
integration in formulae combining the two.

Example 2.1. For any two real numbers a < b, one has:
(i) Jplandx =1,
(i) Jp Loty dX = Jp Lag dx =0,
(iil) [ Lap dx = —1.

Example 2.2. If Z is a locally closed relatively compact subanalytic subset of X, then:

/ 1zdx = x.(Z),
X
where x. (Z) is the Euler-Poincaré index with compact support of Z, defined by

Xe(Z2) =) (=1) dimg (HI(Z;Qz)),
jEz
where Q4 denotes the constant sheaf on Z with coefficients in the field Q and H, de-
notes cohomology with compact supports, i.e. H(Z;Qy) = R/T.(Z; Q) following the
notations of [KS90]. Note that if Z is compact, then y.(Z) is the Euler characteristic.

For ¢ € CF(X) and f : X — Y a morphism of real analytic manifolds which is
proper on supp(y), we define the pushforward f.p € CF(Y), for any y € Y, by:

froly) = / 11y - pdx.
X

Remark 2.3. One has that [, ¢dx = ax.e where ax : X — {pt}, and where the
function ax.p € CF({pt}) is identified with its value at the point. Since the pushfor-
ward is functorial [Sch91, Thm. 2.3 (ii)], Euler calculus enjoys a Fubini theorem, that
is integration is invariant by pushforward: for any morphism of real analytic mani-
folds f : X — Y which is proper on supp(yp), one has

/f*sodXZ/sodx-
Y X

We finish this section with three well-known results useful all along the paper that
are not explicitly written elsewhere in the literature.

Lemma 2.4. Let ¢ € CF(X) and f : X — Y be a morphism of real analytic mani-
folds which is proper on supp(p). Then, supp(fsp) C f(supp(y)) with equality if f is
mjective.



Proof. For y € Y, we have:
(2.1) feply) = /Xw Ly dx = /Xsf) * 1y 1g)rsupp(e) AX-

Therefore, if y € f(supp(¢)), then f~(y) Nsupp(p) = 0, hence f.o(y) = 0. Thus, f.p
vanishes on the complement of the closed set f(supp(y)), hence the result.

If f is injective then (2.1) becomes:

o(fHy)) ify e Im(f),

0 else.

(2.2) feply) = {

Let y & supp(f.¢). There exists a neighborhood U of y such that for any z € U, we
have f,¢(z) = 0. If y € Im(f), the open neighborhood f~(U) of f~!(y) in X satisfies
that for any z € f~1(U), () = o(f~1(2)) = fup(z) = 0, where z = f(z) € UNIm(f).
Therefore, f~!(y) & supp(yp), ie. y &€ f(supp(p)). Moreover, if y & Im(f), then
obviously y & f(supp(¢)). Hence, f(supp(p)) € supp(f.p). O

Remark 2.5. The proof of the previous lemma (2.2) also implies that if f is injective,
then for any subanalytic subset Z C X, we have f,1; = 15).

Lemma 2.6. Let ¢ € CF(X) and ¢y € CF(Y). Let f : X - Wandg:Y — Z
be two morphisms of real analytic manifolds which are respectively proper on supp(p)
and supp(v). Then, denoting f x g: X XY — W x Z the natural map, we have:

(f X 9o ®Y) = (fup) W (g:1),
where by definition (¢ K ) (x,y) = p(z) - Y(y) for anyx € X andy € Y.

Proof. For (w,z) € W x Z, we compute:

(f % 9)(p B¥)(w, 2) =/ (L1 %) B (Lg1() - ¥) dx

XxXY

= (/X 1f‘1(w)‘90dX> : (/Y O WdX) !

where the first equality follows from a direct computation and the second equality
follows from the definition of Euler integration. ]

Corollary 2.7. Let o, € CF(V), and f : V — V' be linear and proper on supp(p) +
supp(¢). Then, f is proper on supp(p) and on supp(v), and:

fi (px) = (fup) * (f1)),
where by definition o x 1 = s, (@ K1) with s : Vx V — 'V the addition.

Proof. We have fos = so(f x f) by linearity of f, so that by Lemma 2.6, f, (¢ * 1) =
s« (fep & furh) = (fup) * (fui)). u

ISince Jisupp(y) 18 proper and Y is Hausdorff and locally compact, it is a closed map.

7



2.2 Constructibility up to infinity

To ensure well-definedness of our hybrid transforms, we often restrict ourselves to a
subclass of constructible functions on V defined in [Sch20], called constructible up to
infinity in the projective compactification of V, or simply constructible up to infinity
in the present article. They correspond to constructible functions that are still con-
structible when extended by 0 to the projective compactification of V.

Setting W = V @ R, we denote by P(V) the projective compactification of V, i.e.
the set of linear subspaces of W of dimension 1, formally defined as the quotient:

P(V) = (W {0})/R".

Any point x € P(V) can thus be written in homogeneous coordinates as a class z = [v :
Al with (v, A) € W\ {0} and there is an open embedding j : v € V < [v : 1] € P(V).
We denote by P*(V) the projective compactification of the dual of V:

PY(V) = (W', {0})/R",

where W = V*@R. Any element y € P*(V) can be written in homogeneous coordinates
as a class y = [ : t] with (£,t) € W'\ {0}. We call hyperplane at infinity, denoted
by heo, the element [0 : 1] € P*(V) where 0 is understood here as an element of V*.
There is a bijection between P*(V) \ {h} and the set of affine hyperplanes of V which
sends a class [€ : t] # [0 : 1] to the affine hyperplane £71(¢) C V.

Definition 2.8 ([Sch20, Def. 4.1]). Let ¢ € CF(V). We say that ¢ is constructible up
to infinity if:

(i) for all m € Z, j(p~'(m)) is subanalytic in P(V),
(ii) the family {¢~!(m)}mez is finite.
We denote by CF.(V) the group of functions that are constructible up to infinity.

Example 2.9. Any compactly supported constructible function on V is constructible
up to infinity. Indeed, the open embedding j : V < P(V) is proper on any compact
subanalytic subset K of V so that j(K) is subanalytic in P(V) [KS90, Prop. 8.2.2.(iii)].

2.3 Convexes, cones and polyhedra

In this section, we define a subclass of constructible functions of prime interest in appli-
cations: PL-constructible functions. We refer to R. Rockafellar [Roc15] for a complete
study of convex sets and functions and to R. Schneiders [Sch14, Chap. 1| for a short
and clear exposition. We call convex polyhedron an intersection of a finite number of
open or closed affine half-spaces of V| and convezr polytope a bounded convex polyhe-
dron. A polyhedral cone is a convex polyhedron that is also a cone. If C' is a non-empty
convex subset of V, we denote by ho : V¥ — R U {+o0} its support function, defined
by ho(€) = sup,eo (€, ). The following lemma is clear, yet useful all along the paper,
especially in Sections 4, 5 and 7.



Lemma 2.10. Let C' C V be a closed convex subset. Then, for any & € V* proper
on C, we have f*lc = 1[*hc(*§),hc(£)}‘

Notation 2.11. For the sake of simplicity, we abusively denoted [z, +00] := [z, +00)
and [—o0, z] := (—00,z], for z € R, and [—o0, +o0] := R.

A function ¢ : V — Z is said to be PL-constructible if there exists a finite cover-
ing V = | |,c4 Pa by convex polyhedra such that ¢ is constant on P,, for any a € A. Any
such function can be written as a finite sum of indicator functions of closed convex poly-
hedra. We denote by CFpr,(V) the group of PL-constructible functions, CFpp, (V) the
subgroup of compactly supported ones. Note that CFpr, (V) C CFpr(V) C CFL(V).

2.4 ~v-constructible functions

We define here a specific class of constructible functions of particular interest in this
paper due to their occurence in the context of sublevel-sets persistence, the so-called
~v-constructible functions. Let v be a cone of V such that:

(C1) v 18 a subanalytic closed proper convex cone with non-empty interior.

We say that a subset U C V is y-open if it is open and U = U 4. The collection of
~v-open subsets of V yields a topology on V called the y-topology, see [KS90, Sec. 3.5].
The closed subset of V for this topology, called y-closed subsets, are the closed subsets S
of V such that S = S+~*. A subset of V is called ~-locally closed if it is the intersection
of a ~-closed subset and a ~-open subset.

Definition 2.12. We say that ¢ € CF(V) is y-constructible if
(i) ¢~ *(m) is subanalytic y-locally closed in V for all m € Z, and

(ii) the family {¢~"'(m)},,o; is locally finite.

We denote by CF., (V) the group of y-constructible functions on V and CF (V) the
group of compactly supported ~-constructible functions on V.

Lemma 2.13. Any compactly supported v-constructible function ¢ on 'V can be decom-
posed as a sum @ = ZQGA maly, where the set A is finite and the subsets Z, C 'V are
relatively compact subanalytic and ~yv-locally closed.

Proof. Since the class of subanalytic y-locally closed subsets is stable under intersection,
one can intersect the Z,’s with the subset:

Zy:= (v+Int(7y)) N (—v +~%),

where v is any element of the non-empty set Int(+*) chosen so that supp(y) C Z,. To
choose such a v € Int(~%), consider any vy € Int(y*), and remark that since supp(p)
is compact and Z,, has non-empty interior [BP21, Lem. 5.7|, there exists a A > 0
such that supp(¢) C A - Z,,. Moreover, it is easy to show that A - Z,, = Z\,, so
that v = Avg € Int(y*) works. The subset Z, is then clearly subanalytic and ~-locally
closed. Moreover, loc. cit. yields that Z, is bounded, hence relatively compact. The
fact that A can be chosen finite follows then from the locally finiteness of the sum. [
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Schapira proved a characterization of y-constructible functions of which we state
below a specific case. We say that a closed set A C V is y-proper if the addition
s:VxV — Vis proper on A x 7.

Proposition 2.14 ([Sch20, Prop. 4.18]). Let ¢ € CF (V) such that supp(p) is -
proper. The function ¢ is y-constructible if and only if ¢ = px 1,a.

As an easy consequence of this characterization, the following lemma states that the
group of v-constructible functions is closed under specific pushforwards. This fact will
be useful in Sections 5.2 and 6.

Lemma 2.15. Let ¢ € CF.. (V). For any £ € v*° \ {0}, one has & € CF A\(R)
with A = Rgo.

Proof. Lemma 2.4 shows that supp(&.p) C £(supp(y)), hence &,.¢ is compactly sup-
ported. Since £,1,« = 1., Proposition 2.14 and Corollary 2.7 yield:

§up = 6*(90 * 17“) = (5*90) * Lya.
Hence, ¢ € CF,(R) by Proposition 2.14. ]

Remark 2.16. It follows directly from the previous lemma that for any £ € °\ {0},
one has £, € CF . \(R) with A = R5y. We will see in Proposition 6.2 that for any
other £ € V*\ (v° U~“°), one has &, = 0.

3 Hybrid transforms

3.1 General definition

We now introduce the notion of hybrid transform, which is central to this article. Let
us denote by F(V*;R) the set of functions from V* to R.

Definition 3.1. For x € L] (R), the transform T, : CF.(V) — F(V*;R) is defined by:

loc

T, o] () = / k(1) Eaplt) dt,

for any ¢ € CF.(V) and any £ € V*.

Remarks 3.2 (Generalizations). In the rest of the article, we will consider the following
generalizations of T, whenever necessary.

(i) The transform T, [p] is well-defined for ¢ with non-compact support on the set
of £ € V* such that (i) £ is proper on supp(p) and (ii) & - & € LY(R).

(ii) More generally, the definition of T, [¢] (¢) still makes sense for any ¢ € CF(X)
with X a real analytic manifold, and any morphism ¢ : X — R of real analytic
manifolds such that (i) ¢ is proper on supp(p) and (ii) & - (. € LY(R).

10



Notation 3.3. When A C R, we use the simpler notation T4 [¢] (§) := T4, [¢] (§).

In the course of this article, we will illustrate on many examples the interest that
there can be in considering hybrid transforms. All the examples will illustrate the
effect of the combination of a topological operation (the pushforward) and of a classical
integral. We start with the following example.

Example 3.4 (Subanalytic curve). Let ¢ : [0,1] — V be continuous subanalytic. One
can consider the constructible function 1, where Z = Im(c) is compact and subanalytic
in V. Since Z has volume zero, integral transforms using only the Lebesgue measure are
zero when dim(V) > 2. However, hybrid transforms are generally not, as highlighted
by Figure 1 and Examples 3.17, 3.19, 3.26 and 3.28. This is due to the fact that the
pushforwards of 1 by linear forms convey topological information that is missed by
the Lebesgue measure.

As explained in introduction, Definition 3.1 generalizes existing transforms, starting
with the following two.

Example 3.5. Considering ¢ € CF.(V) and n € V* the Fourier transform defined in
[GR11] is the hybrid transform:

+oo
EF o] (n) = /0 /V L1y dxdt = Te, [¢] ().

We call it GR-Fuler-Fourier transform in this paper, keeping the terminology FEuler-
Fourier for the transform introduced in Definition 3.24. Using Lemma 3.12, one can
see that any constructible function ¢ satisfying Assumptions 3.8 below for a cone C
satisfies also that 1g., - 7. € L'(R) for any n € Int(C*°), so that we can extend the
definition of the transform to such constructible functions ¢ and linear forms .

Example 3.6. Given an analytic norm on V, the Fuler-Bessel transform is defined in
[GR11] for any ¢ € CF.(V) and any v € V| by:

—+o00
EBy] (v) = / / Lo dx dt,
0 A%

where 0B(v,t) denotes the sphere of radius t centered at v in V. Considering the

morphism of real analytic manifolds ¢, = |lv — -||*> and the locally integrable ker-
nel K @ t = 1(g1o00)(t) - ﬁ, the Euler-Bessel transform of ¢ € CF (V) is the hybrid

transform EB [p] (v) = Ty [¢] ().

3.2 Euler-Laplace transform

Definition 3.7. The Euler-Laplace transform of ¢ € CF.(V) is defined for £ € V* by:

EL[g] (€) = / et o(t) dt.

R
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As explained in Remarks 3.2, we may extend the definition of the Euler-Laplace
transform for any constructible function ¢ € CF(V) on the set of £ € V* that are
proper on supp(y) and for which the right-hand integral is well-defined. We show in
Proposition 3.11 that the following assumptions on ¢ are sufficient for the set of such £’s
to contain an open cone of V*.

Assumptions 3.8.
(i) ¢ is constructible up to infinity,

(ii) supp(¢) € K + C, where K is compact and C' is a cone satisfying:

(C2) C s a non-empty subanalytic closed proper convex cone.

Note that, compared to (C1), the cone C' may have empty interior.

Remark 3.9. If there exist a compactly supported constructible function ¢. on V and
a cone C satisfying (C2) such that ¢ = ¢.x1¢, then ¢ satisfies Assumptions 3.8 for the
cone C. The property on the support is easy to prove. Moreover, ¢, is constructible up
to infinity (Example 2.9) and so is 1¢ by [Sch20, Lem. 2.17| since C' is a subanalytic
cone. The result follows then from the stability of this property by convolution, see
Section 3.4 in loc. cit..

Example 3.10. By the previous remark and Proposition 7.5, sublevel-sets constructible
functions (Section 7.1) satisfy these assumptions.

Proposition 3.11. If p € CF(V) satisfies Assumptions 3.8 for a cone C, then EL [¢]
is well-defined on Int(C®).

The proposition follows from the next lemma.

Lemma 3.12. Let ¢ € CF(V). If ¢ salisfies Assumptions 3.8.(i1), then any £ €
Int(C°) U Int(C*°) is proper on supp(p). Moreover, for any & € Int(C°) (resp. £ €
Int(C*?) ), one has supp(&«p) C [a, +00) (resp. supp(&wp) C (—o00,al) for some a € R.

Proof. Let a < b be two real numbers and £ € Int(C°). The case £ € Int(C*?) follows
by multiplication by —1. We prove that the space £ a, b] Nsupp(y) is compact. Since
this space is closed and by assumption:

¢ Ya, b Nsupp(p) € € a, b N (K + O),

it is enough to show that this last space is compact. Suppose that there exist a se-
quence y,, = k, +, € £ a,b]N (K + C) with k, € K and x,, € C such that [|y,| —
+00. Since K is compact, we also have ||z,| — 4o00. If we denote by S the unit sphere
of V, the subset C' NS is compact by closedness of C'. We can thus assume without
loss of generality that z,,/||z,|| — v € C'NS. Dividing the inequality a < (§,y,) <b
by ||z, || and taking the limit, we get that ({,v) = 0. Yet, £ € Int(C®) so that (£,v) > 0,
a contradiction. ]
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Proof of Proposition 3.11. For any ¢ € Int(C?), it follows from Lemma 3.12 that ¢ is
proper on supp(y) and that supp(&.p) C [a, +00) for some a € R. The function &,
is constructible up to infinity by [Sch20, Lem. 4.10], thus takes only a finite number of
distinct values. Together with the property on the support of &,¢, this yields that ¢ €
R — e™"- & p(t) is integrable over R, hence the result. O]

Before moving on to the examples, we present the simple relation between the Euler-
Laplace transform and the usual Laplace transform, useful all along the paper.

Lemma 3.13. If ¢ € CF(V) satisfies Assumptions 3.8 for a cone C, then for any & €
Int(C°) and any s > 0, one has

L [30] (S §> =¢&L [5*90] (S) = Sﬁ[g*go](s),
where Lf(s) = [ e * f(t)dt is the classical (bilateral) Laplace transform.

Proof. The first equality follows from the functoriality of the pushforward: (s&).p =
s.&p, and the second one from the fact that s.&.p(t) = .p(t/s), leading to the com-
putation:

Lleg] (s) = s / e, p(u) du = 5 L[E.0](5).
]

We now turn to the examples. Once again, the reader’s attention is drawn to the
effect of the successive application of topological pushforward and of classical integral.

Example 3.14 (Interval). Let —oo < a < b < +oo and consider the constructible
function 1p,; where [a,b] is one of the intervals [a, b, (a,b], [a,b), or [a,b]. We have,
for any € € R,
EL [Lap] (€) = sen(€) (e — %),
and for £ € Ry,
EL [Lfaso0)] (6) = €75

Example 3.15 (Rectangle). Let a < b and ¢ < d be real numbers. We have, for £ €
(R?)" such that £(a,c) < &(a,d) < £(b,c) < &(b,d), the formulae:

(3.1) Eliapyxled) = Lig@otad) = Ligbocvd),  Sxliab)xled = Ligae) &b0):

&l (apixled = Le(a.d) m.a); Eelfap)x(ed) = Lig(a.c) b.a)-
Indeed, note that §ljapx(cdq = Lie(ae)e,d) 1S given by Lemma 2.10 and the other
equalities are obtained by additivity. For instance, 14 p)xjc,q) = Liap)x[e.d] — L{a,alx[cd]-
Equation (3.1) yields:

EL [1apyxiea] (€) = e=€a) _ oElad) _ o=6(b0) 4 o—E(bd)
EL [Lap)xiea) (§) = e @) — 7800,
EL [Vapxied] (€) = e~6@D — =E0:d),
EL [Lapxiea] (€) = e 8@ — 740



Similar formulae can be obtained when £ induces a different order on the vertices of
the rectangle [a,b] x [c,d]. Unlike the classical Laplace transform, the Euler-Laplace
transform distinguishes between the presence or absence of the edges of the rectangle.

Remark 3.16. The last Euler-Laplace transform computed in Example 3.15 yields
a counter-example to the formula EL[p K] = EL[p] W EL[¢Y], which is wrong in
general. We will give a correct formula in Corollary 5.10.

Example 3.17 (Sphere). Assume that V is equipped with a norm || -||. Consider r > 0
and p = 15, with S, = {x € V; ||z|| = r}. For any £ € V*, we have:

dim(V
Eds, = (T+ (=D)"™D) 1 e e + Lmen + Lirlen

and hence: _
EL[15,] () = 2 (1+ (=)™ ) - sinh (r[|€])) -

Note the amount of information extracted by this transform even though the con-
structible function under consideration is supported on a subset with zero volume.

The Euler-Laplace and Laplace transforms are equal up to a normalization on
some 7-constructible functions (Example 5.12). However, they are not on all CF . (V),
as shown by the following example.

Example 3.18 (y-triangle). Let b € R. Consider the triangle
T = Conv ({(0,0), (1,0), (0,0)}) \ {(z,y) € R*; y = b — b},

represented in Figure 2. The subset T C R? is subanalytic and y-locally closed for the
cone v = (R<p)?. Then, the Euler-Laplace and classical Laplace transforms compare
as follows. For € = (&,,&,) € (Rxo)?,

1 e—Ex if bgy > gxa

1 —e % otherwise,

ELML7] (€) = {

and

e z]-_ —b&y by 7&:1;_1
£ ©% [ e 1ryar = SLZEHELETZD

These two transforms differ, as € [17] (€) does not depend on b > 1 for any & € (Rsg)?
such that &, > &,. Similar formulae hold for other choices of £ € R?.

Example 3.19 (Closed square minus a curve). Consider the constructible function

QD:]-S_]-C7

where S = [—1/2,1/2]% and C is the closed curve of R? represented by the dotted line in
Figure 3c. Since C' has zero volume, the classical Laplace transforms of 15 and 15— 1¢
are equal. However, their Euler-Laplace transforms differ, as shown in Figure 3.
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(0, b)

(0, 0) "(1, 0)

Figure 2: The triangle T" defined in Example 3.18 is represented as the light blue solid
triangle and the dark blue solid angle defined by the points (0, b), (0,0) and (1,0). The
dashed line indicates that points on this edge do not belong to T'.

Generalization of persistent magnitude to constructible sheaves. Recently,
Govc and Hepworth introduced the notion of persistent magnitude for one-parameter
persistence modules [GH21, Def. 5.1]. They also present a generalization of it to multi-
parameter persistence modules using the classical Laplace transform. Here, we use the
Euler-Laplace transform to give an alternative generalisation of persistent magnitude
that benefits from the compatibility (Section 5) and index formulae (Theorem 8.3) that
come from hybridization.

The theory of multi-parameter persistence has been formulated in the language of
derived sheaf theory by Kashiwara and Schapira in [KS18]. Following this formulation
(and their notations), we consider a cone v satisfying (C1) and call multi-parameter
persistence module on V a constructible y-sheaf F' € Dﬁmao (ky). This definition is
essentially equivalent to the usual one, missing only the so-called ephemeral persistence
modules; see [BP21] for a detailed comparison of the two approaches.

Below, we define the notion of magnitude not only for multi-parameter persistence
modules but also for (derived) constructible sheaves.

Definition 3.20. The magnitude of a sheaf F' € DE,Rc(kV) is the Euler-Laplace trans-
form EL [x10c(F')] where xioc(F) € CF(V) denotes the local Euler-Poincaré index of F
(see [KS90, Sec. 9.7]), defined for any = € V by:

Xioe(F)(z) = (—1) dim H (F,).

=

Remark 3.21. More generally, the magnitude of F' € Dp_(ky) is well-defined when
(i) F is constructible up to infinity in the sense of [Sch20, Def. 2.8] and (ii) supp(F') C
K + C with K compact and C' a cone satisfying (C2). Indeed, in that case, Xioc(F)
is constructible up to infinity as proven by point (i) in the proof of [Sch20, Thm. 4.4,
and satisfies Assumptions 3.8.(ii).

Example 3.22. For instance, if F' >~ F. x ke with F,. compactly supported and con-
structible, then x,.(F) satisfies Assumptions 3.8 for the cone C' by Remark 3.9.

Example 3.23. In the case V = R and v = R<, we recover the definition introduced
in [GH21] of the persistent magnitude for 1-parameter persistence modules. Indeed,
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(a) 1g
0.4 2008554
%o, K 7.38906
* ..'
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Qeccccce’
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0.0 .
. 0.36788
e®0cooe &
° °
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M % 0.04979
L] .. (XXX XX}
0.01832
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(c) 1s — 1¢ (d) EL[1s — 1c]

Figure 3: Euler-Laplace transforms of the constructible functions 13 and 13 — 1¢ in
Example 3.19. The square S is represented by the light blue solid square and the closed
curve C' is represented by the dark blue dotted curve.

considering F' ~ @@ | Kiq, ;) With —oo < a; < b; < 400, Example 3.14 yields for ¢ €
]R>03

EL [X1oc(F)] (t) = Z et — et

with the convention that e~ = 0.

3.3 Euler-Fourier transform

Definition 3.24. The Fuler-Fourier transform of ¢ € CF.(V) is defined for £ € V* by:

EF ] (§) = / e e o(t) dt.

R
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-20 -10 0 10 20

(a) F1r] (b) EF [17]

Figure 4: Fourier and Euler-Fourier transforms of the constructible function 17 defined
in Example 3.18. Again, plots are done following Remark 3.29.

The following lemma relates the Euler-Fourier transform to the usual Fourier trans-
form, its proofs is analogous to that of Lemma 3.13.

Lemma 3.25. Let ¢ € CF.(V). Then, for any £ € V* and any s # 0, one has

EF @] (s§) = EF [&p] (s) = Is| FlEuepl(s),
where Ff(s) = [pe ™ f(t)dt is the classical Fourier transform.

Example 3.26 (Sphere). Consider the setting of Example 3.17. Then, for any £ € V*,
EF [15,](€) = 2 (L + (1)) -sin (r[J¢]])

Example 3.27 (y-triangle). Consider the setting of Example 3.18. Then, the Euler-
Fourier and classical Fourier transforms compare as follows. For any { = (&,,§,) €
(Rs0)”,

(e —1) it b, > &,

i(e”® — 1) else,

EF [17](§) = {

and _ .
& (1—e7™v) + b, (e7 — 1)

é‘m(bé‘y - gx)Sy

Again, these two transforms differ, as EF [17] (§) does not depend on b > 1 for any ¢
such that &, > &,. See Figure 4 for an illustration.

Flir @ [ e 1r(ra =

Example 3.28 (Closed square minus a curve). Consider the setting of Example 3.19.
Again, the (classical) Fourier transforms of 15 and of 15 — 1 are equal. However, their
Euler-Fourier transforms differ, as shown in Figure 5.
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(a) EF [1g] (b) EF [1s — 1¢]

Figure 5: Euler-Fourier transforms of the constructible functions 1g and 1¢ — 1¢ in
Example 3.19. Again, plots are done following Remark 3.29.

3.4 Computations

In this section, we explain how to compute hybrid transforms of PL-constructible func-
tions without computing any integral with respect to the Euler characteristic.
Consider a kernel k € L{ (R) and ¢ € CFpL.(V). The transform T, [¢] can be
efficiently computed as follows. One can write ¢ = >, ., m; - 1p, where the set I is
finite, the coefficients m; are integers and the subsets P; are compact polytopes. By Z-
linearity of hybrid transforms and the formula for the pushforward of a closed convex

subset (Lemma 2.10), we have for any £ € V*,
(32 T O =Y me [ s

Hence, if one can express on the one hand hp(§) as an explicit function of £ € V*
and of the vertices of the compact polytope P, and on the other hand the integral
fab k(t) dt as an explicit function of the real numbers a < b, then one can compute the
right-hand side of (3.2). Each example in this paper is computed following the above
methodology, computing explicit closed formulae by hand for (3.2) and plotting them
using Mathematica [Wol].

Remark 3.29. Complex valued functions ¢ : R? — C are plotted using the function
ComplexPlot of the Wolfram language. For x € R?, the argument of g(z) is plotted
using a fixed color function from — to 7 and the absolute value of g(x) is represented
as a level of brightness of this color.

Software. A software that automatically computes hybrid transforms of constructible
functions defined on embedded cubical complexes is available on GitHub: https://git
hub.com/HugoPasse/Transforms-of-cubical-complexes. It is running in Python
and C++. This is joint work with Steve Oudot and Hugo Passe.
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4 Regularity

In this section, we consider a kernel £ € Li (R) and study the regularity of hybrid
transforms in the particular case of PL-constructible functions. While being less general,

this class of functions is of prime interest in applications.
Proposition 4.1 (Continuity). Let ¢ € CFpL(V).

(1) If supp(yp) is compact, then Ty [p] is continuous on V*.

(ii) If supp(e) € K + C with K convex compact and C # {0} a non-empty closed
convex cone, then

(a) T,.[¢] is continuous on Int(C°) when k € L'(Rsy),
(b) T, [p] is continuous on Int(C*°) when r € L' (R<p).

Proof. 1t is sufficient to prove the result for ¢ = 1p where P is a closed convex
polyhedron included in supp(y) since any ¢ € CFpr(V) is a finite Z-linear combi-
nation of such functions. By Lemma 2.10, for any & € V* proper on P, we have
that g*lp = 1[—hp(—§),hp(£)}v and thus

hp(€)

(4.1) T, [15] () = / () dt.

—hp(=£)
so that it is sufficient to study the continuity of hp.

As any convex function, hp is continuous on Int(dom(hp)), where dom(hp) = {n €
V*: hp(n) < +oo} by [Schl4, Thm. 1.5.4]. If P is compact, then dom(hp) = V*,
hence (i). Now, suppose that P is not compact and assume x € L'(Rs), the other
case being symmetric. Using classical polyhedra theory, see [Ziel2, Thm. 1.2|, one
can write P as a sum K’ + C’ where K’ is a convex polytope and C” a closed convex
polyhedral cone. Since we assumed P C supp(p), we also have ¢’ C C. Then, for
any £ € Int(C®), one has £ € Int(C"?), so that hp(§) = +oo, and hp(—&) = hg/(=E).
Since K’ is compact, hg is continuous on V*, and so is hpoa on Int(C°) with a(§) = —¢
the antipodal map. The result follows then from (4.1). O

Proposition 4.2. Let p € CFpL(V) and p € N. Assume that  is C?. There exists a
finite family {T'1,..., T\, } of open convex polyhedral cones of V* such that V* = JI* | T';
and:

(i) If supp(y) is compact, then the restriction Ty [¢]r, is C*™ for alli =1, ...,m.

(ii) If supp(e) € K + C with K convex compact and C' # {0} a non-empty closed
convex cone, then

(a) the restriction T[] |r;nme(coy is CPT for all i =1, ...,m when k € L'(Rx),

b) the restriction T, [©] 1. Amt(caoy 48 CPTL for alli = 1,...,m when k € LY(R<y).
IT';NInt(C°) <
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Proof. The result (ii) follows from (i) similarly as in the proof of Proposition 4.1. More-
over, result (i) follows from (4.1) and the fact that if P is a polytope, the support
function hp is smooth outside the closed set F of linear forms which are orthogonal to
at least one face of dimension 1 of P. Indeed, on each connected component of V*\ E,
there exists a vertex v of P such that hp(§) = (£,v). It is easy to check that each
connected component I'; of V*\ F is an open convex polyhedral cone. Moreover, the
set F being a finite union of subspaces of V* of codimension at least 1, it is closed and
has empty interior. Hence, V* = V*\ E = ", T;. O

Example 4.3. For the Euler-Laplace and Euler-Fourier transforms, the previous result
is well illustrated by Figures 1 and 3 to 5.

5 Compatibility with operations

In this section, we consider x € Li _(R) and investigate the compatibility of hybrid

transforms with operations on constructible functions. The results use the general form
of hybrid transforms defined in Remarks 3.2.

5.1 Direct image, duality and projection

Proposition 5.1 (Direct image). Let ¢ € CF(V), and let f :V -V and ( : V' - R
be morphisms of real analytic manifolds. Assume that ¢ o f is proper on supp(y) and
that & - (. frp € LY(R). Then,

T [fe0l () = T[] (f7C)-

In particular, if f and ¢ are linear maps, denoting ' f : V'* — V* the dual map, we get:

T [fe] (€) = Tule] (F(0))-
Proof. By functoriality of the pushforward, we have (. f. = (o f), = (f*(). . O

Example 5.2. Let o € V and consider the map 7,, : V — V given by z — z + z,.
For ¢ € CF.(V), we have 7., .p(x) = p(x—x0) for any = € V. Moreover, Proposition 5.1
yields for any £ € V¥,

EL [T4y1p) (€) = e &™) - EL[] (£),
EF [Togip] (€) = €707 EF [0] (€).

Proposition 5.3 (Duality). Let ¢ € CF(V) and ¢ : V — R be a morphism of real
analytic manifolds. Assume that  is proper on supp(yp) and that k- (o € LY(R).
Then, k - ((Dyyp) € LY(R), and:

T [Dyvep] (¢) = =T [] (€).
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Proof. By [Sch91, Thm. 2.5 (iii)|], we have that (., (Dyy) = Dr(Cip), so it suffices to
show that:

(5.1) / #()Dg(Cup) (1) df = — / K1) Cop(t)

provided that the integrals make sense. Yet, a direct computation yields Drlj,y =
—Dgr1(4p) for any two real numbers a < b and (. is equal to a finite Z-linear combi-
nation of such functions outside a discrete set of points as any constructible function
on R. Thus,

Dr(Cp) = —Cup,

outside a set of Lebesgue measure zero. Since by assumption & - (. € LY(R), this
provides both the integrability of the integrands of (5.1) and the equality between the
integrals involved. O]

Proposition 5.4 (Projection formula). Let ¢ € CF(V), § € CF(R) and let ( : V —
R be a morphism of real analytic manifolds. Assume that  is proper on supp(y),
that k - Cop € LY(R) and that - 0 - (oo € LY(R). Then,

Proof. The result follows from the formula for constructible functions (, (¢ - (*0) =
0 - C.p, which follows from the corresponding property for constructible sheaves [KS90,
Prop. 2.6.6] and the function-sheaf correspondence [KS90, Thm. 9.7.1]. O

5.2 Convolution and box product

Proposition 5.5 (Convolution for EL). Let ¢ and 1) be two constructible functions
on V satisfying Assumptions 3.8 for a cone C. Then, we have on Int(C®),

EL[px ] = EL[px1c] - EL[Y) + EL[p] - EL[Y * 1] = EL[p] - EL[Y].

Proof. By Corollary 2.7, one has &, (¢ x1¢) = (&) * (£410). Thus, using Lemma 3.13,
we have:

EL ] (§) = EL[(&wp) * (&0)] (1)
The result follows then from the following claim, proven afterwards.
Claim 5.6. If 6,0" € CF(R) both satisfy Assumptions 3.8 for the cone R, then

ELIO*0(1) =EL [0 1p,,]| (1) - EL[O] (1)
+ELIO) (1) - EL 0" 1m,] (1)
—ELIO](1) - ELTHT (1).
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Indeed, the functions &, and &4 both satisfy Assumptions 3.8 for the cone Rxq
by Lemma 3.12. Thus, Claim 5.6 yields:

EL[(0) * (E0)] (1) = EL [(6up) * 1rs, ) (1) - EL 6] (1)
+EL (] (1) - EL [(6t) * 1rsy] (1)
—EL[eg] (1) EL 16 (1),

Hence the result, by Lemma 3.13, using Corollary 2.7 and Lemma 2.10 to get:

(Eup) * Ig,, = & (px1o),
(E0) % 1pyy = & (W x 1¢) .

Let us now prove Claim 5.6. Lemma 2.4 yields that 0 x 6" satisfies Assumptions 3.8
for the cone Rx, so that EL[(0 « ¢')] is well-defined on R-y > 1. Consider now decom-

positions of 8 and 6"
6 = Zmi]‘[aubib

el

= Z njl[c]-,dj]a

jeJ
where I and J are finite, m; and n; are integers, a;, ¢; are real numbers, and b;,d; €

R U {400}. We abusively denoted [x,+00] := [z,+00) for 2 € R for simplicity. One
has:

0= = Y mten

(i,5)eIxJ (i,5)eIxJ

Therefore, we have:

ELIO*0] (1) = / et (0% 0') (1) dt

bi-‘rdj

= Z mn; e tdt
(t,5)eIxJ aite;
Z min; (e_‘”_cj — e_bi_dj)
(ij)elxJ
=AC — BD
=AC-D)+(A-B)C—-(A-B)(C-D),

using the convention that e™>° = 0, and where we denoted:

1€l i€l
C = E nje 9, D = E n;e 4
jed jeJ

22



Moreover, for z € R and y € RU {+o00}, we have:

(5.2) Lgg) * IRy = 1z 400)s

so that:

0 % 1R20 = Z mil[ai,+oo)a

1€l
" 1R>0 § :nj]‘[C] +00)+

jel
Thus, Example 3.14 yields:
A=EL[Ox1p,,] (1), C=EL[0 x1p,,] (1),
A—B=EL[0](1), C—-D=ELI[A(1),
which proves Claim 5.6, and finishes the proof of Proposition 5.5. [

Remark 5.7. If ¢ and v are constructible functions satisfying Assumptions 3.8 for
two different cones C” and C” respectively, then they satisfy Assumptions 3.8 for the
cone C' = Conv (C"UC").

Corollary 5.8. Let ¢ and v be two constructible functions on V satisfying Assump-
tions 3.8 for cones C' and C" respectively. Assume in addition that ¢ = ¢ * 1¢v and
Y =1 x1cn. Then, we have on Int(C’?) N Int(C"°),

EL[p* Y] = EL L4 - ECTY].

Proof. Following Remark 5.7, consider C' = Conv (C" U C”). Then Int(C°) = Int(C"*)N
Int(C”?) and the result follows from Proposition 5.5 and the fact that 1p * 1 = 1,
for any two closed convex proper cones I' and [ such that I" C T O

Remark 5.9. If ¢ satisfies Assumptions 3.8 for a cone C’, then it is constructible up
to infinity and its support is «-proper for the cone v = C’*. Hence, the assumption
that ¢ = @ x 1¢ is equivalent to that of ¢ being y-constructible by Proposition 2.14.

Any n € (V x V)" can naturally be written n = so (§ x &) for (£,&) € V¥ x V"
and s : R x R — R the addition, so that we have the following corollary:

Corollary 5.10 (Box product for EL). Let ¢ € CF(V) and ¢ € CF(V') both satisfy
Assumptions 3.8 for cones C CV and C" C V' respectively. For any (€,¢&') € Int(C°) x
Int(C"?), we have:

EL[p W] (n) = EL[p 1] (§) - ELWI(E) + EL[] (§) - EL[Y > 1] (€)
—EL[] (&) - ELTYI (),

withn = so (£ x &).
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Proof. Since n = so (£ x¢'), Lemma 2.6 implies that 7. (¢ K ) = (£.p) * (£.4). Hence,

ELIeRY] (n) = EL[n. (9 WY)] (1) = EL[(Ewp) * (E0)] (1),

and the result follows from Lemma 3.13 and the compatibility with convolution (Propo-
sition 5.5). O

Corollary 5.11. In the setting of Corollary 5.8, we have for any (£§,&') € Int(C°) x
Int(C"?),
EL[pRY] (n) = EL[p] (§) - EL[Y] (),

withn = so (£ x &).

Example 5.12 (Interpretation of the Laplace transform on ~-voxels). We call y-vozxel
a subset of R? of the form [ay,b;) X -+ X [ag,by) Where a; < b; are real numbers.
Consider ¢ = >, m;1y, € CF(R?) where the set I is finite, the coefficients m; are
integers and the subsets V; are y-voxels. Then, for any £ = (£1,...,&) € (Rxo)?,

(5.3) EL 1) (€) = L&) - [ ] &

Indeed, the equality is true for d = 1 and extends naturally to y-voxels thanks to the
compatibility formula for the box product (Corollary 5.10). This relation gives a new
interpretation of the Laplace transform on such constructible functions. One could
wonder whether the relation (5.3) can be generalized for all y-constructible functions.
However, Example 3.18 shows that such a generalization is not obvious.

Let v be a cone of V satisfying (C1).
Proposition 5.13 (Convolution for £F). Let v, € CF. (V). For £ € V*,
i EF [ (§) - EF[Y](&) if&en™,
—i-EF (el (&) - EF[Y](E) &€

Remark 5.14. For any £ € V*\ (7°U~*°), the compatibility formula still holds. Indeed,
since %1 is y-constructible by Proposition 2.14, both sides of the equality are zero by
Proposition 6.2 and (6.2).

5f[90*w](§)={

Proof. Suppose that £ € v%°, the other case being similar. We have:

EF [ x| (§) = EF [& (o x )] (1),

and &, (px 1) = (§&p) * (§410) by Corollary 2.7. Since Lemma 2.15 ensures that § = £,
and 0" = £,1) are both in CF (V) with A = Ry, it is sufficient to prove:

EF0x0(1)=14-EF[0](1)-EF[0 (1),
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for any 6,6 € CF (V). By bilinearity of the convolution, it is even sufficient to prove
the result for § = 1,3y and 6’ = 1. 4) where a < b and ¢ < d are real numbers. Suppose
now that a +d < b+ ¢, the case a + d > b+ ¢ being proven in a similar fashion. Then,

Loy * Lica) = Latcard) = Liptebra)-

Therefore, we get:
EF [Lpy * 1jeay] (1) =i (e—i(a-‘rd) _ e—i(a-i-c)) —_ <e—i(b+d) _ e—i(b-i—c))

- (efib _ efm) (efid _ efic)

=i EF [Lap| (DEF [11ea)] (1)
O

As for the Euler-Laplace transform, one gets the following corollary for the box
product. Let us consider a cone +" of V' satisfying (C1).

Corollary 5.15 (Box product for EF). Let ¢ € CF.,(V) and ¢ € CF.(V'). For
any (§,&") € V* x V™, we have:
- EF L@ (&) - EF[WI(E)  if (§,8) € 9™ x 7™,
EF [p R =
sl {—z’ EF 6] () EF W) i (6,6) €7 X"
withn=so (£ x&).

Remark 5.16. Note that not all possibilities of (£,&’) are treated in the previous
corollary, as such an equality is not true in general.

Example 5.17 (Interpretation of the Fourier transform on v-voxels). In the setting of
Example 5.12, we have for any & = (&1,...,&) € (Rxg)4,

(5-4) EF [ (&) =i - Flel(€) - [ ] &

Again, this relation gives a new interpretation of the Fourier transform on such con-
structible functions. Example 3.27 shows that a generalization of such a relation for
all y-constructible functions is not obvious.

Remark 5.18 (On stability). For each integer k& > 1, consider:

where the sum is over all pairs (i, 5) € [1;k — 1]* such that i+ j < k — 1. Then, the se-
quence (i, )r>1 converges to the y-triangle 17 of Example 3.18 in LP(R?) for p € [1, +00].
Thus, over the domain (Rso)?, the sequence (EF [pr])psy = (Fl@k])ps, converges
to F[l7] in L. However, this last function differs from EF [17], as shown in Ex-
ample 3.27. Hence, if a stability statement holds for the Euler-Fourier transform, it
should be for other norms on constructible functions and on the Euler-Fourier trans-
forms. The stability of hybrid transforms goes beyond the scope of this article and will
be the object of future work.
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6 Reconstruction formula for £F

In this section, we establish a reconstruction formula (Theorem 6.5) for the Euler-
Fourier transform of y-constructible functions. We state our results in Section 6.1 and
postpone the proof of two propositions to Section 6.2 and Section 6.3.

6.1 Results
Consider a cone 7 of V satisfying (C1).

Reconstruction of &, from EF [p]. If h: V* — R is such that for any £ € V*\ {0},
the map:

)

he ¢ s —s —MOR7
¢ 5]
satisfies that the following limit exists:
o~ A o~
—1 o . ist .
F [hg} (t) := AEIJIFLOO _Ae he(s) ds,

then we can define the following map for all £ € V* and ¢t € R,

(%}"‘1 m (t7) i & ey \ {0},
(6.1) F(h)(& 1) = %]—"‘1 e () ifg e {o),

0 else,

where g(t*) = lim,_+ g(s) for any function g defined in a neighborhood of .

Proposition 6.1. Let ¢ € CF. (V). Then, F' (EF [p]) is well-defined, and for all £ €
V* and t € R,

F(EF [¢]) (€,1) = &up(t).

The above proposition is proven in Section 6.3. For £ € v°U~%°\ {0}, the proof boils
down to inverting the classical Fourier transform. For other ¢’s, we show that the push-
forward &, is zero, hence so are both sides of the equality. To do so, we use that &,p(t)
is an evaluation of the Radon transform of ¢ and prove an explicit description of the
support of this transform, as explained in the next paragraph (Proposition 6.2).

Support of the Radon transform. For the sake of readability, we use the no-
tations P = P(V) and P* = P*(V) for the projective compactifications of V and V*
respectively. Let us denote by S the incidence relation for projective duality:

S:{([U:A],[gzt]) cPxP*; <§,v>+>\t:0},
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and denote by p: S — P and ¢ : S — P* the restrictions of the canonical projections.

P x P*

The Radon transform of ¢ € CF(P) is the constructible function R(y) € CF(P*)
defined in [Sch95| as:

R(p) = a.p".
Since S is a compact subset of P x P*, the map ¢ is proper and R is well-defined.

Any ¢ € CF.(V) naturally yields a constructible function j,o on P, as explained in
Example 2.9. In that case, Sec. 5 in loc. cit. ensures that for any y = [£ : t] € P*\ {he},

(6.2) R(juo)(y) = / o e dy = Ep(t),

v

and that supp(R(j.¢)) C K*, where

K*:=q(p™" (supp(p))) = {[¢ - ] € P*5 7 (1) Nsupp(p) # 0}

is a compact subset of P* \ {hy}. The next proposition refines this inclusion when ¢
is y-constructible, hence allowing us to prove Proposition 6.1. Its proof is in Section 6.2.

Proposition 6.2. Let ¢ € CF. (V). Then, supp (R(j.p)) C K3, where
Kr={[¢:t]e K*; £ e U™}

is a compact subset of P*\ {hoo}.

Reconstruction formula. For any ¢ € CF.,(V), Proposition 6.1 implies that the
map F' (EF [p]) induces a map on P*. Combining this proposition with (6.2), we get:

(6.3) F (EF[]) = R(jsg).

To obtain a reconstruction formula, we are then left with inverting the Radon transform
using Schapira’s formula [Sch95, Cor. 5.1]. For that, define for any i) € CF(P*),

R(¥) = p.q™y.
Again, the map p is proper, so R’ is well-defined. It is almost a left inverse for R.

Theorem 6.3 ([Sch95, Cor. 5.1]). Let ¢ € CF(P). Then,

£ i < odd
R0 R(g) = {7 i dim(V) s odd,
—p+ [pedx if dim(V) is even.
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When the function ¢ is y-constructible on V, the map R’ becomes a left inverse for R
up to a sign, by the following lemma.

Lemma 6.4. If ¢ € CF(V), then [, ¢dx = 0.
Proof. Choose an element ¢ in the non-empty set v*° \ {0}. By Remark 2.3, we have:

/wdxzfﬁ*wdx.
\% R

Moreover, Lemma 2.15 shows that &, € CF.\(R) with A = R<,. Lemma 2.13 ensures
then that one can write &, = """ | m;1y,,5,) Where m; are integers and a; < b; are real
numbers. The result follows from the fact that [;, 1(, 5, dx = 0. []

Putting all together, we get the following reconstruction result for the Euler-Fourier
transform.

Theorem 6.5. Let ¢ € CF. (V). Then,
R'o F (EF [¢]) = (-1,

Remark 6.6. We abuse notations to alleviate the formula by identifying j. and ¢ in
the right-hand side.

Proof. The results follows from (6.3) and Theorem 6.3, since by Lemma 6.4,

. (Rk. 2.3)
/J*sodx = /SOdX:O-
P \%

6.2 Proof of Proposition 6.2

We prove the proposition below and prove the necessary lemmas afterwards.

Proof of Proposition 0.2. The compactness of K7 is easy to prove. Now, it is sufficient
to prove the result on the support of R(j.p) for ¢ = 1, with Z C V relatively com-
pact, subanalytic and v-locally closed since any element of CF, (V) is a finite Z-linear
combination of such functions (Lemma 2.13). We thus prove that R(j.1z) vanishes on
the complement of the closed set K. Since we already know that R(j.1z) vanishes
on the complement of K*, we consider [ : ] € K*\ K and we note that in that
case £ € V*\ (y° U~°).

Write Z' = Z N &), h = Ker(§) and v/ = vy N h. By (6.2), we have the following
expression for the Radon transform of j,1;:

R(12)([€ : 1)) = / 1 dy.

v
If Z" is empty, we clearly have R(j.17)([¢ : t]) = 0. Otherwise, taking x € Z', we get:

/lZ’ dXZ/T(—a:)*lZ’ dX:/lle(zw dX:/lrzl(Z/) dx;
A\ v A\ h

where 7, : v € V— v+ u €V for any u € V. The function 1 -1z 18 compactly
supported and 7'-constructible on h:
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(i) 4/ is a cone of h satisfying (C1) by Lemma 6.7,

(ii) 7,'(Z") is a subanalytic 7/-locally closed subset of h by Lemma 6.8 applied to
the subset 7, 1(Z2), since 7, (Z') = 7,1 (Z) N h,

(iii) 7,1(Z") is relatively compact in h since it is the intersection of the closed subset h
and the relatively compact subset 7, '(Z) in V.

Hence, its Euler integral is zero (Lemma 6.4):

/1T;1(Z/) dX — 0
h

]

Lemma 6.7. Let £ € V*\ (7° U~°) and write h = Ker(§). Then, yN h is a cone of h
satisfying (C1).

Proof. Let v' := v N h. The fact that +' is a closed convex cone of h follows from the
fact that v and h are, and that these properties are stable under intersection. It is also
clear that 4 is proper since v is. For subanalyticity, 7/ is subanalytic in h by [KS90,
Prop. 8.2.2 (iii)] applied to the inclusion h < V.

Let us then prove that the interior of 4/ in h, denoted by Int,(y’), is non-empty.
Since £ ¢ (7° U~*°), we have that :

{£<0}ny#0,
{&> 0Ny #0.

Since v is closed and convex with non-empty interior, classical convex analysis ensures

that Int(y) =+, which allows to prove that in fact:

{¢ <0} Nint(y) #0,
{€ >0} NInt(y) # 0.

Since Int(y) is convex it is in particular connected, and since £ : V — R is continuous,
the last two equations yield that AhNInt(v) # (). To conclude, we prove that hNInt(y) C
Inty, (7). Indeed, if € h N Int(y), then z + B(0,¢) C 7 for 0 < ¢ <« 1. Since x € h, we
have that

z+ (hNB(0,e)) =hN (z+ B(0,e)) ChNy =7,

hence x € Inty () since = + (h N B(0, 5)) is an open neighborhood of x in h. ]

Lemma 6.8. Let Z C 'V be ay-locally closed subset and§ € V*. Write h = Ker(§), Z' =
ZNhand~ =~Nh. Then, Z" is a v'-locally closed subset of h.

Proof. Write the ~-locally closed subset Z as Z = UNS with U open and S closed such
that U +~v C U and S +~* C S, so that Z/ = (Uﬂh) N (Sﬂh). The subsets U N A
and SNh are respectively open and closed in h, the subset SNh is stable by v/ and the
subset U N h is stable by 7. ]
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6.3 Proof of Proposition 6.1

Recall from classical Fourier theory the following easy lemma.

Lemma 6.9. If f : R — R is a integrable, piecewise smooth and right-continuous (resp.
left-continuous) function, then for allt € R,

f0) = 5 FF D) (e S FEDE)),

Proof. For f: R — R integrable and piecewise smooth, the following inversion formula
[Vre03, Thm. 7.5] holds for the Fourier transform:

(fE)+fE),

N | —

(6.4 FE0 =

for all t € R. In particular, for every point ¢ at which f is continuous, the right-hand
side is equal to f(t), hence the result. O

Proof of Proposition 6.1. Lemma 3.25 yields:

e~

(6.5) (EF ] )e = 1r\(oy - F (&),

and the map on the right-hand side is almost everywhere equal to F(&,p), the Fourier
transform of an integrable and piecewise smooth function over R. Hence, [Vre03,
Thm. 7.5] ensures that the limit

A —_—~—

Jim [ et (EF A () s

exists, so that F' (EF [¢] ) is well-defined.

Let now £ € V* and t € R. If both are zero, the result is clear. Otherwise,
denote y = [ : t] € P*. If y ¢ K7, then Proposition 6.2 yields the result by (6.2) and
the definition of 7. If y € K7, then the constructible function &,y is right-continuous
when £ € y°\ {0} (resp. left-continuous when & € v°\ {0}) since Lemma 2.15 ensures
that it is compactly supported and A-constructible on R with A = R« (resp. A = Rx).
Therefore, Lemma 6.9 ensures that

S FFEQ) e\ {0}
(6.6 fnlt) =1 %
S FFEQ) ifEeqt\ (0}

Hence the result, since

(6 P

FIUF(w) = F ' (Iayoy - Fler) © F ((EF [9])) -

ot
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7 Sublevel-sets persistent cohomology

Recall that M is a compact real analytic manifold. Let Z be a locally closed subanalytic
subset of M and let f : M — V be a continuous subanalytic map. Let v be a cone of V
satisfying (C2). Note that v may have empty interior in this section.

7.1 Sublevel-sets constructible function

We recall the sheaf-theoretic formulation of the sublevel-sets persistent homology due to
Kashiwara and Schapira [KS18, Sec. 1.2], focusing here only on constructible functions
instead of constructible sheaves. Define the ~v-epigraph of f by:

I ={(z,v) e M xV; f(z)—veEn}.

Denote also by I'; the usual graph of f. The set F} is closed and subanalytic in M XV by
[KS90, Prop. 8.2.2 (iii)] since, denoting o : (z,v,w) € M XV XV — (z,v+w) € M xV,
we have I'; = o(I'; x¥*). Denote by p: M xV — Vand g : M xV — M the canonical
projections, so that we get the following diagram:

I
N
M xV

/ X‘
M \Y
Define the sublevel-sets constructible function associated to f on Z as:

(7.1) @}‘Z = D+« <1F} 'q*12> = p*lr}m(zw)a

and the level-sets constructible function associated to f on Z as:

(7.2) Pfiz = Px <1Ff 'q*lz> = P11 nzxv),

The previous constructible functions are well-defined since p is proper on F} [KS18,
Thm. 1.11] and since the properness still holds on the closure of I'; N (Z x V) and
also for 7 = {0}. Note also that Lemma 2.4 ensures that the level-sets constructible
function is compactly supported.

Remark 7.1. For v € V, one has w}lz(v) =x(fTv+y)NnZ).

Notation 7.2. When V = R and v = R« (resp. v = Rsg), we denote Poz = Pas
(resp. cp;lz = gog‘z) the sublevel-sets constructible function associated to a continuous
subanalytic map g : M — R on Z.
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Example 7.3. The function gp} is sometimes called Euler characteristic curve for V.=
R, and Fuler characteristic surfaces for V.= R? see for instance [Bel+21].

Example 7.4. Considering a subset Z C R? relatively compact subanalytic and locally
closed, the Fuler characteristic transform defined in [TMB14] is, for £ € V* and t € R,

ECT(Z)(6,t) = x({o € Z: (€.2) < 1)) = ¢ (1),

If f:R? — R is continuous subanalytic and & € R?, denote by (£, f) : R? — R? the
map defined by x — (({,z), f(x)). The Lifted Euler Characteristic Transform along f
recently defined in [KM21] is then, for any (h,t) € R?,

LECT(f)(& h, t) = szg,f)(}% t),

where v = R<g x {0} C R?. The Super Lifted Euler Characteristic Transform along f
defined in loc. cit. is, for any (h,t) € R?,

SELECT(f)(&, h,t)

,y/
Pe.f) (h, 1),
where 7/ = Rey X R5o C R2

The following proposition precises the relationship between the level-sets and the
sublevel-sets constructible functions. It is key to the study of hybrid transforms in
the context of sublevel-sets persistence, and more specifically to the proof of Proposi-
tion 7.8, which is itself key to index-theoretic formulae (Theorem 8.3). It can be derived
from an analogous result on sheaves by Berkouk and Petit [BP22, Prop. 4.17] via the
function-sheaf correspondence. Here, we give a proof that does not make use of the
correspondence.

Proposition 7.5. In the preceding situation, go}‘z = ¢f, * Ly

Proof. Since T7 N (Z x V) =0 (T; N (Z x V) x v*), Remark 2.5 yields that:

(7.3) Irn@zxv) = 0lr n(2xV)xya = O <1rfm(zw) X 1»ya) -

Moreover, by Lemma 2.6,

(7.4) (p x 1d). (1r 0z B 13e) = (podr iz ) B dye.

Thus, denoting by s: V x V — V the addition, we have po o = so (p x Idy), and:
7.3

(:) Y <1Ffﬂ(Z><V) X 17“)

(7.4)
= S« (p*lrfm(zw) X 17a)

= SOf\Z*]"Ya'

Y
S0f|z

]

Remark 7.6. The above proposition ensures that @}‘Z satisfies Assumptions 3.8 for
the cone v* by Remark 3.9.
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7.2 From multi-parameter to one-parameter persistence

In this section, we show that the cone v used to define sublevel-sets persistent homology
of a multivalued map f : M — V is not relevant to define hybrid transforms with linear
parameters £ € V* (Remark 7.11). To that end, we show the following two results,
stating that the pushforward by a linear form sends multi-parameter (sub)level-sets
constructible functions to one-parameter ones. The first is a well-known lemma proven
for completeness and used in the next one.

Lemma 7.7. For any morphism of real analytic manifolds ( : V — R, we have
that Cvpf, = Pcofy,-

Proof. Consider the following commutative diagram

(ZxR)NT;, ——V
(7.5) l(IdeC) lc ,

/

(ZxR)NT¢,; —— R
where p’ : M x R — R is the canonical projection. We have:

GPf, = C*p*lrfm(zw)
= pl(Idy x Q)«lr,n(zxv)
= p;]-FCOfﬂ(ZxR)
= Plofiz
where the third equality follows from Remark 2.5 and the equality:

(Idas % €) (T; N (Z X V) =Teoy N (Z X R).

O
Proposition 7.8.
(i) For all & € Int(y*°), 5*%2 Rz
(ii) For all € € Int(y°), 5*90']{‘2 = <P§+of‘z'
Proof. For any ¢ € Int(~*°), we have
Cor. 2.7
5*90’} = f*(;pf‘z *&lya
Lem. 2.10
= g*gpf\z * 1Rzo
Lem. 7.7
= Peof, * 1R20
Prop. 7.5 _
= Peofip
and similarly replacing R>o by R if £ € Int(7°). ]
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Example 7.9. As in Example 7.4, consider a subset Z C R? relatively compact suban-
alytic and locally closed. Then, the Fuler characteristic transform is the pushforward,
for £ € V¥ and t € R,

ECT(Z)(¢,t) = &p3(2),
where f = Idga and where v is any cone satisfying (C2) such that Int(y*°) 3 &.

Corollary 7.10. Let k € L (R) N LY (Rsq). The transform T, [gp}‘z] is well-defined

loc

on Int(y*°), and for any & € Int(y*°),

T [67,] O = T [per,] 0 = [ 0o, 000

A similar result holds with gogof for k € L (R) NLY(R<g) and & € Int(7°).

loc

Proof. The well-definedness follows from Proposition 7.5 and Proposition 3.11, while
the formula follows from Proposition 7.8. O

Remark 7.11. Corollary 7.10 implies that for any £ € Int(y%°), the transform T [npﬂ (&)
is nothing but the integral (with respect to the Lebesgue measure) transform with ker-
nel k of ¢z, ;. In particular, the cone 7 such that Int(y*°) > £ does not play any
role. Hence, the study of hybrid transforms of sublevel-sets constructible functions for
vector-valued filtrations can be reduced to the ones for real-valued filtrations.

This study motivates the following definition, which gets rid of superfluous infor-
mation when dealing with hybrid transforms of sublevel-sets constructible functions.
Although a priori invisible, the hybrid nature underpins the definition.

Definition 7.12 (Sublevel-sets transform). Let x € L. .(R)NL!(Rxq). We call sublevel-
sets transform of f over Z, and denote by Sub, [ 1 Z] , the transform defined for £ €
V* by:

Sub [/12] (6) =T [y, (0 = [ slOx({€or <yn2)

R

Example 7.13 (Generalization of Morse magnitude). We can define the sublevel-sets

magnitude of (Z, f) as the sublevel-sets transform of f over Z with kernel « : ¢t — e™".

In other words, for £ € V*,

(7.6) (201 = Sube [72] (O = [ ex(gor<nnz)ar

When Z = M and f: M — R is a Morse function, the previous definition specializes
in the notion of Morse magnitude of [GH21, Sec. 6]. More generally, when £ o f is a
Morse function, we have:

|§ (M7 f)| = |(M7§Of)|Morsea

with the notations of loc. cit..
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Example 7.14 (Generalization of Euler characteristic of barcodes). In [BB12|, Bo-
browski and Borman introduced the FEuler characteristic of barcodes for sublevel-sets
persistent homology associated to a continuous subanalytic map g : M — R restricted
to the range (—o0,a) for a € R as follows:

(7.7) = / " g (t)dt = Suby,__ (9] (1),

—00

Definition 7.12 allows to generalize this notion to multi-parameter sublevel-sets persis-
tent cohomology as follows. For a continuous subanalytic map f : M — V eventually
restricted to a subanalytic locally closed subset Z of M, we define for & € V*,

(78) X5, (6) = Subs____, [fi2] (6).

8 Index-theoretic formulae

8.1 Main results

In this section, we define continuous Euler integration of continuous subanalytic func-
tions and prove the formulae expressing (sub)level-sets transforms as continuous Euler
integral transforms. We call these formulae index-theoretic formulae following the termi-
nology of [GR11] to emphasize that the link between hybrid transforms and continuous
Euler integrals is based on their expressions as sums of homological critical values.

The extension of Euler integration to definable functions was introduced by Barysh-
nikov and Ghrist in [BG10|. Then, Bobrowski and Borman defined in [BB12] a similar
extension to the so-called tame functions, which coincides with the first definition on
tame functions which are also definable. We will use the definition of [BB12] of con-
tinuous Euler integration in this paper, restricting ourselves to continuous subanalytic
functions on compact real analytic manifolds. Although slightly less general, this frame-
work allows us to use the theory of constructible functions.

Definition 8.1. Let Z be a locally closed subanalytic subset of M and g : M — R be
continuous and subanalytic. The continuous Euler upper integral of g on Z is defined by:

/Zg(dﬂ—/O+Ooxc({9>u}ﬂz)—xc({9§—u}ﬂZ) au,

and the continuous Euler lower integral of g on Z by:

/thde :/0+00Xc({92u}ﬂ2)—xc({g<—u}ﬂZ) du.

Remark 8.2. If 7’ is a locally closed relatively compact subanalytic subset of M and Z
a closed subset of Z’ that is subanalytic in M, then the classical distinguished triangle
|KS90, Eq. (2.6.33)] yields:

Xe(Z2') =X (Z'\ Z) + X (Z).
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Therefore, in such a situation, we have:

[otaa= [ oraa+ [oran,

and a similar equation for the lower integral.

Until the end of this section, let Z be a locally closed subanalytic subset of M
and f : M — V be a continuous subanalytic map. Moreover, consider a real valued

kernel x € LL_(R). The case of a complex kernel follows from the study of its real

and imaginary parts. Choose xyp € R U {£oo} such that £ : z € R — f;f) k(t)dt
is well-defined over R. For the sake of readability, we extend the definition of K to
any © € RU {400} such that the integral is well-defined.

Theorem 8.3 (Index-theoretic formula for sublevel-sets). Let —oco < a < b < +o00.
Assume that k- 1(_oop) € L'(Rxg) and that K is subanalytic. For any § € V*,

(i) if Kyap) is strictly increasing, then

Subpy 1 iz] (€) = K(0) - x({go f <0} N 2) = K(a) - x({€o f < a}n 2)

-/ K(Eo f)[dy],
{a<€of<b}nZ

(i) if Kyap) is strictly decreasing, then

Subyy 1 Liz] (€) = () - x({go f <0} N 2) = K(a) - x({¢ o f < a}n 2)

—/ K(€o f) [y,
{a<€of<b}NZ

with |IC(b)] < 400 and the convention that KC(a)-x({{of < a}NZ) =0 when a = —cc.

The proof relies on the following technical lemma describing sublevel-sets constructible
functions, stated and proven before the proof of Theorem 8.3.

Lemma 8.4. Let g : M — R be a continuous subanalytic function. There exist a finite
family of integers {m;}1<i<n and of real numbers —oco < ¢; < -+ < ¢, < €y < +00,
such that:

(i) One has @g, = > iy Milje,cpy], and Por = Yo Mill ooy

(i) For all —oo < a < b < +o0, denoting Z,, = {a < g <b}NZ, one has:

gOg_lza,b - Z mil[ci""oo)‘

a<c;<b
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(iii) If € : R — R is a continuous subanalytic function that is strictly monotonic on
an interval containing Im(g), then

SO}C(g Z ml]‘[’C(Cz) +00)

Proof of Lemma 8./. Result (i) is a straightforward consequence of Proposition 7.5 and
of the convolution of indicator functions of closed intervals (5.2). To prove (ii), note
that Pg N Za,b X R = Fg NZ x (a, b], so that ]TgﬁZa,bXR = ].Fgr]ZXR . p*l(mb], and hence:

Pyiz,, = P (1FngxR P Liap) = Liay Qg7
By Proposition 7.5, we have Coz., = Poiz,, 1g.,, so that:

Y9200 Z Mile;cipiln(at] * 1R
i=1

The result follows then from direct calculations, since:

[cisciv1] ifa<c < <D,

;b fa<c<b<g
e (@) = 00 Hasasbsan

(a,cipa] ife <a<e <0,

(a, b ife; <a<b<ciq.

Let us now prove (iii). Suppose that a,b € R are such that Im(g) C [a,b] and K
is strictly increasing on [a,b]. In this setting, the ¢;’s appearing in the decomposition
of ¢, , can be chosen in [a,b]. If u < K(a), one has that x ({K(g) <u}NZ) = 0 and
if w > K(b), then one has x ({K(g9) <u}NZ) = x.(Z), hence the equality for such
values of u by the fact that x.(Z) = >, m;. Now, if u € [K(a), K(b)], we have:

=1
Lieiro0) (KTHw)) = L) (KM W) = Lo o) (@) = Lix(en),+o0) (1),

so that we compute:

x({K(g) <u}n 2) = ({9<’C )} NZ)

= Zmz Leyoror) (K7 ()
= Z M L (eq),+00) (W)
=1

]

Remark 8.5. In the setting of the previous lemma, [BB12, Prop. 2.4| ensures that:

/ [dx] = E:sz
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Proof of Theorem 8.3. Let us first prove (i). The function g = £ o f being continuous
and subanalytic, we can consider its sublevel-sets constructible function on Z written as
in Lemma 8.4.(1). The fact that k- 1(_wp) € L'(R>0) then ensures that £-1(_oo ) g, is
integrable over R. Thus, the left-hand side of the equation to be proven is well-defined.
Hence the result, by the computations:

b n
/ K)oy, (B dt =S m, /R Lwsyien s (1) (1) dt
a i=1

=3 e ([Cswa)+ o ([ war)

a<c;<b ci<a
= 3 mi(Kb) —K(e) + > mi(K(b) - K(a))
=K(b) - Zmi - K(a) - Zmi — Z m; K(c;)
=Kb)-x({g<b}nZ)—K(a) - x{g<a}nZ) - /Z K(g) [ dxl,

where Z,;, = {a < g < b} N Z, and where the last equality follows from Remark 8.5
and Lemma 8.4.(ii) and Lemma 8.4.(iii) that yield:

SOIE(Q)\ZGJ) - Z mi]‘[’c(ci)7+00)'

a<c;<b

For (ii), note that —/C satisfies the assumption of (i) and that:

(8.1) | K@ == [ ~Klg)[an
for any subanalytic locally closed subset Z’ of M. This last equality is clear from the

definition, and has first been proven in [BG10, Lem. 4]. O

From the index-theoretic formula for sublevel-sets transforms, we deduce a formula
for hybrid transforms of the level-sets constructible function ¢; for more general pa-
rameters ¢ : V — R morphisms of real analytic manifolds.

Corollary 8.6 (Index-theoretic formula for level-sets). Let —oo < a < b < 400 and
assume that IC is subanalytic. For any ¢ : V — R morphism of real analytic manifolds,

(i) if Kyap) is strictly increasing, then

Ty [o1.] ©) = [ KConlan= [ Ko nlax,

Za,b

(i) of Kap) 15 strictly decreasing, then

Ty [o1.] © = [ KConTan= [ KoL,

Za,,b
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wherevaavb:{aggofgb}ﬂZ.

Proof. We show the first result, the second being proven identically. By Lemma 7.7, it
is sufficient to prove the case f = ¢g: M — R and ¢ = Idg. To use Theorem 8.3, one
must first reduce to a situation where its conditions are met. Since Im(g) is compact,
consider —oo < @’ < b’ < +o00 such that (a’,0’) 2 Im(g) D supp(y,) and thus:

T[’“‘1<a»b>] [(pg'z] (1) = T[’fl(c,d)] [%IZ] (1),

where ¢ = max(a, d’) and d = min(b, V). Now, for any ¢t € R U {£o00}, we have:

(8.2) x{g=t}nZ)=x{g<t}nZ)+x{g>t}NZ)-x(Z).

This yields ¢g, = ¢, + goglz —x (Z) - 1g, and thus:

(8:3) T[*ﬂ(c,d)] [%‘Z] (1) = T[*ﬂ(c,d)] [%_\Z} (1)+ T[”lmd)] [%F\Z} (1) =x(2) /cd/{(t) dr.
Theorem 8.3 yields first:

Thai] 902 (D = K@) x{g S d} 0 2) = K(e) - x({g < e} N 2)

- / K(9) [ dx].
{e<g<d}nZz

Moreover, using that gog‘z (t) = =g, (—t), we get:

(8.4)

where we denoted 7(t) = k(—t). In that case, K(z) = f;‘; R(t)dt satisfies K(t) =
—IC(—t), so it is subanalytic and strictly increasing. Thus, Theorem 8.3 yields:

Tlarw) [%ﬁz} (1) =K(d)-x{g=d}nZ) = K(c) x({g = ¢} N Z)

T /{ KL

Putting (8.4) and (8.5) back into (8.3) yields:

(8.5)

Thau] [#0] (0 =K@ (xUg < d}n2)+x ({9 = d} 1 2) - x(2))
~K@ - (x({g <3N 2)+ x ({9 > }n 2) ~ x(2))
+

/ K(g) Ldy] - / K(9) [ dx].
{e<g<d}nZ {e<g<d}nZz
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Yet, Remark 8.2 and (8.2) yield:

| K@lad =K@ x(o=ainz)+ [ kigldv,

{c<g<d}nZ

| K@ =K@ x(a=cn2)+ [ Kig)Tax

{c<g<d}nZ
Thus, we get:

Ty el = [ K@)l = [ Klo)[axl,

c,d c,d

Hence the result, since {g > a'} = {g <V} = M by definition of ¢’ and ¥/, so that:

Za{c<g<dinZ={a<g<t}nz¥ Z,,

]

Remark 8.7. This corollary and Lemma 7.7 also hold with identical proofs for f :
M — X and ¢ : X — R morphisms of real analytic manifolds, but we shall not make
use of such a general statement in this paper.

8.2 Applications to known transforms

In this section, we show that the results of Section 8.1 yield new results for the GR-
Euler-Fourier and the Euler-Bessel transforms.

Corollary 8.8. Let v be a cone satisfying (C2). For any £ € Int(y°), we have:

ert o] ©= [ eorlad.

{gof=01nz

Proof. Proposition 7.8 yields (—5)*90}|Z = O ¢ofyr SO that EFER [gp}lz] &) = X%Z(—f).
[

Corollary 8.9. For any & € V*, we have:

e [or,] © = |

{€of>0)nZ

€OdexJ—/ Eo f[dy].

{eof>0}nZ

Example 8.10. Let Z be a relatively compact subset of V. Consider a compact real
analytic submanifold M of V containing Z and f : M — V the inclusion, so that ¢y, =
1. Corollary 8.9 yields the following generalization [GR11, Thm. 4.4]:

EFCRM, = dy| — dv].
1] €) /{£>O}mﬂ ¥l /{§>O}mzf( A
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The parameter ( : V — R appearing in the definition of the Euler-Bessel transform
is not linear, so an index-theoretic formula for sublevel-sets constructible functions is
out of reach. Yet, Corollary 8.6 yields the following formula for level-sets constructible
functions.

Corollary 8.11. For any v € V, we have:

£8[er] /wv—fMAx /Hv—ﬂldﬂ

where ||[v— f|l :x € M |lv— f(x)

Example 8.12. In the setting of Example 8.10, Corollary 8.11 yields the following
generalization of [GR11, Thm. 4.2]:

61, /mv—u<n /nv—n<uw

8.3 Mean Euler-Bessel transform for random filtrations

Bobrowski and Borman computed the expected value of continuous Euler integrals of
Gaussian related fields [BB12, Thm. 4.1]. Combined with an index theoretic formula
[BB12, Prop. 6.2], their result allowed them to prove an expectation result for the Euler
characteristic of barcodes [BB12, Thm. 6.3]. In this section, we proceed in the same way
to state expectation results for the Euler-Bessel transform, using our index-theoretic
formula (Corollary 8.11).

Denote by d the dimension of M and let f : M — R¥ with & > 1 be a k-dimensional
Gaussian field with iid components all having zero mean and unit variance. Note that
if ¢ € (R¥)" is such that ||| = 1, then a direct checking ensures that £o f : M — R is
also a centered Gaussian field with unit variance. To state the result, we use classical
geometric quantities known as the Lipschitz-Killing curvatures £; (M) with respect to
the metric induced by the centered unit-variance Gaussian field £ o f : M — R. We
refer to [AT09, Sec. 7.6] for the definition of the curvatures and to [AT09, Sec. 12.2] for
the definition of the metric induced by a Gaussian field.

Corollary 8.13 (Mean Euler-Bessel of level-sets). Suppose that the components of f
are almost surely Morse functions. Then, for any v € V,

d
2- Z )L M)c;(v) ifd is odd,

E[EBlef] ()] ={ 2
0 if d is even.
where
+oo ,||U||2/2|| ||2fL L(G—1)/2]) j—1-2 k42 —1
e v 1
i = e e— 1 i m—2l—2i
R N D M) DR TSR 2}<]_1_m_21)

(=)™ (G — DIT((k+2i —j —2m + 2l +1)/2)

8 mlI12G-1-2m)/20((k 1 21)/2)
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Proof. Let us first remark that the following equations are straightforward consequences
of [BB12, Thm. 4.1]:

B | [ a( 1] =x 0D B0 - Y en) 728 () | My (07 (o) du
ME[L(N] + (2

B | [ a0 lad] =x 3

d
Jj=
where we denoted by d, : u € R¥ — |Ju — v|| € R, and where the Gaussian Minkowski
functionals M are defined by the tube formula [AT09, eq. (10.9.11)|. Thus, the index
theoretic formula for the Euler-Bessel transform (Corollary 8.11) yields:

(8.6)
BleBled ] =2 | [ anlad] -2[ [ aran]

)L ( Q/A1 +00)) du,

Z (2m) 792 L, ( /./\/l u, +00)) + M; (d,*(—o0, u])du.

Following [TayOG7 Sec. 5.2], we use the expressions of the densities and their deriva-
tives of noncentral x7 random variables and tube formulae to compute the Gaussian-
Minkowski curvatures involved:

_ &=L,
Mj (dvl(_oo7u]) - 1(0,+00)(u) ) ( dxjffk) )

(8.7)

| 1y,
My (5[ 409) = (-1 Tom(0) - (G5 )

dgi-1

for any u € R, where we denoted by f, ;. the density of the square root of a noncentral x7
random variable with noncentrality parameter |[v||?, i.e. for any z € R,

+00 i—1,—x2
oo = Y
v, g 2i;) 2(k+2i72)/2r((k+2i)/2)'

This yields the following expression:

E[EB[pf] (

IIM&

) Foo
L () (14 (1) [ My (0 o)

The result for even dimensions d follows then from the fact that Lipschitz-Killing cur-
vatures £; (M) vanish for odd values of j and 14 (—1)?~! vanishes for even values of j.
For odd d, the result follows from the expression:

i +oo o L(G—1)/2] j—1-21
I o :Z ez llol® w2 ie Z Z Lo,
dei=t ) 2ij1 F((k.‘_QZ)/Q 9 (k+2i— P {k>j—m—21-2i}

1=0

X( k+2i—1 )(1WHU—1)mmm

j—1—m—2l mi2t
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for u > 0 (see [Tay06, Sec. 5.2]) and the clear following one:

+oo
/ uk+2i—j+2m+2le—u2/2 du = 2(k‘+2i—j+2m+2l—l)/2r ((k +2i _] +2m+ 2 + 1)/2) )
0

[]
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