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Abstract 

Here we report the results of an experimental and theoretical study of the gas-phase 

reactions between O(1D) and H2O and O(1D) and D2O at room temperature and below. On the 

experimental side, the kinetics of these reactions have been investigated over the 50-127 K 

range using a continuous flow Laval nozzle apparatus, coupled with pulsed laser photolysis 

and pulsed laser induced fluorescence for the production and detection of O(1D) atoms 

respectively. Experiments were also performed at 296 K in the absence of a Laval nozzle. On 

the theoretical side, the existing full-dimensional ground X 1A potential energy surface for the 

H2O2 system involved in this process has been reinvestigated and enhanced to provide a 

better description of the barrierless H-atom abstraction pathway. Based on this enhanced 

potential energy surface, quasiclassical trajectory calculations and ring polymer molecular 

dynamics simulations have been performed to obtain low temperature rate constants. The 

measured and calculated rate constants display similar behaviour above 100 K, showing little 

or no variation as a function of temperature. Below 100 K, the experimental rate constants 

increase dramatically, in contrast to the essentially temperature independent theoretical 

values. The possible origins of the divergence between experiment and theory at low 

temperatures are discussed.  



1 Introduction 

The reactions of atomic oxygen in its first electronically excited state, O(1D), play important 

roles in the chemistry of several planetary atmospheres, including Earth and Mars, where 

oxygen bearing molecules are among the major atmospheric constituents. In these 

environments, the absorption of solar radiation at ultraviolet (UV) and vacuum ultraviolet 

(VUV) wavelengths generates a range of reactive radicals. In the Earth’s stratosphere, O(1D) 

atoms are generated by O3 photolysis in the UV range, where O3 itself is formed by the 

termolecular recombination of ground electronic state oxygen atoms O(3P) (produced by O2 

photolysis) with O2. The subsequent reactions of O(1D) atoms with hydrogen bearing 

molecules such as H2, CH4 and H2O1 are considered to be among the most important 

stratospheric sources of the hydroxyl radical (OH) and compete with quenching losses mostly 

through collisions with N2 and O2.2 In the Martian atmosphere, O(1D) atoms are thought to 

be formed essentially by the photodissociation of CO2, the major atmospheric component. At 

VUV wavelengths shorter than 170 nm, CO2 photolysis produces O(1D) with high quantum 

yields.3 While these atoms are mostly removed by quenching to the ground state through 

collisions with CO2,4 a small fraction of these atoms react with H2 and H2O, present at trace 

levels generating OH radicals.5 The subsequent reaction of OH radicals with CO acts to 

regenerate CO2, helping to maintain the stability of the Martian atmosphere. 

Temperature dependent kinetic studies of the O(1D) + H2 reaction6-8 and the O(1D) + CH4 

reaction9-12 have demonstrated that these processes remain rapid down to low temperature, 

while OH has been shown to be a major product of the O(1D) + CH4 reaction.9, 12 The reaction 

of O(1D) with H2O has several exothermically accessible channels  

O(1D) + H2O  ® OH + OH  DHr = -119 kJ mol-1  (1a) 

  ® O(3P) + H2O  DHr = -190 kJ mol-1  (1b) 

  ® O2 + H2      (1c) 

where O2 in channel (1c) can be formed in several different electronic states leading to values 

for DHr between -40 and - 197 kJ mol-1.6 This process has been studied over a wide 

temperature range (217-453 K) by various groups.6, 13, 14 These studies have shown that the 

rate constants are large and essentially constant with measured rate constants between 2.0  

and 2.5 ´ 10-10 cm3 s-1, while the dominant (almost exclusive) product channel is (1a) leading 

to OH + OH.14-17 On the theoretical side, based on ab initio calculations of the ground 1A 



potential energy surface (PES) using the Moller-Plesset perturbation theory, Sayos et al.18 

derived rate constants for this reaction at 300 K through quasiclassical trajectory (QCT) 

calculations obtaining a rate constant value (corrected for the electronic degeneracy factor) 

of 1.32 ´ 10-10 cm3 s-1; somewhat lower than the measured ones at room temperature. 

Despite the relatively large body of previous work on the O(1D) + H2O reaction, there are no 

measurements below 217 K, presumably because most previous work has focused on its 

importance for Earth’s stratospheric ozone chemistry, where temperatures are typically 

greater than 200 K. Another major obstacle to the study of gas-phase reactions involving H2O 

at even lower temperature arises from its low saturated vapour pressure, placing severe 

constraints on the useful range of H2O concentrations. One technique that has already been 

applied to investigate the gas-phase reactivity of H2O below 200 K is the CRESU method 

(where CRESU stands for cinétique de réaction en écoulement supersonique uniforme or 

reaction kinetics in a uniform supersonic flow) as demonstrated by earlier kinetic 

measurements of the reactions of CH,19 C(3P)20 and C(1D)21 with H2O down to temperatures 

as low as 50 K.  

In the present work, we report an experimental and theoretical study of the O(1D) + H2O and 

O(1D) + D2O reactions over the 50-296 K temperature range to extend the measured data for 

these reactions down to 50 K. On the experimental side, a CRESU reactor was employed 

during this investigation coupled with pulsed laser photolysis and pulsed laser induced 

fluorescence to generate and detect O(1D) atoms, respectively. On the theoretical side, 

quantum chemical calculations were performed to better describe the ground singlet (1A) PES 

of the H2O2 system involved in the present reaction. This PES was then employed in 

quasiclassical trajectory (QCT) calculations and path integral based ring polymer molecular 

dynamics (RPMD) simulations to deduce correlation with the experimental results. The 

experimental and theoretical methods are described in sections 2 and 3, respectively. Section 

4 presents the experimental and theoretical results, which are discussed in section 5. Our 

conclusions are given in section 6. 

 

2 Experimental Methods 

The measurements described here were performed using a continuous supersonic flow or 

CRESU type reactor whose major features can be found in earlier publications.22, 23 A 

schematic representation of the apparatus can be found in Hickson et al.24 The central 



element of this system is the Laval nozzle, allowing supersonic flows with uniform density, 

velocity and low temperature profiles to be generated through the isentropic expansion of a 

carrier gas into a vacuum chamber. Subsequent modifications to the apparatus (notably with 

respect to the efficient generation of tunable light in the VUV wavelength range in addition 

to sensitive detection of VUV emission) have allowed us to investigate the kinetics of O(1D) 

reactions2, 4, 8, 12, 25-28 as well as the kinetics of other atomic radical reactions.4, 20, 21, 29-41 For 

the present experiments, argon was used exclusively as the carrier gas due to the relatively 

slow quenching of O(1D) atoms by Ar,2, 42 while N2 based nozzles could not be used due to the 

rapid quenching of O(1D) atoms by N2.
2, 13 Three different Ar based nozzles were employed 

here, providing supersonic flows with temperatures of 127 K, 75 K and 50 K. The flow 

characteristics for these Laval nozzles are reported in Table 1 of Nuñez-Reyes and Hickson.4 

Experiments were also performed without a nozzle, allowing us to measure rate constants at 

room temperature (296 K).  

For most of the experiments described here, water was introduced into the gas flow upstream 

of the Laval nozzle using a controlled evaporation mixing (CEM) system. A 1 litre stainless 

steel reservoir maintained at a positive pressure of 2 bar was connected to a liquid flow meter 

allowing flows of between 0.1 - 5.0 g hr-1 of liquid water to be passed into an evaporation 

device heated to 373 K. A small fraction of the Ar carrier gas flow was diverted into the 

evaporation system through a mass flow controller, allowing water vapour to be carried into 

the reactor. To determine the gas-phase water concentration, the output of the CEM was 

flowed through a 10-cm absorption cell which was coupled a mercury lamp and a solar blind 

channel photomultiplier tube (CPM) operating in photon counting mode. To ensure that only 

radiation from the 185 nm mercury line was detected, an interference filter with a 10 nm 

FWHM transmission around 185 nm was placed in front of the CPM. The UV radiation 

transmitted by the cell was measured before, during and after each set of experiments with 

a given flow of H2O vapour allowing the attenuated and non-attenuated intensities to be 

recorded. This procedure also allowed us to estimate the signal drift as a function of 

experiment time due to changing lamp conditions. The pressure within the cell could be set 

by adjusting a needle valve placed at the exit of the cell. This was generally maintained at a 

value around 650 Torr, ensuring an adequate level of H2O absorption. The room temperature 

absorption cross-section of water vapour was taken to be 6.78 ´ 10-20 cm2 as recommended 

by Sander et al.,15 allowing its concentration to be calculated by the Beer-Lambert law. H2O 



condensation downstream of the absorption cell was avoided by connecting the cell exit port 

to the reactor using a heated hose maintained at 353 K. As the water vapour was diluted by 

at least a factor of five on entering the nozzle reservoir through mixing with the main carrier 

gas flow, we assume that no supplementary condensation losses occurred upstream of the 

Laval nozzle. H2O concentrations as high as 2.9 ´ 1014 cm-3 were used in the cold flow. 

D2O could not be introduced into the reactor using the CEM system as a result of the limited 

quantity available. Instead, a small fraction of the Ar carrier gas was flowed into a bubbler 

containing D2O at room temperature. At the exit of the bubbler, the Ar containing D2O vapour 

was passed into a cold trap, held below room temperature at a known pressure. The output 

of the cold trap was flowed to the Laval nozzle reservoir through the same heated hose 

described above. Although it was not possible to determine the gas-phase D2O concentration 

spectroscopically, as its absorption cross section is an order of magnitude weaker than the 

H2O one at 185 nm, the procedure described above ensured that the gas-phase D2O was 

maintained at its saturated vapour pressure value43 at the given temperature below 296 K, 

allowing the gas-phase [D2O] concentration in the supersonic flow to be calculated precisely. 

To check for potential errors arising from vapour saturation issues, several experiments with 

D2O were conducted at different trap temperatures between 289 and 296 K, although the 

kinetic results obtained were always within the experimental error bars. Similarly, to check 

for possible differences brought about by the water vapour delivery method, several 

experiments were also performed at 296 K and at 127 K with H2O using the bubbler method. 

These measurements gave results that were essentially identical to those conducted with the 

CEM method. 

The range of [H2O] and [D2O] that could be used in these experiments was limited by the 

formation of clusters in the supersonic flow, particularly at the lowest temperatures. Our 

earlier work on the kinetics of the C + H2O/D2O reaction20 allowed us to establish the 

appropriate ranges of [H2O] and [D2O] that could be used without significant interference 

from cluster formation. Moreover, earlier work on H2O cluster formation in He by Bourgalais 

et al.44 suggest that cluster formation is likely to be negligible at all temperatures for the 

H2O/D2O concentration ranges used during these studies. 

O(1D) atoms were produced by the 10 Hz pulsed laser photolysis of ozone (O3) at 266 nm with 

an average pulse energy of 22 mJ. At this wavelength, O3 photodissociation results in high 

yields of O(1D) atoms.15 Minor photodissociation products include O(3P), although these 



atoms are unreactive with H2O and D2O at low and ambient temperature. O3 itself was 

created upstream of the Laval nozzle reservoir through the irradiation of a small flow of 

molecular oxygen in a quartz photolysis cell by a mercury lamp. In this process, O(3P) atoms 

produced by the UV photodissociation of O2 reacted with O2 to form O3. The photolysis cell 

was maintained close to atmospheric pressure, to promote this termolecular association 

reaction. O(1D) was detected directly by VUV laser induced fluorescence (VUV LIF) in this 

study through its 2s22p4 1D – 2s22p3(2D°)3s 1D° transition at 115.215 nm. For this purpose, a 

UV laser was focused into a cell containing a mixture of Xe and Ar, allowing tunable VUV 

radiation to be generated by frequency tripling. A more detailed description of this procedure 

can be found in earlier work.2, 4, 8, 12, 25-28 

To reduce the detection of scattered light by the detector, the tripling cell was attached to 

the reactor through a long sidearm (75 cm). While a MgF2 lens at the exit of the cell served to 

collimate the VUV beam, most of the residual divergent UV radiation was prevented from 

reaching the reactor by a series of baffles placed along the sidearm. Further attenuation of 

the VUV beam by residual gases within the sidearm was prevented by continuous flushing of 

this region by a secondary N2 or Ar flow. The VUV probe beam was allowed to cross the 

supersonic flow at right angles, while on-resonance emission from unreacted O(1D) atoms 

within the flow was collected at right angles to both the flow itself and the probe beam by a 

solar blind photomultiplier tube (PMT). To avoid damage through exposure to reactive gases, 

the PMT was isolated from the reactor by a LiF window. The region between this window and 

the PMT contained a LiF lens to focus the VUV emission onto the PMT photocathode and was 

evacuated to prevent additional VUV absorption losses by atmospheric O2. The PMT signal 

output was fed into a boxcar integration system that allowed the VUV LIF intensity to be 

measured as a function of delay time between the photolysis and probe lasers. 30 probe laser 

shots were averaged at any given time delay, with at least 70 time points typically recorded 

for each decay profile. As scattered light and other electronic noise could contribute to the 

recorded signal intensity, the baseline level was established by making several measurements 

at negative time delays. 

Calibrated mass-flow controllers were used to regulate the gas flows during these 

experiments. Carrier gas Ar (99.999%), flush gas N2 (99.999%), precursor gas O2 (99.999%) 

and tripling gas Xe (99.998%) were flowed directly from cylinders. D2O with a purity of 99.8 % 



was employed, while a commercial ion-exchange resin system was used to obtain 

demineralized H2O. 

 

3 Theoretical Methods  

3.1 Potential Energy Surface Calculations 

The potential energy surface used in this work is based on the ground state potential of the 

H2O2 system.45 Coelho and Brandão have enhanced the original PES in order to accurately 

describe the abstraction pathway of the O(1D) + H2O reaction.46 Despite being based on a 

large number of nuclear configurations, that potential was mainly focused on the equilibrium 

geometry and the different dissociation channels, mostly neglecting the abstraction pathway. 

By carrying out new ab initio calculations in 3741 nuclear configurations in this region, these 

authors have revised their H2O2 (X 1A) PES.46 In this new potential, the O(1D) + H2O reaction 

can proceed by abstraction of the H-atom without an energy barrier. Despite that, in this 

enhanced PES there is not a different minimum energy path for the abstraction reaction and 

the minimum energy path for the O(1D) + H2O reaction goes through the bottom of a well 

belonging to the H2O2 intermediate. Therefore, both reactions have a barrierless energy 

profile following the path: reactants (O(1D) + H2O/D2O)  à intermediate 1 (H2O--O/D2O--O, 

oxywater/oxy-heavy-water) à intermediate 2 (H2O2/D2O2, hydrogen peroxide/deuterium 

peroxide) leading to the formation of the products (2 OH/OD) (see Figure 4 of Ref. 44). Both 

intermediates 1 and 2 have lower potential energies than the reactants. 

 

3.2 Quasiclassical (QCT) calculations 

QCT trajectories have also been carried out for the O(1D) + H2O and O(1D) + D2O reactions 

based on this enhanced PES, at the temperatures of the experiment. Here, we used the 

program Venus9647 adapted for this study.  

In these calculations the H2O molecule is initialized at v=0 with its rotational quantum number 

and collision energy randomly generated from the corresponding Boltzmann distributions at 

the temperatures used in these calculations. For each temperature, the maximum impact 

parameter, bmax, has been defined as the impact distance where there was no reaction in a 

batch of 1000 trajectories.  

 

3.3 Ring Polymer Molecular Dynamics (RPMD) 



Based on an ad hoc extension of the imaginary-time path integral formalism, the RPMD 

method provides an efficient alternative to less reliable approaches based on conventional 

transition state theory (TST) and to more rigorous ones such as computationally expensive 

quantum mechanical (QM) dynamics methods for calculating thermal rate constants. Over 

the last decade, RPMD has been benchmarked extensively for numerous gas-phase chemical 

reactions.48 In the RPMD method, the system is represented by a necklace of its n classical 

copies (beads) to map a quantum system.49 These beads are connected to their nearest 

neighbors through a harmonic potential in an extended n-dimensional phase space.50 The 

RPMD method provides a very reliable estimation of the correlation function for the thermal 

rate constants.48 Several studies reported that the rate constant obtained within the RPMD 

formalism are exact within the high-temperature regime and only show a deviation of around 

a factor of 2-4 at low temperatures.8, 26, 27, 31, 34, 48, 51-53 Since the RPMD method accurately 

treats the quantum Boltzmann operator, it can precisely map zero-point energy (ZPE) effects 

along the entire reaction pathway.54 Moreover, it has better accuracy than other TST-based 

approximate methods in the deep quantum tunneling regime, as demonstrated in one of the 

stress-test scenarios.55 Due to such impressive efficiency and simplicity, the RPMD method 

has been applied to many gas-phase bimolecular reactions as well as for condensed-phase 

processes. For example, see Refs. 8, 26, 27, 31, 34, 48, 51-53 and 56 and the references cited 

therein.  

Mathematically, for a gas phase bimolecular reaction, the RPMD rate constant (𝑘!"#$(𝑇)) at 

temperature 𝑇 can be written in terms of the Bennett-Chandler factorization scheme as:57  

𝑘!"#$(𝑇) = 	𝑘%&'&(𝑇; 𝜉‡)𝜅(𝑡 → ∞;	𝜉‡) (2) 

In Equation (2), 𝑘%&'&(𝑇; 𝜉‡) is the centroid-density quantum transition-state theory (QTST) 

rate constant58 evaluated at the reaction coordinate 𝜉‡. In this work, this factor has been 

calculated from the centroid potential of mean force (PMF) along the reaction coordinate.57 

𝜅(𝑡 → ∞) is the long-time limit of the time-dependent ring polymer transmission coefficient 

or ring polymer recrossing factor 𝜅(𝑡). This factor is essentially a dynamical correction to the 

centroid density QTST rate constant, which guarantees that the final RPMD rate constant is 

independent of the choice of dividing surface. In the present work, this factor has been 

evaluated at the top of the free energy barrier so as to minimize the computation time 

required to attain a plateau value of 𝜅(𝑡). The analytical PES used in the present RPMD study 



is derived from the modified PES of Coelho and Brandão46 as described above. The RPMD 

calculations have been performed using the RPMDrate code57 at the temperatures 

considered in the experimental part of the present study, and the other relevant input 

parameters are supplied in Table S1 of the electronic supplementary information (ESI). 

 

4 Results 

4.1 Experimental Results 

All the experiments described here were performed with a large excess concentration of H2O 

or D2O with respect to O(1D), so that the pseudo-first-order approximation was valid. Under 

these conditions, the O(1D) atom concentration (which was considered to be proportional to 

the O(1D) VUV LIF signal) decreased exponentially as a function of time. Two such decay 

profiles recorded at 296 K for the O(1D) + H2O reaction are shown in Figure 1. 

 

 
Figure 1 O(1D) VUV LIF signal as a function of time between the photolysis and probe lasers, 

recorded at 50 K. (Blue solid squares) without H2O (the O(1D) VUV LIF signal decays due to 

quenching collisions of O(1D) with Ar); (red solid circles) [H2O] = 8.5 ´ 1013 cm-3. Solid lines 

represent single exponential fits to the individual datasets. 
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In the absence of H2O (or D2O), O(1D) atoms are still removed rapidly from the flow due to 

electronic quenching with Ar. Nevertheless, the observed decay rate clearly increases upon 

the addition of water vapour to the flow. The intensity versus time profiles shown in Figure 1 

can be well reproduced by the expression 

𝐼)(!+) =	 𝐼)(!+)"𝑒𝑥𝑝(−𝑘-./𝑡)    (3) 

where 𝐼)(!+)"  and 𝐼)(!+) are the initial and time dependent VUV LIF intensities respectively, 

𝑘-./ is the pseudo-first-order rate constant and t is the time. Only O(1D) losses by quenching 

and by reaction with H2O or D2O make significant contributions to the overall decay rate as 

previously discussed.2 Solid lines in Figure 1 represent functional fits to the individual 

datasets, allowing values of 𝑘-./ to be extracted. At least 18 individual decays similar to those 

presented in Figure 1 were recorded for a minimum of six different H2O or D2O concentrations 

at each temperature. The derived 𝑘-./ values at a particular temperature were then plotted 

as a function of [H2O] or [D2O], as shown in Figure 2. 

 



 
Figure 2 Pseudo-first-order rate constant as a function of the X2O concentration, where X = H 

or D. (Upper panel) The O(1D) + H2O reaction. (Red solid squares) data recorded at 296 K; 

(blue solid circles) data recorded at 127 K; (green solid triangles) data recorded at 75 K; (blue 

solid diamonds) data recorded at 50 K. (Lower panel) The O(1D) + D2O reaction. The colours 

and symbols used are identical to those used in the upper panel. Solid lines represent 

weighted fits to the individual datasets with statistical uncertainties (1σ) derived from single 

exponential fits to intensity profiles similar to those shown in Figure 1. 

 

Second-order rate constants were determined from the slopes of weighted linear least-

squares fits to the data. The large y-axis intercept values of these plots arise from O(1D) 

quenching by the carrier gas. The much larger intercept value for the 50 K data is due to the 
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increased Ar flow density at this temperature (2.59 ´ 1017 cm-3) compared with those data 

obtained at higher temperatures which are characterized by flow densities in the range (0.94-

1.47) ´ 1017 cm-3. The weighting parameter used in this instance was the standard deviation 

(s) obtained by the exponential fitting procedure described above, with each individual 

datapoint in Figure 2 weighted as 1/s2. The measured second-order rate constants for the 

O(1D) + H2O and O(1D) + D2O reactions are presented in Figure 3 alongside previous work. 

These values are summarized in Table 1 in addition to other relevant information. 

 

 
Figure 3 Second-order rate constants for the O(1D) + H2O and O(1D) + D2O reactions as a 

function of temperature. The O(1D) + H2O reaction. (Green circles) this experimental work; 

(black squares) Streit et al.13; (light blue diamonds) Dunlea et al.14; (red circles) Vranckx et al.6; 

(dark blue triangle) Takahashi et al.59; (orange circles) this work RPMD calculations; (purple 

diamonds) this work QCT calculations. (Solid brown line) Dunlea et al. Arrhenius fit14; (dashed 

blue line) Vranckx et al. Arrhenius fit6; (dotted brown line) Sander et al. recommendation.15 

The O(1D) + D2O reaction. (Purple squares) this experimental work; (grey diamonds) this work 

RPMD calculations; (olive green circles) this work QCT calculations. Error bars on the present 

measurements represent the combined statistical (1s) and estimated systematic uncertainty 
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(10 % of the nominal rate constant). The inset shows an expanded view of the congested 

region between 210 K and 390 K. 

 

Table 1 Measured second-order rate constants for the O(1D) + H2O and O(1D) + D2O reactions 

T / K Nb 
[H2O] 

/ 1013 cm-3 

𝑘)(!+)01#)  

/ 10-10 cm3 s-1 
Nb 

[D2O] 

/ 1013 cm-3 

𝑘)(!+)0+#)  

/ 10-10 cm3 s-1 
kH / kD 

296 45 0 - 44.3 (2.00 ± 0.21)c 36 0 - 13.1 (1.87 ± 0.23)c 1.07 

127 ± 2a 50 0 - 19.8 (2.61 ± 0.28) 36 0 - 11.4 (2.09 ± 0.27) 1.25 

75 ± 2 18 0 - 9.13 (4.56 ± 0.55) 34 0 - 12.5 (2.53 ± 0.27) 1.81 

50 ± 1 26 0 - 8.5 (4.84 ± 0.84) 32 0 - 4.76 (3.71 ± 0.75) 1.30 

aUncertainties on the calculated temperatures represent the statistical (1s) errors obtained 

from Pitot tube measurements of the impact pressure. bNumber of individual measurements. 
cUncertainties on the measured rate constants represent the combined statistical (1s) and 

estimated systematic (10%) errors.  

 

4.2 QCT Results 

In Table 2, we present the main conditions used in the QCT calculations and the results 

obtained. Here, the electronic partition function (Qel = 5) has been taken into account when 

computing the rate constants, but not in the calculation of the reactive cross sections, sr. The 

quoted errors refer only to statistical errors in the computational procedure and do not 

consider the resonance and tunnelling effects that are ignored in the classical equations of 

motion. 

 

Table 2 Summary of the quasiclassical trajectory results obtained in this study 

 T / K bmax / Å Ntotal
a Nreact

b sr / Å2 k / 10-10 cm3 s-1 c kH / kD 

O(1D)+H2O 50 14.0 39586 11331 176.3±1.4 1.25±0.01 
1.03±0.01 

O(1D)+D2O 50 14.0 37925 10747 174.5±1.4 1.20±0.01 

O(1D)+H2O 75 13.0 14612 4125 149.9±2.0 1.30±0.02 1.05±0.02 



O(1D)+D2O 75 13.5 12523 3201 146.4±2.2 1.24±0.02 

O(1D)+H2O 127 12.0 18775 4914 118.4±1.5 1.33±0.02 
1.05±0.02 

O(1D)+D2O 127 12.0 17082 4363 115.6±1.5 1.27±0.02 

O(1D)+H2O 296 10.5 30109 6891 79.3±0.8 1.36±0.01 
1.06±0.02 

O(1D)+D2O 296 10.0 31626 7717 76.7±0.8 1.29±0.01 
aTotal number of trajectories performed. bNumber of reactive trajectories. ctotal rate 
constant divided by the electronic partition function. 
 

The large impact parameter, bmax, is a result of the contribution of the intermolecular forces 

and the absence of an energy barrier for this reaction. As expected from reactions dominated 

by long-range forces, the reactive cross section decreases with temperature. Despite that, 

and in contrast to the experiment, we found a slight increase of the rate constant with 

temperature, which can be explained by the increase of the relative velocity of the reactants.  

The cross sections for the reactions involving H atoms in X2O are somewhat larger than those 

for the corresponding reaction involving D atoms. In addition, the larger collision frequency 

for the H-atom reactions (lighter reduced mass) increases the effect of the cross sections and 

justifies the small isotopic effect. As the quasiclassical trajectories cannot reproduce the 

quantum tunnelling effects that might dominate in the abstraction process, and despite the 

combination of these two dynamical effects, the isotopic effect displayed in this table is 

smaller than the experimental findings. 

To attain some insight on the reaction mechanism, we measured the time a trajectory spent 

at regions of the potential below -0.38 Eh (half the value between the products, -0.34 Eh, and 

the bottom of the intermediate H2O2 well, -0.42 Eh). The percentage of the reactive 

trajectories that do not reach this region of the potential or spend less than 50 fs is shown in 

Table 3. 

 

Table 3 Reactive trajectory behaviour at short times for the O(1D) + X2O reactions  

 T / K 0 fs < 50 fs 

O(1D)+H2O 50 5.8 % 67.6 % 

O(1D)+D2O 50 5.0 % 58.2 % 

O(1D)+H2O 75 6.2 % 67.0 % 

O(1D)+D2O 75 5.2 % 57.3 % 



O(1D)+H2O 127 6.0 % 66.1 % 

O(1D)+D2O 127 5.2 % 57.9 % 

O(1D)+H2O 296 6.3 % 67.6 % 

O(1D)+D2O 296 4.7 % 57.3 % 

 

We can conclude that most of the trajectories pass a very short time in such regions. This 

fraction seems to be independent of the temperature but there is a consistent difference 

between the behaviour of the reactive collisions with H2O and those with D2O, with the latter 

ones seeming to go deeper in the potential well. 

 

4.3 RPMD results 

The variation of PMF (𝑊(x)) along the reaction coordinate x for both O(1D) + H2O and O(1D) + 

D2O reactions are plotted in Figure S1 of the SM. From these plots, it is clear that both of 

these reactions show typical characteristics of a barrierless complex-forming reaction via 

intermediates 1 and 2. However, one can also detect small thermodynamic barriers just 

before entering the complex-forming zone, which increase with the rise in temperature. For 

example, in the case of the O(1D) + H2O reaction, at 50 K, the barrier height is calculated to 

be 0.49 meV which increases to 15.52 meV at 296 K. Similarly, for the O(1D) + D2O reaction, 

the barrier height increases from 1.44 meV (50 K) to 21.44 meV at 296 K. Apparently, this 

trend originates from a decrease in entropy from the reactant side to the intermediate 

complex-forming zone. Furthermore, the barrier height is always greater for the reaction 

involving D2O. This fact is true for all the temperatures considered here and around the 

complex-forming zone and naturally becomes larger with increasing temperature (see inset 

plots of Fig. S1). For example, at 296 K, the PMF difference between O(1D) + H2O and O(1D) + 

D2O reactions in and around the complex-forming zone is 5.91 meV, while the same 

difference at 50 K is found to be 0.97 meV.  

The time-dependent recrossing factors, 𝜅(𝑡), for both reactions and all temperatures 

considered in this study are presented in Fig. S2, and the corresponding plateau values are 

reported in Table S2 of the ESI. It is evident that a considerable amount of recrossing takes 

place at all temperatures, which significantly alters the final rate constant value. A relatively 

long propagation time (0.5 ps) is required for the convergence of the 𝜅(𝑡) value since both 



the reactions proceed through the formation of an intermediate complex.48 One can observe 

initial oscillations in the 𝜅(𝑡) values in both reactions existing at all temperatures considered 

in this study. These oscillations are the manifestation of the choice of the dividing surface and 

may correspond to O-O stretching vibrations on the PES51, 52 that leads to the formation of 

the oxywater/oxy-heavy-water intermediates.45 This vibration with a period of around ~38 fs 

(886 cm-1)60 leads to the repeated recrossing within the complex-forming zone. For both 

reactions, recrossing increases with temperature. For example, in the O(1D) + H2O reaction, 

at 296 K, the plateau value of 𝜅(𝑡) is 0.29, while at 50 K, it increases to 0.44. This fact may be 

due to the increased capability of the RPMD “child” trajectories to decay back to the reactant 

channel at higher temperatures and is also related to the barrier height in the PMF profile.51, 

53 Similar arguments can be put forward for the smaller recrossings observed at a particular 

temperature for the heavier deuterated reactants that have a more significant free energy 

barrier (see Table S2). The QTST and RPMD rate constant values are also reported in Table S2 

of the ESI. Note that the RPMD rate constants have been corrected by including the electronic 

partition function contribution (Qel = 5).  

 

5 Discussion 

There are three earlier measurements of the rate constants for the O(1D) + H2O reaction over 

a range of temperatures. Streit et al.13 used the pulsed laser photodissociation of O3 at 266 

nm to produce O(1D) in their cryogenically cooled photolysis cell apparatus, following the time 

resolved decay of these atoms by emission via the weak spin-forbidden O(21D2) ® O(23P3/2) 

transition at 630 nm. They obtained rate constants that were temperature independent over 

the 217-353 K range with a mean value of 2.3 ´ 10-10 cm3 s-1. Dunlea et al.14 used the pulsed 

laser photolysis of O3 at 248 nm to produce O(1D) in their experiments, while O(1D) atoms 

were followed indirectly by following O(3P) atom production at 131 nm using a microwave 

discharge lamp and by fitting the resulting temporal profiles using a biexponential function. 

They derived rate constants over the 235-370 K range that increased slightly as the 

temperature fell. By combining their data with those of Streit et al.13 they obtained the 

Arrhenius parameters A = (1.62 ± 0.27) ´ 10-10 cm3 s-1 and Ea/R = (-65 ± 50) K. Vranckx et al.6 

used the pulsed laser photolysis of N2O at 193 nm as the source of O(1D) in their experiments. 

O(1D) atoms were followed indirectly during this work using the O(1D) + C2H ® CH(A) + CO 



reaction and the detection of the CH(A ® X) emission at 431 nm, effectively employing a 

chemical tracer method. In common with Dunlea et al.,14 they measured rate constants with 

a very slight negative temperature dependence yielding the Arrhenius parameters A = (1.70 

± 0.12) ´ 10-10 cm3 s-1 and Ea/R = (-36 ± 20) K. The Arrhenius parameters recommended by 

the NASA panel evaluation on chemical kinetics and photochemical data for use in 

atmospheric studies by Sander et al.15 are A = 1.63 ´ 10-10 cm3 s-1 and Ea/R = -60 K. 

The room temperature rate constant value of 𝑘)(!+)01#)(296	K) = (2.00 ± 0.21) ´ 10-10 cm3 

s-1 derived in the present work is in good agreement with the room temperature values 

derived by these three earlier studies. Other previous room temperature determinations61-64 

with a variety of monitoring techniques lie within the overall range (1.95-2.6) ´ 10-10 cm3 s-1 

at room temperature. It should be noted though, that these previous studies followed the 

O(1D) kinetics through weak spin-forbidden transitions13 or indirect detection methods14, 61-64 

in contrast to the direct method employed here. The only previous work to have used the 

same direct VUV LIF detection method was the study by Takahashi et al.,59 who obtained a 

rate constant of (2.07 ± 0.18) ´ 10-10 cm3 s-1 at 295 K.  

Above 100 K, the rate constant for the O(1D) + H2O reaction shows only a modest increase 

with decreasing temperature, reaching a value of 𝑘)(!+)01#)(127	K) = (2.61 ± 0.28) ´ 10-10 

cm3 s-1. Below 100 K, the rate constant is seen to increase more rapidly reaching a value of 

𝑘)(!+)01#)(50	K) = (4.84 ± 0.84) ´ 10-10 cm3 s-1. A similar trend is observed for the O(1D) + 

D2O reaction, albeit with a less pronounced increase below 100 K. 

 

It can be seen from Figure 3 that the theoretical rate constants derived by the QCT method 

underestimate the measured values at all temperatures displaying very little variation as a 

function of temperature. These results are nonetheless in excellent agreement with the 

earlier room temperature QCT rate constant derived by Sayos et al.18 of 1.32 ´ 10-10 cm3 s-1 

based on an entirely different ab initio PES than the one used here. Although the experimental 

rate constants for the H2O reaction are significantly larger than those for the D2O reaction 

and diverge as the temperature falls, the QCT results for the H-atom variant remain 3-5 % 

larger than those derived for the D-atom variant over the entire temperature range. The 

greater kinetic isotopic effect found in the measured values is likely to be partly due to the 



fact that tunnelling is not accounted for in the H- / D- abstraction during quasiclassical 

trajectories. 

 

Figure 3 indicates that the RPMD rate constants, 𝑘!"#$, for both reactions do not vary much 

with temperature and are confined within interval of (1.78 – 1.97) × 10-10 cm3 s−1. 

Furthermore, RPMD calculations do not show any large kinetic isotope effect with the ratio 

𝑘!"#$(O(1D) + H2O)/𝑘!"#$(O(1D) + D2O) falling within the range 0.93 – 1.08. This may be due 

to the greater recrossing observed for the lighter hydrogen isotope that diminishes the 

sizeable kinetic isotope effect in the 𝑘%&'&  values (similar in magnitude with the experiment), 

resulting in no appreciable net kinetic isotope effect in the final 𝑘!"#$ values. In terms of 

overall magnitude, the RPMD calculations reproduce well the present and previous 

experimental results at temperatures greater than 125 K, although below this temperature, 

the RPMD rate constants follow a similar temperature independent behaviour to those 

derived at higher temperatures (and the QCT results), in contrast to the large increase 

displayed by the experimental rates below 100 K. The maximum difference between the 

RPMD calculations and the experiment is a factor of 3, obtained at 50 K. However, this degree 

of accuracy is acceptable considering the accuracy level of the given PES and the RPMD 

formalism, particularly at low temperatures, as discussed previously in Section 3.3. At 296 K, 

the accuracy of the RPMD simulations reaches up to 75%. Furthermore, the RPMD calculation 

could also qualitatively capture the increase in the O(1D) + H2O reaction rate for the decrease 

in temperature from 75 K to 50 K. The 𝑘!"#$ values seem to have a better agreement with 

the experimental observations than the results obtained by the QCT calculations within the 

temperature regime considered in this study.  

 

The failure of the QCT and RPMD calculations to capture the rapid increase displayed by the 

experimental rate constants at low temperatures could have several origins. One possibility 

is that the non-adiabatic quenching process (1b), O(1D) + H2O ® O(3P) + H2O, becomes 

significantly more important as the temperature falls. The experiments reported here follow 

the total loss of O(1D) atoms as a function of time, which could potentially include a 

component due to quenching loss in addition to the reactive part. In contrast, both QCT and 

RPMD calculations only consider the reactive contribution occurring over the ground state 1A 

surface of the H2O2 system. Experiments could eventually be devised to quantify this 



quenching contribution, by following the OH product of the O(1D) + H2O reaction and 

comparing with the OH formed by a reference process such as the O(1D) + CH4 reaction.12 

Nevertheless, the OH product from both reactions is likely to be formed over a range of 

vibrational and/or rotation levels which would all need to be probed for a quantitative 

assessment of this effect, making such measurements difficult and time consuming. Another 

possibility would be to follow the increase of the O(3P) concentration as a function of time in 

a similar manner to the earlier experiments of Takahashi et al.,16 who followed the quenching 

of O(1D) to O(3P) through collisions with both H2O and D2O at room temperature. These 

authors measured very small quenching contributions, Fq = (0.02 ± 0.01) for these two 

species when compared to the quenching yield with N2 (Fq = 1). Although the quenching 

contribution is small around 300 K, this may not be the case at low temperatures and merits 

further investigation. Nevertheless, the VUV transitions typically used to follow O(3P) atoms 

around 130.2 nm are not accessible with the tripling method currently employed in our 

laboratory.  

Another possible explanation for the observed divergence between experimental and 

theoretical results at low temperature could be due to the involvement of other potential 

surfaces. The present calculations consider that only a small fraction of the collisions occur 

over the ground 1A surface of the H2O2 system, leading to a 1/5 corrective factor in the 

calculation of the final rate constants. Indeed, if non-adiabatic transitions between some or 

all of the five PESs correlating with reagents O(1D) and H2O occur at long range, and these 

surfaces are attractive, the actual factor could be significantly larger. In particular, it is 

expected that the calculated reaction rate constants would increase if the contribution from 

the first excited state (1A²) is also considered.18 Therefore, it is necessary to perform 

dynamical simulations on this PES, which is ignored in this present work due to the lack of 

availability of such PESs in the literature, to obtain a much better agreement with the 

experiment. 

 

6 Conclusions 

This paper reports the results of a joint experimental and theoretical study of the O(1D) + H2O 

and O(1D) + D2O reactions. Experimentally, the kinetics of these reactions were investigated 

between 50 K and 296 K using a supersonic flow reactor. O(1D) atoms were created by the 

pulsed laser photolysis of O3 at 266 nm and detected by pulsed laser induced fluorescence at 



115.2 nm. The rate constants for both reactions were measured to be large ( > 1.5 ´ 10-10 cm3 

s-1) at all temperatures, remaining relatively constant at temperatures above 100 K. 

Theoretically, new ab initio calculations were performed of the X 1A potential energy surface 

of the H2O2 system involved in the reaction, allowing us to provide a better description of the 

barrierless H-atom abstraction pathway when combined with earlier calculations. This 

enhanced surface was subsequently employed in quasiclassical trajectory calculations and 

ring polymer molecular dynamics simulations to obtain rate constants for both reactions. The 

calculated rate constants display a similar temperature independent behaviour to the 

experimental ones above 100 K, with the theoretical values derived by the ring polymer 

molecular dynamics method being closer to the measured values. In contrast, while the 

theoretical rate constants remain relatively constant below 100 K, the experimental values 

for both reactions increase significantly. Plausible explanations for the discrepancy between 

experiment and theory are presented, including a possible increased contribution of 

quenching losses during the low temperature measurements and/or the contribution of 

excited potential energy surfaces to the reaction which are not accounted for by the present 

calculations. The need for further experimental and theoretical work to elucidate the origin 

of this effect is highlighted. 
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