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Abstract—In this paper, we address the Network Slice Design
problem, which arises from blueprinting end-to-end communica-
tion networks using fifth-generation (5G) radio access technology.
With regard to new sharing policies and radio-access integration,
it shows peculiar requirements with respect to conventional func-
tion placement and routing problems. To address the underlying
optimization problem, we propose an open-access framework
based on a math-heuristic that encompasses control-plane and
data-plane separation and novel mapping and decomposition di-
mensions influencing the placement and interconnection of slices.
Our framework also incorporates flexible functional splitting,
with possibly different splitting for different slices while taking
into consideration dependency factors such as varying network
latency and data volume throughout the virtual access networks.
Numerical results are then presented to assess the efficiency of
our approach.

Index Terms—Network slicing, flexible splitting, math-heuristic

I. INTRODUCTION

5G mobile systems integrate into a single physical network
a variety of communication services, each with specific re-
quirements in terms of latency, availability, and bandwidth,
for instance. In this context, each service might use a set
of customized logical networks, named Network Slices (NSs),
specifically tailored to its requirements. Enhanced by Network
Function Virtualization [1] and Software-Defined Network-
ing [2] techniques, a network slice is composed of different
virtualized Network Functions (NFs) representing different
functionalities that used to be provided by dedicated machines.
These virtual NFs are installed on physical servers, intercon-
nected, and responsible for treating the data flow between
two access points (data-plane NFs) and for managing and
controlling the whole network slice (control-plane NFs). While
each slice has only one set of control planes NFs, one ordered
data-plane NF chain must be available to treat the flow from
each access point (there might potentially be several of them
serving each slice).

Addressing end-to-end network slicing problems requires,
however, considering different virtual and physical network
topologies, each with specific orchestration rules and technical
constraints. For instance, recent 5G specifications [3]–[5]
come with novel mapping dimensions that will affect the
placement and interconnection of slices and network functions:
(i) a communication service can be delivered by multiple
slices; and (ii) Network Functions can be decomposed into
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micro-functions called Network Function Services (NFSs).
These new mapping requirements come with new technical
constraints to guarantee coherent provisioning of each com-
munication service, such as NF scaling and sharing policies.
Furthermore, the Flexible Radio Access Network splitting [6]
that appears as a key technique to increase network efficiency,
will bring even more flexibility in the way to design 5G
networks. Indeed, Radio Access Network Functions could be
split so that some functionalities could be distributed on a
set of Distributed Units (DU), corresponding to access points,
while others could be installed in a Centralized Unit (CU),
corresponding then to pools of data-center servers. Hence,
network designers should define the best functional splitting
taking into account delay and bandwidth constraints on each
physical path connecting DUs and CUs while considering
dependency factors such as varying network latency and data
volume between each pair of functions [7].

Fig. 1 shows an example of how to design different slices
and embedding them into a physical network. In this example,
we consider 2 slices requests, 5 traffic demands (e.g., from
slice request 2: DU23→ App16), 7 NFS types (3 for data-
plane and 4 for control-plane), 8 NFs, and a physical network
with 23 nodes (6 DUs, 12 CUs, and 5 application nodes).
Note that, for each slice, several copies of the same NFS type
could be required (e.g. NFS 2). In the illustrated solution,
copies of NFS 1 from slice request 1 are installed locally, at
each of its origin nodes, while all other NFSs are centralized.
Furthermore, copies of NFS 5 are packed into NF6 and shared
by both network slices. Finally, the traffic flow from each slice
request is routed through the physical network: regarding the
traffic demand (DU3→ App7) of slice 1, its virtual DP flow

Fig. 1: Example of a solution for an NSDP instance.



corresponds to the virtual link (NF1, NF4), and the related
physical path (3,6,7). In our previous work [8], we reported
numerical results showing that flexible splitting appears as a
key factor to deal with heterogeneous requirements to deploy
distinct communication services, leading to considerable net-
work slice cost decrease. In our simulations, the number of
NFSs needed to deploy the virtual networks could be reduced
by up to 56%.

A. Related Work

Optimization approaches related to network slicing prob-
lems mostly consider them either as Virtual Network Embed-
ding (VNE) [9] or Function Placement and Routing (FPR) [10]
problems. The former problem can be defined as follows: given
a set of r requested virtual network represented by graphs
Gv = (Vv,Av), v ∈ {1, . . . ,r} and a physical network repre-
sented by graph Gp = (Vp,Ap), the aforementioned approaches
seek to embed the graphs Gv into Gp. Hence, each requested
node u ∈ Vv, v ∈ {1, . . . ,r} is mapped to a physical node in
Vp, each requested arc a ∈ Av is mapped to a physical path
on Gp, and all technical constraints are respected. In the case
of the FPR problem, each virtual network request is given
by a directed acyclic graph to represent ordering constraints
on mapping virtual nodes through physical paths connecting
different pairs of source-destination nodes on the physical
network. For instance, Esteves et al. [11] propose an FPR-
based ILP formulation to design network function placement
under slice-mimicking demands while considering the users’
geographic location to guarantee the acceptable end-to-end
latency on the data-plane flow; the same authors propose
in [12] an online heuristic to address the computational com-
plexity of the studied problem. In the same context, Fendt et
al. [13] present a MILP taking into consideration the network
function chaining and path splitting, which is based on an FPR
formation. The proposed model also considers an embedding
with minimum latency for the virtual links of the NF chains
related to the slices. Liu et al. [14], in turn, consider that the
quantity, the types, and the locations of the NFs related to the
slice are determined by the requirements and distribution of
users. Due to the complexity of the proposed model, they also
present a VNE-based heuristic to address the related problem
in large-scale networks.

B. Our contribution

Even though different works partially cover the network
slicing [15], [16] and related sub-problems, such as functional
split mode selection [6], [17], network slicing with NF sharing
[18]–[20], and network slicing with NF scaling [21]–[23], no
attention has been given to address jointly all aforementioned
aspects in designing network slices and allocating resources to
them. The overall objective of this work is to go beyond our
previous work in [8] defining, for the Network Slice Design
Problem (NSDP), a new math-heuristic including splitting,
mapping and provisioning constraints made in the formulation
compliant with the specifications [3]–[5]. Finally, we present
numerical results to assess the efficiency of our approach.

TABLE I: Main notation

Set
Vp Set of all nodes.
V du

p Set of all access nodes.
V ac

p Set of all non-access nodes.
V ap

p Set of all applications server nodes.
Ap Set of all arcs.
F Set of all NFS types.
Fd Set of all data-plane NFS types.
Fc Set of all control-plane NFS types.
S Set of all network slice requests.
F(s) Set of all CP NFS pairs that must be connected in slice s.
G(s) Set of all pairs of NFSs from different type sets that must

be connected to each other in slice s.
K(s) Set of all demands of slice request s.
O(s) Set of origin nodes of all traffic demand from slice s.
N Set of all NFs.
C set of resource types available on physical nodes
Parameter
cc

u amount of available resource c on node u.
µc

u cost of one unit of resource c provided by node u.
ba bandwidth value on arc a.
da delay value on arc a.
cc

f amount of resource c required by NFS f .
cap( f ) traffic processing capacity of NFS f .
b f g total amount of traffic generated between NFSs f and g

by an UE.
b f expected data rate of NFS f given one UE.
d f g the maximum accepted delay between NFSs f and g.
λ f compression coefficient of NFS f .
αs

f equals to 1 if a NFS type f must be present in slice s; 0
otherwise.

qst
f g equals to 1 if slice request s admits sharing a NFS of type

f with a NFS of type g of slice t; 0 otherwise.
qst equals to 1 if slice request s admits sharing physical node

with slice t; 0 otherwise.
ηs expected number of UEs connected to slice s
ds maximum accepted delay on data plane of slice s.
ok origin node of demand k
tk target node of demand k
bk expected volume of data between sent by origin node of

demand k.

II. PROBLEM STATEMENT AND NOTATIONS

In this section, we introduce a set of necessary notations
and we give a formal definition of the Network Slice Design
Problem in terms of graphs. Table I summarizes the notations.

Physical Network: The physical layer is modeled by a directed
graph denoted G = (V , A), where V is the set of nodes and A
the set of arcs. The set V consists of three disjoint subsets
denoted V du

p , V ac
p , and V ap

p and corresponding to different
types of nodes, namely the distributed unities, aggregation/core
servers, and application nodes, respectively. Each node u ∈V
is characterized by a set of available capacities denoted by
C = {c1

u, . . . ,c
c
u}, corresponding to the types of physical re-

sources, and a cost per unit of resource usage c ∈ C, noted
µu > 0. Each arc a = (u,v) ∈ A represents a physical link
connecting nodes u and v ∈ V , and is characterized by a
bandwidth capacity ba and a latency value da.

Network Function Services: Let N denote the set of Network
Functions (NF). Each NF n∈N is composed of one or several
Network Function Services (NFS). The set of all NFS is noted
F . We suppose that F is composed of a sub-set Fc of control-
plane NFSs, an ordered sub-set Fd of data-plane NFSs and an



auxiliary dummy function f0, so that F = Fc∪Fd∪{ f0}. Every
NFS f ∈F requires a set of resources {c1

f , . . . ,c
c
f }, has a traffic

processing capacity denoted cap( f ) and delivers an expected
data rate b f . Moreover, we let b f g > 0 denote the total amount
of traffic generated by two communicating NFSs f and g and
by d f g the maximum delay threshold between NFSs f and g.
For each f ∈ Fd , λ f denotes a compression coefficient applied
on the data-plane traffic of NFS f . We set λ f0 = 1 and all the
aforementioned parameters are set to 0 for the dummy NFS f0.

Network Slice Requests: We denote by S the set of network
slice requests. Every request s ∈ S is associated with a binary
parameter αs

f that takes 1 (resp. 0) if at least one NFS of
type f ∈ F is (resp. is not) required in the associated slice.
Let F(s) = {( f ,g) : ( f ∈ Fc)∧ (g ∈ Fc)} be the set of NFS
types that must be connected. Additionally, we denote by
G(s) = {( f ,g) : ( f ∈ Fc)⊕ (g ∈ Fc)} the set of NFS pairs
from different sub-sets of NFS types that must be connected.
Hence, the control-plane required by a slice s is given by
F(s) ∪ G(s). We denote by qst

f g the binary parameter that
takes value 1 if two NFS f ,g ∈ F respectively required by
slice s, t ∈ S can be packed together in the same NF, and
0 otherwise, representing then the so-called virtual layer
isolation. Similarly, the physical layer isolation requirement
is expressed by the binary parameter qst that takes value 1
if slice requests s, t ∈ S can share a common physical node,
0 otherwise. Each slice request s ∈ S is associated with a set
K(s) of traffic demands, generated by the slice and to be routed
on the physical layer. Each demand k ∈ K(s) is defined by a
pair of origin-destination nodes (ok, tk), an initial data rate bk
sent by ok to tk and a maximum end-to-end latency value ds,
similar for all traffic demands in K(s). Finally, the expected
number of users connected to slice s is denoted by ns.

We define the target optimization problem as follows.
Definition 2.1 (Network Slice Design Problem): Given a

directed graph G representing the physical network, a set of
slice requests S, a set of traffic demands K(s) associated with
each request s ∈ S, and a set F of NFS types, the NSDP
consists in determining the number of NFSs to install for
each s ∈ S, the size of NF hosting them as well as decide
whether they are to be installed centrally or distributed (i.e.,
selecting the functional splitting), so that (i) K(s) demands can
be controlled and routed in G using these NFs; (ii) the NFSs
installed on G can be packed into the NFs while satisfying
both isolation and capacity constraints; and (iii) a path in G
is associated with each pair of installed NFs that must be
connected. The objective is to design each network slice and
embed them into the physical network G while minimizing the
cost of deploying the slice requests and satisfying the technical
constraints imposed by both physical and virtual layers.

III. PROPOSED HEURISTIC RESOLUTION APPROACH

Algorithm 1 presents the global framework of our approach.
The overall idea of the proposed math-heuristic1 relies on
decomposing the NSDP into several sub-problems to se-
quentially solve them. These sub-problems are related to the

1Mathematical programming techniques are applied within the framework.

Algorithm 1: Math-heuristic for the NSDP
input : An NSDP instance I(G,S,F,N,C).
output: A solution to I.

1 BestSolution, CurrentSolution ← /0

2 while a feasible solution to I is not found do
3 chooseCUs()
4 foreach s ∈ S do
5 foreach k ∈ K(s) do
6 getPaths() ; /* By Yen’s algorithm */

7 choosePaths() ; /* See ILP (3)-(7) */

8 selectSplit()
9 while a feasible embedding is not found or maximal

number of tries is reached do
10 if N ← packNFSs() ; /* See Algorithm 2 */

11 is not feasible then stop and go to step 3;
12 else if embedNFs() fails or maximal number of

tries is reached then stop and go to step 3;

13 if routing() fails; /* See Algorithm 3 */

14 then stop and go to step 3 ;
15 if CurrentSolution is feasible and

cost(CurrentSolution) < cost(BestSolution) then
16 BestSolution ← CurrentSolution
17 if rand() > ρ then
18 try to find another solution to I by going to

step 3
19 else
20 return BestSolution

following decisions: split selection, NFS-NF packing, NF-node
embedding, and traffic routing. As input, the math-heuristic
receives an NSDP instance composed of a directed graph G
representing the physical network with the set of capacities C,
a set of slice requests S, each of which with a set of traffic
demands K(s), a set F of NFS types, and a set N of potential
host virtual functions. As output, it returns a virtual network
for each slice request s ∈ S ensuring technical constraints
imposed by both physical and virtual layers.
A. Split Selection

After initializing the auxiliary variables at step 1, the
first decision is made by the chooseCUs() procedure. It first
calculates the minimal number of CUs to host all functions
serving slices without isolation constraints: this lower-bound α

is given by Equation (1), which considers the ratio of the most
demanded physical resource by NFSs and the most critical
resource on physical nodes as well as the different traffic from
data and control planes.

α = ∑
f∈Fc

max{cc
f /cc

u : c ∈C,u ∈V ac}
⌈
∑
s∈S

nsb f

cap( f )

⌉
+ ∑

f∈Fd

max{cc
f /cc

u : c ∈C,u ∈V ac}
⌈

∑
k∈K(s):s∈S

λ f−1bk

cap( f )

⌉
(1)



Then, the procedure builds a set V h of α host CUs with the
most centralized nodes. If it is not called for the first time, the
procedure builds a new set with the nodes already chosen in
previous iterations. The Closeness Centrality value cent(u) of
each node u∈V ac is given by Equation (2), which verifies the
distance dist(u,v), in terms of latency, between the node u to
all other nodes in G.

cent(u) =
1

∑
v∈V :v6=u

dist(u,v)
,∀u ∈V (2)

Next, steps 3-7 are dedicated to find elementary paths to the
related traffic demands of each slice request s∈ S, and to select
a split setting to the related data-plane flow. First, the Yen()
procedure is called to find θ paths between the origin ok and
target tk nodes of each traffic demand k ∈ K(s). These paths
are generated by Yen’s algorithm [24] in order to find only
paths that respect the end-to-end latency ds while traversing
as many host CUs (those found in step 3) as possible. Since
finding paths for each slice request is done independently,
this procedure is run in parallel, with each thread being
responsible for running Yen’s algorithm on a single traffic
demand. Subsequently, a path is chosen for each traffic demand
by procedure choosePaths() in step 7, which seeks to maximize
the number of host CUs visited by the selected paths. For this
purpose, let xk

p be a binary variable that takes the value 1 if
path p from the set of paths P(k) is chosen to carry the flow
of traffic demand k ∈ K(s); 0 otherwise. Also, let zuv be an
integer variable corresponding to the number of active paths
passing by node u ∈ V h before node v ∈ V h, with V h ⊆ V ac

being the set of host CUs generated in step 3. Finally, let πuv
be the associated cost of each pair of nodes u,v∈V h. In order
to break the inherent symmetry of the proposed formulation,
we set πuv = 1 + 10−4 and πvu = 1− 10−4 for any pair of
nodes u,v ∈V h. Then, the choosePaths() procedure solves the
following Integer Linear Program:

max ∑
u,v∈V h|u6=v

πuvzuv (3)

∑
p∈P(k)

xk
p = 1 ,∀k ∈ K(s) : s ∈ S (4)

∑
k∈K(s)

∑
p∈P(k)

λ
p
uvxk

p = zuv ,∀u,v ∈V h|u 6= v (5)

xk
p ∈ {0,1} ,∀k ∈ K(s)|s ∈ S,∀p ∈ P(k) (6)

zuv ∈ N0 ,∀u,v ∈V h|u 6= v (7)

Since the aim is to share ordered data-plane NFS chains
among as many traffic demands as possible, the objective
function (3) consists in maximizing the number of chosen
paths that have similar structures. For this end, Equation (5)
calculates how many activated paths pass by node u ∈ V h

before node v∈V h, where λ
p
uv is an auxiliary binary parameter

that holds 1 if node u ∈ V h comes before node v ∈ V h in
path p, and 0 otherwise. While Equation (4) ensures that
there is exactly one path selected to each traffic demand k,
(6) and (7) are the variable domain constraints. The proposed

Algorithm 2: packNFSs()
input : An NSDP instance I and a partial solution

CurrentSolution to I.
output: A set N of network functions with the related

hosted NFSs.
1 distGraph ← getDistributedConflictGraph()
2 distCliqueSize ← getClique(distGraph)
3 colorGraph(distGraph, distCliqueSize)
4 N ← buildNFs(distGraph)
5 centGraph ← getCentralizedConflictGraph()
6 centCliqueSize ← getClique(centGraph)
7 while a feasible set of NFs is found or the number of

tries is reached do
8 colorGraph(centGraph, centCliqueSize)
9 N’ ← buildNFs(centGraph)

10 foreach centralized NF n ∈ N′,capacityc ∈C do
11 if ∑

f∈n
cc

f > max{cc
u : c ∈C,u ∈V h} then

12 if number of tries is not reached then
13 stop and go to step 8
14 else
15 stop and return no solution

16 return N∪N′

formulation is then solved by a distributed parallel branch-
and-bound algorithm [25] using multiple threads to solve each
singular branch-and-bound tree’s node.

In what follows, a split setting is selected for each slice in
step 8. For this purpose, the selectSplit() procedure verifies if
there is at least one common host CU visited by the chosen
path of each traffic demand k ∈ K(s) of a given slice s ∈ S.
If that is the case, a split setting is randomly chosen for a
random sub-set S′ ⊆ S of slices requests as follows. For each
slice request s ∈ S′, an NFS f ∈ Fd is randomly chosen to
be the first centralized NFS in the data-plane chain. Then, all
NFSs before the chosen NFSs f in the ordered set Fd are set
to be distributed. The remain sub-set S\S′ of slice requests
are set to have all their data-plane NFSs centralized. On the
other hand, if there is no common host CU visited by the
chosen path of each traffic demand k ∈ K(s) of a given slice
s ∈ S, all related data-plane NFSs are forced to be distributed,
that is, they must be installed in each DU node u ∈O(s). Let
us recall that control-plane NFSs cannot be distributed and
hence are always installed in aggregation/core nodes. Since
selecting a split for each slice request is done independently,
the selectSplit() is run in a parallel way, with each distributed
thread being responsible for a single slice. As output, sets
Fdist(s) and Fcent(s) are generated with the distributed and
centralized network function service copies, respectively.

B. Network Function Service Packing

In what follows, packNFSs() procedure (see Algorithm 2)
generates copies of network functions with different NFS types



in order to process the data from all slices. This decision is
made by translating the related NSDP sub-problem into a Ver-
tex Coloring Problem [26]. To this end, let distGraph = (V d ,
Ed) be the conflict graph associated with the set of distributed
NFSs as follows. A node u in V d is associated with every
tuple (s, f ,u) : s ∈ S, f ∈ Fdist(s),u ∈ O(s) and there exists
an edge in (v,v′) ∈ Ed between any two nodes v = (s, f ,u)
and v′ = (s′, f ′,u′) from V d if (qss′

f f ′q
s′s
f ′ f = 0)∨ (u 6= u′) holds.

Hence, an edge in distGraph exists in order to forbid two
NFSs to be packed together in the same function n while
violating the isolation constraints imposed by the NSs, or
slices s and t do not share any access node u ∈ V du. Once
the conflict graph is generated in step 1 in Algorithm 2,
its maximal clique size is calculated with getCliquesSize()
on step 2 by applying the Grimmett-McDiarmids greedy
algorithm [27]: in each iteration, a random vertex is chosen
and added to the current clique if and only if it is a common
neighbor.

In order to find a clique with maximal size, the greedy
algorithm is run several times in a distributed parallel way (i.e.,
across multiple threads) within the getCliquesSize() procedure.
The best value is then taken into consideration as lower-
bounds to the related vertex coloring problem. This translated
sub-problem is then solved in step 3 by the colorGraph()
procedure, which runs the randomized sequential coloring
algorithm presented by Syslo [28]. It is also run several times
in a distributed parallel way and returns the best coloring (i.e.,
with the minimal chromatic number). Regarding the related
clique size calculated in step 2, the colorGraph() procedure
stops any time an optimal coloring is found (i.e., the clique
size equals to the chromatic number) or a maximal number
of tries is reached. Hence, each NFSs represented by a vertex
with the same color is packed in the same network function
by the buildNFs() procedure in step 4.

Steps 7-15 in Algorithm 2 repeat the previous ones in
order to pack the centralized NFS set, which also includes
control-plane network function services. For this purpose, let
centGraph = (V c, Ec) be the associated conflict graph as
follows. For each centralized NFS f ∈ Fcent(s)|s ∈ S, we
associate a node v in V c with every tuple (s, f ). Also, let
ws

f ∈ R+ be the ratio between the quantity of traffic from
slice s and processed by NFS f , over its capacity cap( f ) as
calculated by Equation (8).

ws
f =


nsb f

cap( f )
if f ∈ Fc;

∑
k∈K(s)

λ f−1bk

cap( f )
if f ∈ Fd .

,∀s ∈ S,∀ f ∈ Fcent(s) (8)

Moreover, there exists an edge in (v,v′) ∈ Ec between
any two nodes v = (s, f ) and v′ = (s′,g′) from V d if

(max{
cc

f ws
f + cc

f ′w
s′
f ′

cc
u

: c ∈ C,u ∈ V h} > 1) ∨ (qss′
f f ′q

s′s
f ′ f +

qss′qs′s < 2) holds. Hence, an edge in centGraph exists in order
to forbid two NFSs to be packed together in the same function

n while violating capacity and isolation constraints. Since the
conflict graph is built regarding only each pair of NFSs, the
coloring solution calculated in step 8 must be checked: if the
sum of physical capacity required by all NFSs hosted by a
given NF n ∈ N′ is greater than the maximal amount that any
host CU can provide, another coloring for the related conflict
graph must be provided if the maximal number of tries is not
reached; otherwise, packNFSs() procedure will be stopped and
no solution will be generated.

C. Network Function Embedding

In step 12 from Algorithm 1, each network function n ∈ N
generated in the previous step is embedded into a physical
node. A copy of each n hosting a distributed NFS f ∈ Fdist(s)
from any slice s ∈ S is generated and embedded into every
associated DU node u ∈ O(s). For network functions hosting
centralized data-plane NFSs, a host node is chosen as follows.
Let S(n) be the set of slices from S and served by NF n ∈ N,
and V (n) the set of host CUs among those visited by all paths
p∈P(k) : s∈ S(n),k∈K(s) as chosen in step 7 of Algorithm 1.
Then, for each NF n hosting centralized network functions
services, a host physical node is randomly chosen among those
in V (n). This procedure is repeated until an embedding that
respects capacity constraints on physical nodes is found or the
maximal number of tries is reached.

D. Traffic Routing

The last sub-problem solved within Algorithm 1 is related
to finding a path for each pair of physical nodes that host
NF copies that must be connected. Algorithm 3 depicts our
approach to generate a solution to this sub-problem. First,
let hostPairs be the set of such pair of nodes. Then, a set
paths(u,v) of paths to each pair of nodes in hostPairs is

Algorithm 3: routing()
input : An NSDP instance I(G,S,F,N,C) and a Current

Solution to the problem.
output: A path to each pair u,v ∈V hosting NFs that

must be connected.
1 foreach u,v ∈ hostPairs do
2 paths(u,v) ← getPaths(); /* By Yen’s algorithm */

3 eliminate all paths in paths(u,v) that does not support
the expected traffic volume between u and v

4 if paths(u,v) = /0 then stop and return /0;

5 while the maximal number of tries is not reached do
6 randomly choose a path to each pair of nodes in

hostPairs
7 if all paths respect link capacity and end-to-end

latency constraints then
8 return selected paths
9 else

10 stop and go to step 6

11 return /0



generated. For this purpose, Yen’s algorithm [24] is used to
find θ shortest paths between each node pair (u,v)∈ hostPairs
that respects the maximal latency imposed by related NF
copies. Then, all paths that do not support the expected
volume between the related NFs are deleted. Since finding
paths for each flow is done independently, this procedure is
run in a distributed parallel way: each thread is responsible
for running Yen’s algorithm for a given flow and verifying
the capacity constraints. Finally, a path from path(u,v) is
randomly chosen for each u,v ∈ hostPairs. If the combined
traffic volume of the selected paths does not respect the
capacity of the related physical links, another selection of paths
is made. The procedure returns no path if the number of tries
of path selection is reached or no feasible path is generated in
steps 1-4.

E. Final Solution

If a feasible solution is generated, its cost is then calculated
in step 15 of Algorithm 1 as follows:

cost(Solution) = ∑
f∈F

∑
n∈N

∑
u∈V

∑
c∈C

µ
c
uy f

nu (9)

Where y f
nu ∈Z0 and µc

u are the total number of NFSs f packed
into NF n and installed on node u, and the related cost per
unit of resource usage c ∈ C, respectively. It is worthwhile
mentioning that the first cost of BestSolution is set to +∞

in step 1. Then, step 17 tests if a better solution should be
found, where rand() uniformly generates a random number
between 0 and 1 and ρ(t) = 1−φ/t is a function depending
on the time t (in seconds) that passed until such verification
and a parameterizable value φ . For instance, setting φ to 60,
the probability P(rand()≥ ρ) that rand() is greater than ρ is
equal to 100% if t is equal to 60 seconds or less, and less than
50% (resp. 10%) if t is equal to 120 (resp. 600) seconds. If the
test returns true, then another solution is generated. Otherwise,
the best solution found theretofore is returned as output and
the procedure stops.

F. Algorithm’s Time Complexity

Table II summarizes the time complexity of each procedure
within Algorithm 1, where K = ∑

s∈S
|K(s)|. All other notations

TABLE II: Time Complexity

Main Procedures Asymptotic Complexity
chooseCU() O(F +V )
getPaths() O(KV 4)
choosePaths() Solver’s black box’s complexity
selectSplit() O(SFd)
packNFSs() O(SF +V 3 +N), V from conflict graph
embedNFs() O(N)
colorGraph() O(V 2), V from conflict graph
routing() O(V 4)
Auxiliary Procedures Asymptotic Complexity
getDistributedConflictGraph() O(SFd)
getCentralizedConflictGraph() O(SF)
getCliqueSize() O(V 4), V from conflict graph
BuildNFs() O(N)

TABLE III: Instance Sizes

Instance size |V | Density* |S| |K| |Fd | |Fc|
Tiny (T) 10 0.15 2 1 2 2
Small (S) 15 0.10 2 2 4 2

Medium-Small (SM) 20 0.15 4 3 4 3
Medium (M) 25 0.15 4 8 6 4

Medium-Big (MB) 30 0.20 4 8 6 6
Big (B) 35 0.20 8 8 8 6

Extra-Big (EB) 40 0.25 8 8 8 8
* Ratio between exiting and theoretically possible number of arcs.

TABLE IV: Instance Classes

Latency Description
Low (L) The maximum latency d f g between two NFSs and the

end-to-end latency ds imposed by each slice request
s∈ S is set respectively to between 50% and 150% and
to between 250% and 500% of the average latency on
the physical links, which is set to 6 milleseconds.

High (H) The maximum latency d f g between two NFSs and
the end-to-end latency ds of each slice s ∈ S is
set respectively to between 200% and 400% and to
between 300% and 1000% of the average latency on
the physical links.

Capacity Description
Tight (T) The available bandwidth ba on the physical links

have between 50% and 100% of the average volume
(without compression) generated by the slices. In
addition, each physical node u ∈ V\V ap has enough
capacity to host between 1 and 3 copies of each NFS
type; application nodes has no available capacity.

Moderate (M) The available bandwidth ba on the physical links
have between 200% and 300% of the average volume
(without compression) generated by the slices. In
addition, each physical node u ∈ V\V ap has enough
capacity to host between 5 and 8 copies of each NFS
type; application nodes has no available capacity.

Isolation Description
Weak (W) 10% of isolation parameters qst and qst

f g are set to 0;
they are randomly chosen.

Strong (S) 75% of isolation parameters qst and qst
f g are set to 0;

they are randomly chosen.

follow those presented in Table I. Let us recall that, besides
chooseCU() and embedNFs(), all procedures are able to be
run in a distributed parallel way.

IV. NUMERICAL EXPERIMENTS

Let us first detail the simulation settings. We propose
different instance sizes (see Table III), in which we set the
processing capacity cap( f ) of each NFS in Fd to between
50% and 100% of the average volume generated by the traffic
demands. For NFSs of Fc, this value was set to between
50% and 100% of the volume related to the total number
ns of expected UEs connected to the slice. Also, the total
amount b f g of traffic between two functions from F(s)∪G(s)
was set to 1 Kbps per UE. As shown in Table IV, different
instance classes are also proposed, which are related to the
ratio between the resource required by the slices and those
available on the physical network, and also between the latency
on the physical links and the threshold imposed by slices
and pairs of NFSs. The complete reference of each generated
instance is given by joining the acronyms of each size/class
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name from tables III and IV. For example, < S,L,M,S >
refers to a small instance with low latency threshold, moderate
capacity requirements, and strong isolation constraints. We
implemented our model in a Julia-JuMP environment using
ILOG CPLEX 12.10 as the linear solver. Our tests were run
on a Linux server with an Intel Xeon E5-2650 CPU. Also,
we provided 12 threads for each distributed parallel procedure.
Finally, for each instance size/class, 30 different instances were
randomly generated following the parameters in Tables III
and IV. The data-set and the source code are available on [29].

A. Quantitative Analyses
We first analyze the efficiency of the proposed Math-

Heuristic. For this purpose, we compare it with the mixed-
integer linear programming formulation, hereafter referred to
as to MILP, introduced in [8], whose objective function
is replaced by the solution cost (9). Concerning step 17
of Algorithm 1, we set ρ to 1− 60/seconds for tiny and
small instances and 1−600/seconds for all other sizes in our
simulations.

Fig. 2 shows different results on tiny and small instances.
First, as seen in Fig. 2a and Fig. 2f, approximately 75% (resp.
70%) of all tiny (resp. small) instances were solved in less than
130 (resp. 220) seconds. We also observe that tiny (resp. small)
instances with moderate (resp. tight) capacity constraints were
solved faster in general. For instance, the average runtime
was roughly 98 and 118 (resp. 85 and 120) seconds on
< T,M,L,W > and < T,T,L,W > (resp. < S,T,L,W > and
< S,M,L,W >) instance classes, respectively. While there is
no strong impact on the number of feasible solutions found by
the Math-heuristic on small-size instances (see Fig. 2g), this
behavior led to an increase in the number of solutions for tiny-
size instances (see Fig. 2b). In fact, 75% of < T,M,L,W >
and < T,M,L,S > (resp. < T,T,H,W > and < T,T,L,W >)
instance classes had more (resp. less) than 1700 (resp. 900)
feasible solutions found within 180 seconds of execution time.
Considering all instance classes, the average time needed
to find a feasible solution for tiny and small instances was

approximately 1 and 3 seconds, respectively. Moreover, as seen
in Fig. 2c and Fig. 2h, the best solution (not necessarily the
optimal one) was found in less than 300 rounds for more than
50% of all tiny and small instances. Due to greater feasible
solution space, more iterations were needed for instances
with moderate capacity constraints. In fact, the best solution
could be found only after 800 (resp. 1000) rounds for some
< T,M,L,S > (resp. < S,M,L,W >) instances.

Fig. 2d and Fig. 2i depict the final gap related to the best
solution found by the proposed Math-heuristic and the optimal
value obtained by MILP. First, we observe that more than 80%
(resp 75%) of tiny-size (resp. small-size) instances had a gap
smaller than 2% (resp. 4%). Also, we do not observe any
strong impact on the final gap related to different instance
classes. In fact, 100% of all instances solved by the Math-
Heuristic had a final gap less or equal to 10%. However, the
average gap of each feasible solution for tiny-size instances
was better when strong isolation and strict latency constraints
were applied. As seen in Fig. 2e and Fig. 2j, the average gap
on < T,T,L,S > and < T,M,H,W > (resp. < S,M,L,S > and
< S,T,H,W >) instances were respectively 2% and 5% (resp.
5% and 8%).

Table V shows the total execution time and final gap
on medium-small, medium, medium big, big, and extra big
instances. In each simulation, an instance class (i.e., a com-
bination of capacity, latency, and isolation constraints; see
Table IV) was randomly chosen. While the third and fourth

TABLE V: Quantitative analyses: from medium small to extra
big instances

Instance Size MILP Math-Heuristic
Runtime (s) Gap (%) Runtime (s) Gap (%)

Medium-Small 2165 ± 364 0 732 ± 87 3.2 ± 0.5
Medium 3600∗ 5.7 ± 2.1 803± 122 4.5±0.7
Medium-Big 3600∗ 36.3 ± 4.8 894 ± 109 4.3±1.2
Big 3600∗ ** 997 ± 84 8.2±3.6
Extra-Big 3600∗ ** 1245 ± 241 11.5±2.4
* Time limit reached. ** No feasible solution was found.
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columns of Table V are related to MILP, the two last columns
depict the values when the proposed Math-Heuristic was ap-
plied. In both cases, the final gap is related to the best solution
and the lower bound obtained from the linear relaxation of
MILP. First, we observe that the Math-Heuristic was faster
than MILP in all instance sizes. While MILP reached the time
limit in almost all instance sizes, our Math-Heuristic needed
less than 20 minutes to find a good solution. As seen in
Table V, the average gap could be reduced from 36.3% to
4.3% on medium-big instances. Moreover, while MILP could
not find any feasible integer solution for big and extra big
instances within 1 hour, the average runtime and final gap
were respectively 997 seconds and 8.2% (resp. 1245 seconds
and 11.5%) when Math-Heuristic was applied on big (resp.
extra big) instances.

B. Qualitative Analyses

To better understand the impact of our math-heuristic on
the physical network, we now analyze different parameters
related to both physical nodes and physical links, as well as
the end-to-end (e2e) latency on the data-plane flow. Fig. 3
shows the impact of each approach on the aforementioned
network parameters; the error bars correspond to the related
95% confidence interval. Compared to MILP, more physical
links are used to carry the expected slice flows in the final
solution found by the proposed Math-Heuristic. For instance,
the average link usage ratio was respectively 62% and 76%
(resp. 53% and 58%) on < T,M,H,S > and < S,M,H,S >
when Math-heuristic (resp. MILP) was applied, (see Fig. 3a
and Fig. 3f). However, the average load on active links
remains the same on tiny instances (see Fig. 3b) and on
small instances without strict capacity constraints (see Fig. 3g).
Also, as seen in Fig. 3g, the Math-heuristic could reduce the
average load on active links on small instances with strict
capacity constraints, especially those with strong isolation
restrictions: compared to MILP, we observe a reduction from

58% (resp. 55%) to 40% (resp. 38%) on < S,T,L,S > (res.
< S,T,H,S > ) instances. Regarding all instance classes, the
average reduction was approximately 16% on small instances.
Finally, we observe an adverse effect on the e2e latency only
on small instances without strict capacity constraints applying
the proposed Math-Heuristic, especially on instances without
strict latency constraints. Even though all latency constraints
are respected (i.e., e2e latency and between each pair of NFSs)
by both approaches, the average e2e data-plane latency was
respectively 0.5 ms and 2.55 ms (resp. 0.38 ms and 1.89 ms)
on < T,M,H,S > and < S,M,H,W > when Math-Heuristic
(resp. MILP) was applied; regarding all instance classes, the
average increase on the e2e latency was equal to 14% and
25% on tiny and small instances, respectively (see Fig. 3c and
Fig. 3h).

We also observe similar behavior on physical nodes. The
proposed Math-Heuristic led to more nodes hosting at least
one network function than the MILP formulation. As seen
in Fig.3i, the number of host nodes considerably increased
when the Math-heuristic was applied on small instances,
especially those with strong isolation constraints. For instance,
the proportion of host nodes increased from 17% (resp.
17%) with MILP to 36% (resp. 27%) with Math-Heuristic
on < S,T,L,S > (resp. < S,M,L,S >) instances; regarding all
instance classes, the average ratio increased by roughly 2% and
47% on tiny and small instances, respectively (see Fig.3d and
Fig.3i). This behavior, however, led to an important decreasing
in the average node load, especially on small-size instances
with strict capacity and isolation constraints. As seen in Fig. 3j,
the Math-heuristic could reduced the average load on host
nodes from 41% (resp. 30%) to 18% on < S,T,L,S > (res.
< S,T,H,S > ) instances. Regarding all instance classes, the
average reduction was approximately 35% on small instances
(see Fig. 3j); we did not observe an important impact on the
average load of physical nodes on tiny instances (see Fig. 3e).



V. CONCLUDING REMARKS

In this work, we presented and discussed the Network Slice
Design Problem in 5G systems, proposing an open-access
framework based on a Math-heuristic to address the under-
lying optimization problem. The overall idea of the proposed
approach relies on decomposing the NSDP into several sub-
problems and sequentially solve them while encompassing
control-plane and data-plane separation and novel mapping
and decomposition dimensions influencing the placement and
interconnection of slices. Numerical experiments showed the
efficiency of our approach on different instance classes, which
could attain near-optimal solutions in a competitive runtime.
Comparing it to a mixed-integer linear programming formu-
lation, the proposed Math-Heuristic could reduce the average
runtime and the final gap by up to 78% and 90%, respec-
tively. Moreover, our approach could reduce the congestion
on the physical network, better balancing the data flow while
considering all technical constraints. For instance, the average
load on physical links and physical nodes could be reduced
by 16% and 35%, respectively.

On a practical note, as our Math-Heuristic could reduce
the average load on physical nodes and physical links, a
tough but interesting extension is to use it within an online
algorithm. Our approach might potentially increase the slice
acceptance ratio, that is the ratio between the number of
embedded slices and the number of requests, since the solution
proposed by the Math-Heuristic better distributes the data flow
among several nodes and links, leading to a decreasing in the
network congestion. More tests must therefore be carried out
to assess the effects of the proposed Math-heuristic on such
scenarios and before conclusions can be drawn. Also, let us
recall that, as the proposed approach is a Math-Heuristic, the
optimality of the solutions found by our algorithm cannot be
ensured. However, as seen in the presented numerical results,
the efficiency of our algorithm offsets this aspect and led
to finding solutions with a small average gap on relatively
short execution time, even on big instances. Thus, it would
be interesting and most probably very powerful to use it as a
primal heuristic to boost the efficiency of an exact algorithm.
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