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Abstract—The spacecraft industry is facing a new challenge:
new missions and customers require always more on-board
performance. The current satellite network technologies will not
be able to handle this increasing demand for long which leads
the spacecraft industry to consider an upgrade of their satellite
on-board networks. One opportunity has appeared through the
use of Ethernet technologies to benefit from COTS components
of a mass market. In this paper we discuss the suitability
of several Ethernet technologies/standards with respect to the
requirements of a satellite network in a qualitative approach.
We will compare Ethernet, ARINC 664, TTEthernet and Time
Sensitive Networking under three properties i.e. their quality of
service capabilities, their synchronization capabilities and their
fault tolerance capabilities.

Index Terms—Embedded Networks, Real-Time Networks,
Satellite, TSN, ARINC 664, TTEthernet, Ethernet

I. SATELLITE CONTEXT
A. Context

In accordance with the ever-expanding volume of data
generated and handled by ground-level equipments (telephone,
cars, scientific instruments, etc.), satellites must be capable
of producing and transmitting massive amounts of data in
order to meet their users’ requirements. This entails both
instruments (telescopes, cameras, transponders, etc.) and the
network carrying them (on-board and board to ground) must
now, more than ever, improve in performance. Whereas this
issue may seem clear-cut for generating data, the problem of
conveying it remains complex. Thus, the scope of this paper
will remain focused on embedded networks.

B. Current Satellite On-Board Network

In a generic satellite architecture, the on-board network is
typically “composed” of two networks: platform and payload.
Each of these networks fulfils diverging and sometimes con-
trasting needs.

On the one hand, the platform network is in charge of
conveying all the necessary information used to guarantee
the nominal behaviour of the satellite. It transmits data from
sensors (position, magnetic field, temperature, etc.) as well as,
among others, flight control commands. This kind of traffic,
often described as time critical traffic requires bounded latency
and low jitter communications. However, due to the small size
and small volume of messages, a low data rate is enough to
achieve the platform needs. In general, the platform network
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is implemented using a dual MIL-STD-1553 bus [1] or CAN
[2] bus.

On the other hand, the payload network requires a very
high data rate in order to convey the huge amount of raw data
generated by the payload instruments such as pictures from
telescopes, telemeters from weather sensor or IoT (Internet of
Things) data. The constraints are less stringent for a payload
network: a delay in the packet communication path will not
impact the nominal behaviour of the satellite. The payload
network is based in general on SpaceWire [3].

C. Reason for a Change

Although the actual architecture works perfectly fine, it has
started to show its limits: new instruments and more generally
new equipments are capable of generating gigabits of data that
the network cannot handle in its current version i.e. 100Mbits/s
on a SpaceWire network. Using a gigabit-capable network
could allow satellite users to access this huge amount of raw
data. Furthermore, Spacewire bus is only used in the spacecraft
industry, thus its use, development and updates are quite
expensive, in particular in terms of non-recurring costs. Using
a technology based on COTS - Commercial-off-the-shelves
- components, or IPs - Semiconductor Intellectual Property
Cores (instantiated into specific space oriented hardware),
shared, for some parts or as a whole, with other industrial
sectors (automotive, industrial automation, aeronautics, etc.)
could help lower the overall cost of the satellite network.
Having a wide-spread technology could also facilitate the
interaction between the spacecraft industry and the academic
world. This is the reason why we focus on Ethernet-based
technologies.

Moreover, adding more mechanisms at network level (ISO
Level 2) could ease the integration of an increasing number
of equipments on-board and reduce the development effort
to be done at application level. Indeed, design would be
simplified as the network would be seen as a black-box from
an application point of view, with one or more Service Access
Points to interact with it. The network would hence provide
properties (introduced in the following sections) guaranteed to
the application.

The expected properties and requirements of this future on-
board network are the subject of the next section.



II. PROBLEMATIC
A. Identification of expected properties of the future network

In order to compare different candidates for the upgrade
of the satellite network, we identify, in this paper, three
“properties” that the future network should have. We remind
the reader that these properties shall be provided at ISO level 2
i.e. MAC level. Later, we will analyse the capabilities of each
pre-selected technologies with respect to these properties. For
each property, we define criteria that will be used to determine
whether a property is satisfied or not. Let us now introduce
the properties and associated criteria.

Property 1: Mixed Quality of Service - Mixed QoS
Capability of the network system to convey, on the same
equipment, several flows with different characteristics (e.g.
data rate, min/max packet size, deadline, jitter).

For instance, a network satisfying Prop. 1 shall be able to
convey, with the same equipements low data rate with low
jitter and high data rate traffic while operating at 1Gbits/s.

Criteria for Property 1:

o Determinism capability, with user defined values for

latency and jitter,

e Maximum data rate.

Property 2: Time Management
Capability of the network system to manage time, i.e. ensuring
either a global common clock of all network elements or at
least applicative time distribution.

Criteria for Property 2:

« Time synchronisation capability at MAC level,

« Time management algorithms’ robustness,

« Interaction with higher layer capabilities (Service Access
Points, possibility of synchronization with applications,
use of time to trigger actions at application level, etc.).

Before defining the third property, let us first explain that we
consider a faulty behaviour as either incorrect, lost, out of time
constraints or out of traffic contracts.

Property 3: Fault Tolerant Operations
Capability of the network system to operate in a faulty context
by preventing faults, by detecting, isolating and recovering
from certain faults and by generating failures report/indicators
for higher level fault management in case fault cannot be dealt
locally, in a seamless manner.

Criteria for Property 3:

« Error detection capabilities,

« Error reporting capabilities,

« Redundancy capabilities,

« Fault Containment capabilities (ensured by traffic segre-

gation).

Thanks to these three properties, we expect to answer to
the following question: Is the considered network technology
capable of providing, at the same time, Mixed QoS, Time
Management and Fault Tolerant Operations capabilities for
the upgrade of a satellite network ?

The real challenge is to find a technology that is capable
of satisfying all the properties at the same time, forming a

unified network. This is usually not the case in the current
implementations in space where one bus is used for hard
real time, highly critical traffic (usually MIL-STD-1553 or
CAN) and another bus is used for payload traffic (usually
SpaceWire).

B. Motivating Example

Let us consider a motivating example that we will use as
support for the overview of the technologies’ capabilities.
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7x1GbE Ports
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Fig. 1. Motivating network example

This motivating example comes from the use case con-
solidated after the requirement analysis in [4]. The network
system is smaller (fewer end-points) but we consider it to be
representative enough to illustrate this work.

The network of Fig. 1 has 7 end-points (ES), 2 10*1Gbits/s
switches (SW), all the devices are 1Gbits/s capable. The
physical medium is also capable of conveying a 1 Gbits/s
traffic load. The nature of the physical medium (optical or
copper) is outside of the scope of this study. The main
device in the network is OBC - On-Board Computer. It has
several applications running concurrently. They send periodic
messages to the each end-point of the platform. All the
communication exchanges in the platform are transaction-like
i.e. one application sends a request to one device and the
device immediately answers to this request. On the Payload
side, instruments send messages to the SSMM (Solid State
Mass Memory). Finally, the NAVCAM (Navigation Camera)
sends periodic messages to the OBC. Both instruments and
NAVCAM do not use transactions to communicate, messages
are sent when needed. We characterize the previously intro-
duced exchanges with flows in Table I. This set of flows,
denoted IF, is just an extract of all the flows of the complete use
case but is still representative of the performance requirements
of this network. We let the reader refer to [4] for a more

TABLE I
TRAFFIC CHARACTERISTICS AND REQUIREMENTS
Name Type Data Rate Max. Latency | Max. Jitter
g OBC to Platform 4bits/s Ims 1pus
h OBC to Platform 4kbits/s Ims 10us
i Platform to OBC 4kbits/s Ims NA
J Instr. to SSMM 65Mbits/s NA NA
k NAVCAM to OBC | 250Mbits/s NA NA

complete use case description.




Applying the three properties to our use case, we expect
that:

o In this network, g, h, ¢, j and k shall meet their latency
and jitter constraints (Property 1).

o There shall be a global common clock (Property 2).

o All frames shall respect their traffic contracts, arrive in
their time constraints, no frames shall be lost and frame
integrity shall be guaranteed (Property 3).

Period Period
Refeyéle(fi) T(fi) Refeyde(fn) — Tilfu)
i Tu(f) | Talfu) |
Laty, = T(J) - Refescle(f)  Lat;, =T;(],) - Refeyce(f.
,,,,,,,,,,,,,,,, Jity, ,
Lat I

Fig. 2. Latency and Jitter concept in our use case

Before analysing the technologies capabilities, let us define
precisely the jitter and latency concept of our use case.

Definition 1 (Production/Delivery Dates): Let f; the I-
th message of flow f, let T,,(f;) (resp. Tq(f1)) denote the
production date (resp. delivery date) of f; at application level
(ISO L7).

Definition 2 (Emission/Reception Dates): Let T.(f;) (resp.
T,(f1)) denote the emission date (resp. reception date) of f;
at physical level (ISO L1).

Definition 3 (Deposit Date): Let Tsap(f;) denote the deposit
date of f; i.e. the date at which the application deposits f; in
the L2 service access point of the appropriate output port of
the emitting end station.

Immediately, T;,(fi) < Tsar(fi) < Te(fi) < Tr(fr) < Ta(f1)-

Definition 4 (Reference Date): For each frame of a flow,
we define an production window which lower bound is en-
titled reference date denoted Refcycle(f;). Therefore, Vf €
F, Refcycle(f1) < T, (f1).

Definition 5 (Latency): The latency of a message is defined
as the age of that message compared to its reference date.
Thus, Vf € F,Vl € N,Lat, = [Ty(fi) — Refeycle(f1)|.
The overall latency of a flow is defined by Vf € F, Laty =
mlax Laty,.

This definition of latency differs from classical network la-
tency, which is defined as the duration between the emission
and reception dates of f; i.e. Ty(f;) — Tp(f1). In particular,
our definition do not depend on the production and emission
dates of messages but only on their delivery dates.

Definition 6 (Jitter): In our setting, the jitter is understood
as the latency variability. It is sometimes referred as reception
jitter. It is first defined for two messages as: Vf € F,VI,m €
N, Jity, . = |Lat; — Lat; |. The overall jitter of a flow is
defined by Vf € IF, Jit; = max Jity, ..

We illustrate latency and jitter definitions in Fig. 2. In-depth
description of these concepts is available in [4].

C. Technologies of interest

Several technologies were previously identified, in internal
projects, as candidates for an upgrade of the satellite on-
board network, namely Ethernet, ARINC 664, TTEthernet,
SpaceFibre and Time Sensitive Networking. They were mainly
selected because, at first glance, they could provide a high
throughput network with QoS mechanisms available. Other
technologies, such as 1553, CAN or SpaceWire are de facto
discarded from this study since their maximum throughput
is too low (less that 1Gbits/s). SpaceFibre [5] is considered
out of scope of this paper being not based on Ethernet, its
suitability will be addressed in future work. Before discussing
their capabilities w.r.t. the satellite network requirements, let
us briefly introduce them.

o Ethernet: Full Duplex Switched Ethernet or Ethernet is
an ISO Level 2 (Data Link) technology based mainly on
IEEE 802.3 [6] and 802.1Q [7]. In this paper, we name
Ethernet the technology defined in 802.1Q-2008!. The
network is composed of switches and end-stations that
exchange Ethernet frames (format defined in [6]). Ether-
net is spread worldwide as it is the standard networking
technology used at home and in ISP core networks.

e ARINC 664: ARINC 664 [8] defines an avionic bus with
a “deterministic” Ethernet protocol. It is, in particular,
used at Boeing, and at Airbus under the name AFDX
(Avionics Full DupleX Switched Ethernet). It extends
Ethernet(802.1Q-2008) with determinism and fault tol-
erant capabilities.

o TT-Ethernet: TT-Ethernet is a 100Mbps/1Gbps scalable
networking technology designed for industrial automation
and aerospace applications, standardized by SAE under
the reference AS6802 [9]. TTEthernet extends the AR-
INC 664 standard. It supports mixed quality of service
with both synchronous (time-triggered) and asynchronous
communications schemes, with the help of a fault-tolerant
synchronization strategy.

« Time Sensitive Networking: Time Sensitive Networking
or TSN [10] is a technology based on Ethernet developed
and promoted by the IEEE TSN Working Group (former
AVB - Audio Video Bridging - Working Group) since
2012. It aims at providing many QoS capabilities for
conveying traffic of different criticality. It has received
attention in various industry verticals such as Automotive,
Industrial Automation, 5G and Aerospace.

D. Related Works

The question of choosing a unified Ethernet based network
is a challenge on which we have been working for some
time. We have introduced in [11] the need for an upgrade
of the satellite network and identified several challenges on
the use of TSN for space applications. In [4], we formally
explained some generic network performance requirements
and instantiate them on a simple satellite use case. The goal

12014 and 2018 versions are considered beta versions of TSN



of this current paper is to discuss which technologies are good
candidates for next-generation satellite on-board networks.

The closest work is the paper [12] which proposed in
2016 a first analysis, comparing ARINC 664, TTEthernet
and Ethernet for Space, a tailoring of ARINC 664 for space
applications. We add more technologies to this comparison,
namely Ethernet and TSN, and provide a more in-depth
analysis of properties for each technology. [13] introduces
several requirements oriented towards space robotics needs
and provides a high level analysis of the capabilities of
SpaceWire/SpaceFibre w.r.t. to said requirements. The authors
conclude that SpaceWire/SpaceFibre could be a potential can-
didate for the upgrade of the satellite network. Nevertheless,
SpaceFibre is out of scope of this paper.

Outside of the space domain, the race for evolving from
a real-time bus towards a faster, better and more common
technology is also raging, in particular in the automotive and
factory automation domain, but also in the avionic domain.
Most of the work presented hereafter uses simulation to
compute temporal attributes but in the following papers, the
definition of latency and jitter is not identical to ours. We
introduce them as a first step towards a potential future work
on TSN performance evaluation via simulation.

[14] proposed a similar approach to ours, applied to the
automotive industry. Their analysis targeted the evaluation of
the use of AFDX, TTEthernet, EtherCAT and AVB in an
automotive context. They consider Property 1 and 3 but also
address physical layer, system start-up and costs aspects. We
consider these aspects out of scope of our comparison. We
complete this work with Property 2 and further analysis for
Property 3 on a space use case.

TSN, the successor of AVB, can reproduce, via configuration,
the behaviour of AVB. Hence, the results observed in AVB
are transposable to TSN when configured in AVB mode.
[15] proposed a comparison between AFDX (ARINC 664)
and AVB in an avionic context. The authors then, based on
network calculus, declare the latency determinism of AVB
as suitable for aircraft avionics’ network requirements. Their
paper also states the new mass market controllers and switches
developed for AVB (now TSN) could be a cost-effective
alternative for COTS-based low criticality systems. We share
their view on the performance and cost analysis. However, we
did not discuss AVB in this comparison since, for our specific
application, it will not match our needs in terms of jitter. [16]
proposed a competitive performance evaluation of AVB and
TTEthernet. The evaluation is performed on an automotive use
case via simulation in OMNET++. Results of the evaluation
show comparable performances for both technologies in terms
of latencies. However, the authors identified that background
traffic had a significant impact in AVB and planned to make
more evaluation while adding background traffic to quantify
its impact on performances. [17] also do simulative assessment
of the performances of AVB and TTEthernet in an automotive
context that leads them to the same conclusions than [16].
[18] compares the performances of AVB and Ethernet in an
automotive use case at 100Mbit/s. In our analysis, we compare

the performances of TSN and Ethernet at 1Gbits/s.

[19] proposed a comparison between TTEthernet and
TSN. The comparison is very thorough and technical. Several
properties, similar to ours are used for the comparison i.e.
synchronization, bandwidth allocation, traffic shaping and
traffic scheduling and redundancy. The authors compute worst
case delays in a specific TSN configuration based on network
calculus. We redo the qualitative protocol comparison with our
specific definition of latency and our use case and add a more
detailed redundancy analysis. Plus, as mentioned before, we
cannot exploit their worst case delays results as our definitions
of latency and jitter differ (see II-B).

III. TECHNOLOGIES OF INTEREST CAPABILITIES W.R.T.
SPACE REQUIREMENTS

A. Ethernet

Let us now discuss the compatibility of Ethernet with the
three properties of section II-A.

1) Property 1: Ethernet, with respect to Quality of Service,
is fairly simple. Only one mechanism is available: Static
Priority. Static Priority relies on the 802.1Q optional tag of the
Ethernet frame. This tag contains a 3 bit field called Priority,
that can be used to define, at MAC level, a priority between
frames on 8 (22) levels. This allows to define a priority for
messages or flows and decide, in case of medium access
conflict, which Ethernet Frame shall be emitted first. Static
priority does not provide any guarantee on delays as far as
there are no traffic contracts in place. Since Ethernet does not
provide this kind of capabilities, traffic contracts are left to be
dealt with at application level.

Let us roughly analyse the different parts that affect latency.

>

link€Path(f)
Where Alink = HPBjjyi + SPBjjnk + LPBjini + Temir + Tpropag
q!

Lat;, = AppEmOffset + Alink

AppEmOffset represents the duration between the reference
date of f; and its deposit in the queue of the emitting
end-system i.e. Tsap(f1) — Refcycle(f1). HPBiink, SPBjin and
LPBy;,;; represent the delays induced per hop, in the path of
f1, by higher, same and lower priority traffic. T and T,ropag
represent the duration of emission and propagation of f; on a
link.

We distinguish two situations:

1) The application has a scheduler that prevent any con-
tention for medium access,
2) The application does not have a scheduler.

With the scheduler, there is only one frame accessing the
medium at a time. For OBC to Platform traffic, there is no
congestion on links since the links are only used for Command
and Control (C&C) traffic and frames are sent one at a time in
our use case. In this situation, we can consider that, on each
hop of the frame on its path HPBj;yx = SPBjinx = LPBjjyy = 0
and Tyrpeg = Constant, Tni; = Constant. This means that
latency, for Ethernet Static Priority with applicative scheduler,



is reduced to AppEmOffset (variable) and T,ropag+ Temir (cON-
stant). Hence ensuring a low jitter for a OBC to Platform
flow consists in ensuring a low jitter emission of the frame
at applicative level. In our industrial context, implementing a
low jitter emission scheme at application level is not targeted.

Without scheduler, equation HPBj,x = SPBjjyx = LPBjj; =
0 is not valid anymore. Therefore there are even more param-
eters to take into account for a low jitter flow since the lower
priority blocking adds up to an additional 12,304 microseconds
(see Table II) to the frame’s latency per hop. In this situation,
the jitter constraint for flows g and h is not satisfied.

TABLE 11
USUAL FRAME EMISSION DELAY AT 100MBITS/S AND 1GBITS/S

[ T0OOMbits/s | TGbits/s |

123,04 us 12,304 s
6,72us 0,672us

Max. size frame (1518 + 20 bytes)?
Min. size frame (64 + 20 bytes)

To conclude on Property 1, Ethernet is not deemed suitable.

2) Property 2: At ISO level 2, Ethernet alone does not
provide any mechanisms for time management. However, the
use of higher level protocols over Ethernet for time distribution
and/or time synchronization is very common. These protocols
often require a lower level layer support, at either MAC or
PHY level. Hardware supporting these protocols shall be able
to timestamp frames in emission and reception and retrieve
these timing informations at higher layer for these protocols
to use. The most mainstream synchronization protocol over
Ethernet (but not at level 2) is PTP - Precision Time Protocol
[20].
PTP (i.e. IEEE 1588) is quite a simple protocol, one time
master device (entitled grandmaster) distributes time with
broadcast messages. Devices in the system measure propa-
gation delays with their peers or with the time master and use
this information to correct the time received from the master.
If several potential grandmasters exist in the network, IEEE
1588 introduces the Best Master Clock Algorithm - BMCA,
which chooses which device among potential masters is going
to be grandmaster. This algorithm allows for faster recovery
than PTP since the BMCA is run permanently and triggered if
the current grandmaster is not functioning anymore in which
case a new master can hence be automatically elected.

PTP traffic is travelling in the same network than user
data. As per recommendation of the standard, synchronization
traffic is not best effort and shall be handled consequently. In
Ethernet, this means that synchronization traffic shall be given
a relatively high priority. Further analysis will be required to
see if synchronization traffic could share the same priority and
resources than the OBC to Platform traffic i.e. if both flows do
not impact each other behaviour/performances and conclude
on the priority mapping for PTP traffic. Plus, a network with
this implementation might not be very flexible and it may
require analysis to be re-run if the user traffic is changed and
verify whether the synchronization quality is still satisfactory

2The 20 bytes correspond to the sizes of Preamble, Frame Delimiter and
Inter-Frame Gap, commonly denoted SFD + IFG

and synchronization traffic does not impact the performance
of other traffic.

Anyway, PTP is not a level 2 service and no interface are
specified for interaction with higher level, although it may have
been implemented by some manufacturers in, for instance,
Linux PTP project (to benefit from Linux APIs).

We conclude that Ethernet+PTP, apart from manufacturer
specific implementations, might not satisfy Property 2.

3) Property 3: Regarding the third property, Ethernet only
offers error detection. At ISO level 2, there are absolutely
no mechanisms for redundancy. For error detection, the only
available tool is the Ethernet frame CRC i.e. the FCS - Frame
Checking Sequence. This 16 bits field allows checking the
integrity of the content of the Ethernet frame. A CRC error
usually leads to the erroneous frame being dropped, which
coincides with the fault isolation criteria. This CRC will
help detecting and preventing the incorrect faulty behaviour.
Ethernet, however, is widespread and hence is used as MAC
layer for several higher layer protocols like, for instance,
UDP/IP. Although Ethernet does not provide any redundancy
mechanisms or more error handling mechanisms, they could
be provided with these higher level protocols. However, this
option is out of scope of this study.

In addition to the Ethernet frame CRC, Ethernet devices
usually hold counters, called MIB - Management Information
Base counters, that describe the behaviour of the device such
as number of received frames, number of emitted frames,
number of CRC errors, etc. These MIBs are, for most parts,
standardized by IEEE (e.g. MIB section in IEEE 802.3 [6] and
IEEE 802.1Q [7]) or IETF (e.g. RFC 3635). The information
included in these MIBs, updated in every device, could be
gathered by a higher layer entity (with the help of SNMP
protocol for instance) and serve as error detection mechanism.
MIBs will help detect incorrect, lost and out of traffic contracts
faulty behaviours.

Although Ethernet has some error detection mechanisms,
there is no real mean to prevent faults, in particular, lost faulty
behaviour (like single points of failure). Moreover, there are
no mechanisms available to detect and or prevent the out of
time constraints faulty behaviour.

Regarding fault containment capabilities, Ethernet provides
weak traffic segregation through Static Priority. In fact, if a
device sends too many messages (ex: babbling idiot) which
corresponds to not in traffic contracts faulty behaviour, it will
definitely affect the available bandwidth of the other flows and
might lead to buffer overflow. Moreover, this faulty behaviour
will propagate downstream.

According to the capabilities introduced above, Ethernet
technology is not effective enough w.r.t Property 3.

B. ARINC 664

Let us now do the same work for ARINC 664.

1) Property 1: Ethernet did not provide any QoS guarantee
by itself. ARINC 664 extends Ethernet with determinism. In
fact, in addition to Static Priority (reduced to only two level
and only present in switches), the concept of VL - Virtual Link



is introduced in ARINC 664. It is indeed a reserved bandwidth
for a specific traffic on a static route. It is characterized by
two parameters, the maximum frame size and the so-called
BAG - Bandwidth Allocation Gap - i.e. the minimum time
between two frames’ emission in the same VL. This VL
concept allows guaranteeing interesting temporal properties
i.e. bounded latency. Latencies can be determined with more or
less pessimism through, for instance, network calculus. Typical
latencies are in the range of 1 to 10 milliseconds [21].

) BAG . , BAG
AppErfleﬁ‘set AppEﬁﬁOﬁ‘set
Frame Jitter Frame N
[ 4
Period Period

Fig. 3. BAG concept in AFDX and AppEmOffset

In ARINC 664 there are only two levels of priority in
switches and no priority in end-points, but everything that
was explained for Ethernet (and 8 levels of priority) remains
true for ARINC 664. Latency is now guaranteed by the
network since there are traffic contracts in place (i.e. VLs).
But ARINC 664 traffic shaping is asynchronous, hence the
low jitter problem present in Ethernet is the same in ARINC
664. Even if a flow respects its BAG constraint, it can have
a jitter at emission, as shown in Fig. 3. Therefore, the low
jitter on reception problem remains a low jitter on emission
problem with ARINC 664.

The video traffic coming from the navigation camera (flow
k) could either be fitted in a specific VL or be standard
Ethernet traffic [22].

So far, ARINC 664 does not seem suitable with respect to
Property 1.

2) Property 2: Regarding synchronization, ARINC 664 is
identical to Ethernet and our conclusion is almost the same.
The synchronization traffic will be given a specific VL. It will
hence be provided with a guaranteed reserved bandwidth and
ARINC 664 fault tolerant operation mechanisms will prevent
any impact from synchronization traffic to user traffic and
respectively.

3) Property 3: ARINC 664 offers another major improve-
ment from Ethernet: it enhances Ethernet with fault tolerance
and traffic policing capabilities.

In addition to CRC and MIB counters, ARINC 664 uses an
end-to-end redundancy protocol at level 2. This redundancy
protocol will help preventing the lost faulty behaviour. It can
be seamless (configurable), meaning that the application level
is not aware that a redundancy protocol was running at level
2 and does not need this information to work nominally.
Let us rapidly describe this redundancy protocol and what
it offers. Redundancy in ARINC 664 allows the duplication
of messages of a flow at the emitting end-point and their
reassembly (elimination of the duplicate) at the receiving
end-point. Duplicates travel on the same path but on two
different channels i.e. two different cables. Duplicates are

identified by a two bytes sequence number appended to the
Ethernet frame right before the frame’s FCS. The sequence
number is used for two functions i.e. Integrity Checking
and Redundancy Management. Integrity Checking is a fault
detection and isolation mechanism that helps to detect and
eliminate faulty duplicates (incorrect faulty behaviour) as well
as lost messages (lost faulty behaviour) whereas Redundancy
Management eliminates duplicated messages once the nominal
message has been received (lost faulty behaviour).

ARINC 664 switches have a traffic policing feature. It
allows the switch to verify that every VL respects its traffic
contract. If not, flows that exceeds their contract are dropped.
This will help preventing the out of traffic contract faulty
behaviour, but also fault containment. In fact, if a device
is emitting more than it should or emitting with incorrect
addressing (wrong destination address), its traffic will imme-
diately be eliminated at the next hop and will not impact
the nominal behaviour of other VLs. These new mechanisms
introduced in ARINC 664 are also represented in the MIB
counters. Altough traffic policing offers a good handling of
out of traffic contracts faulty behaviour, it does not detect or
prevent the out of time constraints faulty behaviour.

Regarding fault containment, VL and traffic policing offer
a traffic segregation of all the different flows. Any fault
occurring in one VL will not affect the nominal behaviour
of the other VLs.

According to the previous mechanisms, ARINC 664 is
deemed unsuitable w.r.t. to Property 3.

C. TTEthernet

Let us now shift our focus on TTEthernet.

1) Property 1: TTEthernet extends ARINC 664 even fur-
ther. In addition to BE -Best Effort (standard Ethernet) and
RC-Rate Constrained (ARINC 664) traffic, TTEthernet intro-
duces a third traffic type entitled TT - Time Triggered. Time
Triggered traffic is sent in a time triggered manner. Each
TTEthernet device (end-point) has a transmit schedule per
flow. This schedule allows flows to achieve constant commu-
nication latency and low jitter. In fact, this new traffic solves
the jitter issue that Ethernet and ARINC 664 faced. Since
TT traffic achieves constant communication latency and the
schedule (especially in switches) ensures there’s no blocking
from other frames, equation (1) leads to the same conclusion
than Ethernet i.e. the low jitter on reception problem roots
to a low jitter on emission problem. However, thanks to our
definition of latency, the per-flow schedule solves the problem.
We illustrate how time-triggered schedule cancels application
emission jitter in Fig. 4. In fact, even if the production date
of frames changes between periods in the figure, the emission
date remains constant thanks to TTE schedule.

Since the schedule gives a fixed emission date on the
medium, whatever the jitter occurring at application level
(under conditions of course, like message being emitted before
its schedule), it will be masked by the constant offset of the
flow’s schedule, resulting in a low jitter message emission.
The only elements taking part into jitter in this situation are
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Fig. 4. TT Schedules cancels application emission jitter

clock precision and TTEthernet constraint stating that in any
schedule, there shall be space to fit a PCF - Protocol Control
Frame - frame. The size of this PCF is 84 bytes (including
SFD and IFG), which means that it can lead to a jitter of at
most 672 nanoseconds (cf. Fig. II). This jitter is compatible
with the jitter constraint of flows g and h.

According to our analysis, TTEthernet appears to be a
relevant candidate with respect to Property 1.

2) Property 2: TTEthernet proposes a new protocol to
establish and maintain a global time throughout the network.
It is realized by synchronization of local clocks within the
network nodes (end-point and switches). It works in a sim-
ilar manner than IEEE 1588 (used in Ethernet cf. III-A2).
However, it introduces a new mechanism targeted for fault
tolerance i.e. clock redundancy. In fact, in TTEthernet, there
can be several synchronization masters (instead of one in PTP).
These masters send their time through PCF frames in the
network. Specific devices entitled compression masters gather
PCFs coming from masters and make a correction that is then
distributed through a new PCF towards synchronization clients
(devices that synchronize with compression masters). The PCF
is also sent back to synchronization masters for fault detection.

Regarding network resources, every slot (for the TT traffic)
is configured so that both the frame of this slot and a PCF
frame can be emitted. Hence, there is a resource reservation
of 84 bytes (frame size + SFD + IFG) per slot for time
synchronization.

Synchronization is critical in TTEthernet. Without synchro-
nization, the proper temporal property obtained for TT flows
(in time slots), i.e. very low jitter and constant network latency
cannot be guaranteed anymore.

To conclude, we consider TTEthernet relevant w.r.t. Prop-
erty 2.

3) Property 3: Regarding fault tolerance, TTEthernet pro-
vides both redundancy and policing capabilities inherited from
ARINC 664 (cf. Annex D of SAE AS6802 [9]). TTEthernet
network takes back the redundancy management and the in-
tegrity checking of ARINC 664 for TT and RC traffic. TTEth-
ernet switches can also implement a central bus guardian
function. It basically provides a policing mechanism to check
that traffic contracts (of RC traffic) and schedule (of TT
traffic) are respected. This function serves the identification,
elimination and containment of the out of traffic contracts
and out of time constraints faulty behaviours. In fact, it can
for instance prevent the propagation of faults coming from a
babbling idiot device in the network.

In addition to ARINC 664 capabilities regarding fault toler-
ant operations, TTEthernet offers the possibility for synchro-
nization mechanism to work with multiple masters. In this
situation, a single master failure will not affect synchronization
and hence not affect the TT flows temporal behaviours. For
as much, in case of multiple active synchronization masters,
there will not be any fail-over time in case of grandmaster
failure. This last point is a major improvement compared to
IEEE 1588.

We conclude that TTEthernet is suitable w.r.t. Property 3.

D. Time Sensitive Networking

Finally, let us introduce Time Sensitive Networking capa-
bilities.

1) Property 1: Time Sensitive Networking (or TSN) ex-
tends Ethernet with powerful traffic shaping capabilities and
medium access enhancement.

In fact, TSN introduces a new mechanism entitled Frame
Preemption, introduced in [23]. Frame Preemption helps,
depending on configuration, to solve the Static Priority jitter
introduced by lower priority blocking. In fact 802.1Qbu and
802.3br allow purposely tagged frames (express) to suspend
the transmission of other frames (preemtable) for their own
transmission on a point-to-point link, defining a frame frag-
mentation similar to IP fragmentation. Using Frame Pre-
emption, the lower priority blocking jitter is reduced to the
necessary time to transmit, in the worst case, a 143 bytes long
frame (see [24]). At 1Gbit/s, this will lead to a 1,144 us jitter.

Then, TSN offers the opportunity, for every TSN device,
to have up to 8 traffic shapers associated to up to eight
transmission queues per port. The most notable shapers are
Time Aware Shaper - TAS, Credit Based Shaper - CBS and
Enhanced Transmission Selection - ETS. Other shapers, like
Asynchronous Traffic Shaper - ATS are still being standardized
(and will not be introduced in this paper). Each of these
shapers have rules that define whether a frame in its queue
can be available for transmission. Several frames available
for transmission in several queues are then emitted in priority
order, using static priority.

Time Aware Shaper allows defining time windows in which
frames can be emitted, almost in a similar manner than
TTEthernet. However, contrary to TTEthernet, the time sched-
ule is not applied to flows (named Streams in TSN) but to
emission queues. This means that the good temporal properties
obtained in TTEthernet are not immediately achievable here.
In particular, in the network, there may be more than 8 streams,
meaning that several streams would have to share the same
queue hence risking additional communication delay from
non-exclusive resources.

In addition, TSN inherits mechanisms introduced in AVB.
One of them is Credit Based Shaper (CBS). CBS was in-
troduced in AVB to contain the starvation problem of Static
Priority. It defines a rule to allocate a bandwidth to a queue
(ex: 4Mbits/s for queue 1) based on a credit that evolves when
frames are enqueued or dequeued. In fact, in Static Priority,
if the high priority queues have a lot of messages to emit,



the lower priority queues will not get a chance to emit their
frames. With CBS, each queue can emit up the their allocated
bandwidth.

Finally, Enhanced Transmission Selection defines rules for
sharing the available bandwidth between queues of an output
port. One algorithm for ETS can be Round Robin or Weighted
Round Robin.
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The traffic shaping capabilities of TSN are huge thanks to
the high number of mechanisms available. It is also quite
flexible, many configurations can exist by choosing which
mechanisms are activated or not. Some notable configurations
are full TT (only time aware shaper), full SP (only static
priority), ABV (a mix of CBS and Static Priority) and TT-
CBS-BE (mix of time aware shaper, CBS and static priority).
Fig. 5 summarizes an output port traffic shaping capabilities.
Selecting one mechanism for each box in the figure among
the proposed mechanisms listed on the right of the figure will
lead to different configurations. Nevertheless, this flexibility
comes with a price: configuring such a network to ensure
latency and jitter requirements might not be very easy. One
solution to do so would be to reproduce TTEthernet with TSN
mechanism Time Aware Shaper. This work is presented in
[25], [26] and [27]. It helps achieving a per-flow schedule
in the TSN network. This solution however might not be very
scalable but still, considering the size of the satellite network it
might not be an issue. Nevertheless, in general, some analysis,
with for instance network calculus ([28], [29], [30]) will be
required to find good configurations that meet the network
requirements.

We hence declare TSN suitable w.r.t. Property 1.

2) Property 2: Inherited from Ethernet, Time Sensitive
Networking supports several synchronization protocols. In
particular, it supports IEEE 1588 (PTP, introduced in III-A2)
but also IEEE 802.1AS [31] also called gPTP. Like for
Ethernet and ARINC 664, 802.1AS is not entirely a MAC
level protocol.

gPTP is, for most part, fairly similar or identical to PTP. It
contains in fact a profile of 1588 for use in TSN networks.
We will not explain how the synchronization is established.
Instead, let us focus on the two main events with gPTP : the
possibility for a network to have several synchronization mas-
ters (called grandmasters) and the specification of interfaces
and primitives for "time sensitive applications”.

)/

Fig. 5. TSN Traffic Shaping Capabilities

Like TTEthernet synchronization, TSN synchronization pro-
tocol offers the possibility to have several masters in the
network for availability purposes. However, it does not work
quite like TTEthernet. In fact, 802.1AS standard does not
provide any consolidation strategy for several grandmasters
running concurrently (realized with compression masters in
TTEthernet), it is left to be developed at application level.

gPTP does not provide any fault tolerance mechanisms apart
from BMCA (cf. §7.2.4.3 of [31]) which covers a grandmaster
not working.

gPTP also introduces application interfaces (cf. Clause
9 of [31]) for use with time sensitive applications. These
interfaces are “model of behavior and not application program
interfaces”. Five interfaces are described in the standard but
it is stated that others can exist. Hopefully, this will help
facilitate the port of time sensitive applications on different
TSN products from potentially different manufacturers.

In gPTP, like in PTP and in TTEthernet, the synchronization
traffic travels in the same network than user data. The problems
identified in Ethernet for PTP in terms of resources reservation
or resources sharing are identical with 802.1AS. However, [32]
shows that the synchronization process based on 802.1AS is
not affected by high network load.

To conclude, we consider TSN relevant w.r.t. Property 2.

3) Property 3: Time Sensitive Networking offers a wide
range of mechanisms for Fault Tolerant Operations. Since it
extends Ethernet, all elements introduced in Ethernet (CRC
and MIBs) are still true for TSN.

Redundancy in TSN is fairly similar than in ARINC 664.
Frames are duplicated and then reassembled using a sequence
number. In TSN this sequence number is located in an Ethernet
optional field (or tag). Several protocols are available for
redundancy such as RTAG, PRP or HSR tags. TSN can
deliver frames out of order whereas ARINC 664 provides in
order delivery guarantee. However, TSN improves ARINC 664
redundancy by adding the opportunity to have more than two
duplicates. It also offers the ability to specify the path of every
duplicated flow, meaning that nominal and redundant flows
does not have to travel on the same path using to different
channels. In addition, in TSN it is possible to do redundancy
on only a fragment of the path of the flow instead of only
end-to-end. As for ARINC 664 and TTEthernet, redundancy
in TSN will help detecting and prevent the incorrect and lost
fault behaviour.

In terms of traffic policing, IEEE 802.1Qci - Per Stream
Filtering and Policing [33] offers multiple mechanisms. One
serves at detecting any temporal error in the reception of
frames, this is particularly useful when TSN is configured
with time triggered traffic. Another one serves at ensuring,
per flow or per queue, the compliance of the traffic with the
traffic contracts in place. Indeed, Per Stream Filtering and
Policing will help detect and prevent the out of contract faulty
behaviours.

Regarding segregation capabilities in TSN, for traffic shap-
ing, it behaves like Ethernet i.e. the segregation unit is a queue
(through Static Priority). However, for traffic policing, the



segregation unit is not a queue but a flow since the traffic polic-
ing functions are applied per stream (in Per Stream Filtering
and Policing). This difference of granularity between traffic
shaping and traffic policing might increase the complexity of
the segregation analysis for fault containment purposes.

In consideration of the above analysis, we declare TSN
suitable w.r.t. Property 3.

IV. ANALYSIS

Now that each technology have been properly presented,
let us compare the suitability of each technologies w.r.t. to
Property 1, 2 and 3.

A. Property 1 - Mixed QoS

With respect to the previous presentation of the technologies
and Table III, Ethernet and ARINC 664 can immediately
be eliminated from the list of candidates since both do not
allow for low jitter transmission of messages without strong
application support.
TTEthernet seems fitting for this kind of transmission. TSN
however is still a little bit uncertain. In fact, it looks like low
jitter communication would be possible without application
support but configuration doing so still need to be consoli-
dated.
However, for TSN and TTEthernet, it is important to underline

TABLE III
COMPLIANCE TO PROPERTY 1 - MIXED QOS
Criteria Ethernet | ARINC 664 | TTEthernet | TSN
Data Rate
Latency X
Jitter % E3
[ Suitability [ E3 [ E3 [ [ ]

that the very low jitter communication can only be guaranteed
if network synchronization is working correctly. The time
slotting mechanisms of TSN and TTEthernet are strongly
relying on synchronization. Since current satellite networks
technologies do not rely on a synchronization protocol to work
nominally, the use of TTEthernet and/or TSN may increase
the complexity of the validation phase of the network. In
particular, the fault tolerance aspect of the synchronization
itself will have to be analysed thoroughly.

B. Property 2 - Time Management

In terms of synchronization support, all four technologies
are fairly similar (cf. Table IV). It is not fully satisfactory w.r.t.
Property 2. In fact, all synchronization protocols introduced
in this paper require application support to work correctly.
For instance, in PTP, the protocol specifies the messages
exchanges at ISO level 2 and how they are exchanged but
does not specify how time information obtained from PTP
frames are used to correct time. This correction will be done
at application level. Again, TTEthernet and Time Sensitive
Networking will be preferred to Ethernet and ARINC 664
thanks to the fault tolerance capabilities or predispositions
promoted in the standard.

TABLE IV
COMPLIANCE TO PROPERTY 2 - TIME MANAGEMENT
Criteria Ethernet | ARINC 664 | TTEthernet | TSN
At Layer 2 % E3
Robustness % E3
Higher Layer Interaction % % E3
[ Suitability [ 3 [ 3 [ [

C. Property 3 - Fault Tolerant Operations

Finally, regarding fault tolerant operations, apart from Eth-
ernet and ARINC 664, all technologies seem to match with
Property 3 (cf. Table V). The redundancy, fault identification,
and fault containment they provide are almost identical and
seamless. TSN could be preferred for the flexibility it offers
over the redundancy mechanisms (number of duplicates, not
mandatory to be end-to-end) but the lack of in order delivery
guarantee (in a general manner) will force to have some
potentially unwanted higher layer support.

TABLE V
COMPLIANCE TO PROPERTY 3 - FAULT TOLERANT OPERATIONS
Criteria Ethernet | ARINC 664 | TTEthernet | TSN
Error Detection % 3
Error Reporting
Redundancy %
Fault Containment % ®
[ Suitability [ 3 [ 3 [ [ |

D. Third-party arguments for the selection of an upgrade
candidate

According to the previous analysis, it seems like Time
Sensitive Networking and TTEthernet would both be good
candidates for a future unified satellite on-board networks.
However, appart from performance, several arguments shall
also be taken into consideration between choosing between
one or the other.

First, satellite components have stringent hardware/software
constraints, not in certification like in aerospace, but more in
radiation, temperature, SEU -Single Event Upset- tolerance,
etc. This means that the satellite network manufacturer has
to either buy end-points and switches designed for space
or buy IPs that would be instanciated into space-hardened
components. On the one hand, TTEthernet, through TTTech,
has already been implemented into several space projects both
in Europe and in the USA and is even being standardized for
space use by ESA in an ECSS standard (European Coopera-
tion for Space Standardization). It would hence be possible to
obtain space-oriented TTEthernet components. On the other
hand, TSN, for the past years, has gained increasing interest
from the automotive industry and automation industry. The
TSN devices that would be available on the market would not
completely fulfil the space requirements, especially in term of
radiation tolerance. It would however be possible either to buy
IPs and instantiate them into space-hardened components or
buy the entire COTS and do a radiation tolerance evaluation.




Then, the space community is hoping that the use of COTS
components from a widespread technology, shared with other
industry verticals would help reducing the overall cost of
design, purchase of devices and software development. One
drawback of using TTEthernet instead of TSN would be that it
is only produced and maintained by very limited manufacturers
whereas TSN has already dozens of manufacturers working
on it. Nevertheless, the products currently advertised by TSN
automotive manufacturers might not exactly fit the space needs
in terms of performance or environment tolerance and might
require further work before being used in space systems; which
in the end would lead to an increase of costs. However, the
impact on non-recurring cost would be significant enough to
make the use of TSN worth. That is why the definition of a
profile (like the TSN Automotive Profile but for space) would
be a very good starting point to give space and aerospace an
identity towards TSN components manufacturers.

V. CONCLUSION AND FUTURE WORK

The choice of a future satellite on-board network is clearly
not made yet. TTEthernet and Time Sensitive Networking are
two very good candidates for it in terms of pure network
performance requirements.

This paper purposely limited the candidates to Ethernet
technologies. However, other technologies are potentially good
candidates for it in terms of performance like SpaceFibre, the
successor of SpaceWire. It would nonetheless lead again space
into a niche market with a very limited manufacturer for its
satellite networks.

In future work, we will focus on TSN and especially on the
configuration aspects for a space context.
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