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Friends and enemies agents collaboration protocol to optimize
multi-skills patient scheduling in emergency department

Faiza Ajmi1, Faten Ajmi1, Sarah Ben Othman1, Hayfa Zgaya1, Jean-Marie Renard2, Gregoire Smith2 and Slim Hammadi1

Abstract— This paper focuses on scheduling patients in emer-
gency department (ED) according to the priority of patients’
treatments, determined by the triage process. This multi-
skills patient scheduling problem is modeled through four
dimensional (hypercube) solutions search space whose axes are:
Medical staff, Patients, ED structure and Time and it can be
formulated as a flexible job shop scheduling problem. We have
then to solve a NP-hard combinatorial optimization problem
(COP) in the emergency department (ED). The objective is to
minimize a score integrating the total waiting time of patients in
the (ED) with emphasis on patients with severe conditions. The
Friends and Enemies collaboration protocol between agents is
developed for solving the problem where each agent integrate
a complete metaheuristic scheme in its behavior. Each agent
act autonomously in the solution environment and interacts
cooperatively with it and with the other agents. The interaction
between agents allows the metaheuristic hybridization including
the tuning of its parameters. The simulation results show
that the scenarios with 2 or more agents were significantly
higher in performance than the scenarios with 1 single agent.
Thus, it is confirmed that the collaboration protocol between
agents influences the quality of the solutions and the scalability
of our approach, with the addition of new agents, there is
an improvement in the results. Our approach is tested on a
set of real (ED) data and the simulation results show that
the proposed friends end enemies collaboration protocol can
significantly improve the efficiency of the (ED) by reducing the
score and especially the total waiting time of multi-skills patient
scheduling problem.

I. INTRODUCTION

Artificial intelligence (AI) has changed the quality of
human life and work efficiency by the technological added
values brought in several areas: big data, manufacturing,
robots, intelligent research, data processing, medicine, retail
and fingerprint identification, healthcare and education.
The most used AI techniques are the artificial neural
network (ANN) and the multi-agent system (MAS). These
methods have been widely used to solve combinatorial
optimization problems (COP) in several fields, especially
in health field. In fact, The performance of health systems,
particularly emergency department ED, is increasingly
occupying researchers and political decision-makers.
ED performance depends on several parameters, which
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makes the optimization of this performance very difficult,
considering the fact that the ED is at the heart of upstream
and downstream flows which directly affect their own
performance. In this context, several researchers have
affirmed the usefulness of the application of AI to ED
systems by highlighting the interest of combining this
method of distributed coordination (multi-agent system)
with algorithms optimization provides usable solutions to
solve complex problems [1].

As an innovative approach we present a hybrid metaheuris-
tics for optimization based on interaction concept of agents.
In which, each agent acts independently in the solutions
search space to solve the optimization problem in ED.
Moreover, an agent continuously adapts itself during the
search process by sharing its information and using a direct
collaboration protocol with the other agents of the coalition.
This is done thanks to the well defined negotiation protocol
in our previous work [27]. This protocol allows agents to
make appropriate decisions based on experiences gained in
interacting with other agents and the environment. Then,
the good decisions that make up improving solutions are
identified and shared by the agents. For example, the choice
to assign a full medical staff or only one doctor. This protocol
mainly exploits two knowledge databases:

• A declarative basis for describing the objectives and
context of the negotiation. For example, to determine
the pathology of patients and to define the appropriate
treatment rooms.

• A basis for negotiation rules, for example, choosing the
adequate skills of medical staff to provide quality care.

II. STATE OF THE ART

The health system has become an active research
area in recent years, due to the advance of medical
treatment available for all, as well as the increase in human
longevity. In this paper, we focus on health care systems
scheduling which has caught a great deal of attention from
different researchers community today like logisticians,
mathematicians, managers, media, programmer [3], [4].
The results of these different works involve the current
advance of information technology, regarding data mining,
machine learning, Internet of things, and cloud computing.
In this context, having an effective information technology
can obviously improve the performance of emergencies.
However, the design of these systems requires that several
methods be integrated such as network, communication,



data mining and metaheuristics.

Metaheuristic is used to solve NP-hard combinatorial
optimization problems, such as healthcare [5], [6]. Although
this type of algorithm can only guarantee a near-optimal
solution, it has proved its capacity to solve large-scale NP-
hard optimization problems [7]. It represents an essential
field of research in combinatorial optimization [8], [9], [10],
[11]. Nevertheless, over the last years, it became clear that
pure metaheuristics had reached their limits thus conducting
researchers to the combination of different algorithms and
techniques [12]. These approaches are commonly referred
to as hybrid metaheuristics. The main objective of the
hybridization technique is to exploit the complementary
character of each metaheuristic, thus allowing to obtain
the best solution quality in a shorter time and to increase
the ability to treat more complex problems. In fact,
choosing the right combination of algorithmic concepts and
complementary tools can be the key for achieving optimal
performance in solving many hard optimization problems.
However, developing an effective hybrid approach is in
reality a difficult task requiring some knowledge from
different areas of optimization. In the literature there
are several articles documents the growing popularity of
hybridization, showing that there are effective types of
hybridization for many applications [13], [14], [15]. These
can therefore serve as a guidance for new developments. On
the basis of these guide, and due to the increasing demand
for more and more adaptive and intelligent software, we
can highlight the interest of integrating the technology
based on autonomous agents through multi-agent systems.
Notably because of its capacity to model problems of a
distributed nature and to express through the system entities
the complexity of the relationships involved. Consequently,
the multi-agent approach has been applied in the solution
via metaheuristics specifically for various COP [16].

One of the main advantages of the distributed systems
(multi-agent system) is to be able to efficiently use all the
optimization efforts provided by each participating agent.
This is possible thanks to the agent autonomous behavior
which can be endowed by different metaheuristics as well
as the possibility to decompose the problem into several
sub-problem and then allocate each agent to resolve a
sub-problem. The goal is to simplify and accelerate the
resolution of optimization problems. In this context, several
researchers have used the multi-agent approach to solve
complex problems such as in [17] authors present an
agent-Based modeling and simulation to design a decision
support system for the operation of ED in order to optimize
the performance of such complex and dynamic ED. The
optimization of their model is performed specifically to find
the optimal ED staff configuration. A general agent-based
distributed framework is proposed by [18] in which each
agent continuously adapts itself during the search process
using a direct cooperation protocol based on reinforcement
learning and pattern matching. Authors in [19] present

several cooperative proactive S-metaheuristics, based on
agent properties: proactivity and cooperation. Proactive
metaheuristics are implemented in the optimization process
as cooperative agents in order to avoid the stagnation of
local optima by adjusting their parameters. Based on the
environmental information on the previous solutions, the
proactive adjustment of parameters focuses on maintaining
a minimum level of acceptance for the new solutions.
As for cooperative metaheuristics, they are based on the
combination of proactive metaheuristics developed before.
Thus emphasizing the importance of the multiplicity which
offers the agent behavior via its internal mechanisms
but also via its different forms of interaction with the
environment. In the literature there are some researchers
who are interested in cooperation as a form of interaction
between agents of their systems as in [18]. There are some
others researchers who are interested in collaboration as
a form of interaction between agents of their systems as
in [20], [21], [22]. Still some others researchers who are
interested in negotiation as a form of interaction between
agents of their systems as in [23], [24], [25].

In this paper, we focus on the resolution of multi-skills
patient scheduling problem in ED by applying a hybridiza-
tion of metaheuristics to a set of autonomous collaborative
agents. First we concentrated on the technique and the way
agents collaborate in order to efficiently converge towards the
optimal solution, then we describe how a two-phase (friends,
enemies) of collaborative agents can significantly reduce the
score, which including the total waiting time of patients in
the ED with emphasis on patients with severe conditions.

III. DESCRIPTION FOR MULTI-SKILLS PATIENT
SCHEDULING IN ADULT ED SYSTEM

The approach presented in this paper is implemented in
the adult emergency department (AED) of Lille university
hospital center (LUHC) which is the third largest hospital
center in France after those in Paris and Lyon. The adult
ED (AED) of RHC of Lille operates 24/7 and receives
approximately 12 patients per hour on average. The AED
contains different structures; short and long circuit, five zones
(A, B, C, D and E), short-term hospitalization unit and very
short-term hospitalization area. The set of human resources
operates with a variable number of staff throughout the day.
The patient admission process begins upon their arrival in
AED. A workflow model represents the patient pathway in
the AED, implemented using BPMN language and presented
full details is now published by our team in [26]. The patient
scheduling in AED, as it is mentioned in the literature,
represent NP-hard COP. This is mainly due to the fact that
each time a new patient arrives at the AED, the assignment
of a start date and a multi-skilled medical staff are required
to perform their care tasks. This assignment represents an
initial schedule for both patient and medical staff which
must be updated in real time in order to take into account
of the existence permanent interference between three types
of arriving patients: already scheduled patients, unscheduled



patients and urgent unscheduled patients. In addition, the
AED can be considered as a system that interacts with other
systems that possessing inflows and outflows (downstream,
upstream).

The main idea to solve the above problem while continu-
ously improve the quality of the solution, is to design and to
develop a collaborative optimization approach based on the
hybridization of metaheuristics through MAS in both friends
and enemies phases. This approach allows agents to optimize
the patient treatment process, effectively assigning the set of
patients to the right medical staff and the right structure of
the AED, while minimizing the score and especially the total
waiting time of multi-skills patient scheduling problem.

IV. METAHEURISTICS AGENTS OPTIMIZATION
APPROACH

The present metaheuristics agents optimization approach
consists in assigning a complete metaheuristic scheme to
each agent. The objective is to explore the benefits of
using each method. This hybridization is mainly used to
improve the solutions produced by the involved metaheuristic
schemes. Indeed, each metaheuristic method itself represents
an autonomous agent that search to solve the COP in the
AED. Each agent (or metaheuristic scheme) performs its
particular search process in order to find a viable solution.
These metaheuristics algorithms (or agents) interact with
each other via a collaboration protocol to achieve an overall
goal.

A. Approach formalism

In this section, we highlight the hybridization of meta-
heuristics through MAS. In order to show the capacities
of this association, we start by developing a problem for-
mulation which involves the following stages : Firstly, a
set of A agents {a1, a2, ..., an} is initialized, all agents are
set in a specific state or location. Secondly, randomly or
considering a particular order, each agent ai (i ∈ {1, ..., n})
is selected to modify its location and relationship with other
agents according to a set of rules. These rules consist of a
set of actions and conditions imposed by the collaboration
agents protocol. This process is executed until a certain stop
criterion has been reached.
An optimization method is designed to find a global solution
minimizing the score criterion.
Parameters
NP : a set of N patients to be treated, NP =
{P1, P2, ..., PN};
j: patient index;
H: the treatment time horizon, which starts at time DH and
ends at time FH . The horizon is divided into several periods
m whose lengths are not necessarily the same, which starts
at time Dm and ends at time Fm;
t: time index;
CCMU : the abbreviation of clinical classification of patient
into emergency which represents the computerized triage

scale in France.

score =Min
∑
Fm∈H

∑
Pj∈NP

Cost(Pj , Fm)

Cost(Pj , t) = γ + η + θ

Where :

γ =
CCMU(Pj)

Maxccmu
∗Wccmu

η = Opt(Pj) ∗Wopt

θ = Att(Pj) ∗Watt

(1)

Where, Wccmu, Wopt and Watt represent respectively the
given weight according to the severity level (CCMU), the
care tasks and the waiting time for patient j. We determine
using the CCMU(Pj) the patient’s severity level. The
Opt(Pj) represent the number of care tasks. It takes into
account the number of tasks that have already been done,
the number of tasks that remain to be done and the number
of tasks carried forward after the horizon for patient j.
Finally, the Att(Pj) is the length of stay including the
primary and secondary waiting time and the remaining tasks
time.
The score (Eq.1) are used by each agent ai to find a viable
solution. The score function is necessary to determine the
best solution among those found by agents. It represents
the sum of the weighted cost of several indicators. The
weighting chosen favours certain indicators over others,
which have been determined and validated by the medical
staff throughout various meetings and visits into the AED.
For example, the score function takes into account the
patient priority according to her CCMU. It also gives more
importance to primary waiting time (waiting time before the
first consultation by a doctor) than secondary waiting time
(waiting time after the first consultation by the doctor).

In the literature, concepts and approaches cover all the
different possibilities associated with the application of hy-
brid metaheuristics through multi-agent systems (MAS) for
solving optimization problem can generally be categorized
into three strategies :

i. MAS with search space decomposition: the problem
constraints and variables is divided between agents.
Then each agent have a specific function and a set of
goals to be achieved in the system. In the end, each
agent solution are combined for a global solution [27].

ii. MAS with metaheuristic decomposition: agents con-
stitute the different elements that compose the meta-
heuristics. These elements can be low-level heuristics,
search strategies, solutions, population or part of popula-
tions and/or particles. That means that the metaheuristic
presents the result of the interaction between agents [28].

iii. MAS with metaheuristic agents: considers each metha-
heuristic as an autonomous agent. The idea is then to
explore the benefits of using MAS to refine and combine
the solution of the metaheuristic. In order to improve



the result, each agent performs its own task while using
the solutions provided by other agents. Therefore, these
agents interact and work together to achieve a predefined
goal [29].

Our work belongs to this last strategy.

B. Friends and enemies agents collaboration protocol

The collaboration protocol is based on the agents’ ability
to communicate. In this context, a set of agents send each
other their best solution at regular intervals. When an agent
receives a solution or a criteria value message, it compares
the received messages to its current solution/criteria. Several
cases can be distinguished according to the collaboration
phase adopted (friends or enemies):

• In friends collaboration phase:
– if the agent’s solution is better than the received

one, the agent return a message containing its
solution to the sender in order to re-evaluate its
solution again (communication one-to-one);

– if the received solution is better, the receiver agent
uses it as a new initial solution or as a solution
among solutions in initial population according
to the metaheuristic integrated in agent behaviors.
Then, this implies two possibilities:
∗ If the agent improves its solution, the later be-

comes its best solution and transmits it to other
agents (communication one-to-many) which will
in turn compare their solution with the new
found one.

∗ Otherwise, the agent keeps its current solution
as the best one.

• In enemies collaboration phase:
– if the agent’s criteria value is better than the re-

ceived one, the agent return a message containing
its criteria value to the sender in order to re-evaluate
its solution again (communication one-to-one);

– if the received criteria value is better, the receiver
agent update their parameters in order to improve
its solution.

The collaboration protocol ends when the time limit is
exceeded (Fig. 1).

In the proposed approach, four dimensional hypercube
solutions search space is modeled to facilitate the multi-skill
health care tasks scheduling analysis and decision-making:
medical staff dimensional, patients dimensional, time dimen-
sional, AED structure dimensional (Fig.2). The time axis
is divided into intervals. Each interval has a different size.
The time schedule is divided into several periods that do not
necessarily have the same length. When two periods have the
same length, the number of slots in each period may differ.
In general, a period has several slots. Thanks to the division
of time axis into many slots, each medical staff member is
assigned to a patient in a specific slot belonging to a specific
period.

Fig. 1. Sequence diagram between agents

In this friends and enemies agents collaboration protocol,
two phases are decisive (friends phase, enemies phase).
In each phase, each agent randomly can take the role of
initiator or the role of responder (enemy, friend) of the
conversation. In the friends phase, each agent ai considers
the other agents as its ’friends’. They send each other their
best solution and their criteria value so that each agent
ai improves its own solution, according to the previously
described collaboration protocol. The agents maintain this
association during the complete simulation. The purpose
of this protocol is to guide agents in the solutions space
toward the most promising areas, and thus, improves the
final result and reduces the time needed to solve the problem.
Although the emphasis on sequence diagram design (Fig.1)
is to maintain the interaction rules between agents as simple
as possible, in order to guarantee that the rules generate the
required accuracy level. However, too much detail makes
difficult the observation of the relationship between the
agent and its corresponding behavior. In the enemies phase
agents send each other only their criteria value (without
the solution). In fact, each agent ai considers the other
agents as its ’enemies’. Each agent searches the viable
solution in a ’selfish’ way without communicating it with
the other agents. The agents maintain this association during
the complete simulation. A dynamic memory policy called
pool of solutions is used to store the solutions found by the
different agents. This pool of solutions is located in the multi-
agent system environment. This protocol is based on the
motivation factor between agents. The aim is to encourage
the ’individualism’ or ’collaboration’ behaviour of each agent
to find and to continuously improve the solutions of the pool
of solutions. As the search strategy evolves, the best solution
Stai found at the moment t by the current initiator agent ai
is preserved. For example, if the solution found by the agent
ai corresponds to the best available solution seen so far, this
Stai solution is the one that will be inserted in the pool. The
maximum size of the solution pool is predefined and the
insertion of new solutions is regulated by the algorithm 1.



Algorithm 1: Algorithm Regu-
late Pool Solutions Diversity (CS,NB,R,DT )

Input
CS: current solution to be inserted in the pool
NB: number of solutions in the pool
R: minimum number of different slots (containing different care tasks) for one

solution to be considered different to the other
DT : diversity threshold
Maxpool: maximum number of solution can be included in the pool
St
i,j : boolean, set to 1 if the care task i of patient j is scheduled in the slot
period t and set to 0 otherwise,
St
ki,j

: is the solution St
i,j number k in the pool solutions

Output
possible insertion of CS in the pool,
Begin
d← 0 // number of solution in the pool different to CS
for k = 1 to NB do

// browse all pool solutions;
λ slot = 0 // number of slots containing different care tasks in the pool

solutions compared to CS ;
for t = 1 to T do

for j = 1 to J do
for i = 1 to I do

if (|CSt
i,j − S

t
ki,j
| = 1) then

λ slot = λ slot+ 1
end

end
end

end
if (λ slot ≥ R) then

d = d+ 1
end

end
if (λ slot = 0) then

The solution is already exist in the pool;
else

if (d/NB ≥ DT ) then
if (fitness(CS) is better then the fitness of the worst solution in the

pool) then
if (NB < Maxpool) then

insertion the CS in the pool;
else

eliminate the worst solution in in the pool ;
insert CS in the pool;

end
end

end
end
end

V. SIMULATION

In this section we present the computational experiments
performed in order to evaluate and test the collaborative
metaheuristics agents approach. For the development, we
use the JADE (Java Agent Development Framework) plat-
form based on java oriented-object language. This platform
provides several packages practical for the development of
multi agent system. This framework is a middleware that
enables flexible implementation of interoperability between
agents through efficient transfer of Agent Communication
Language (ACL) messages, according with FIPA norms,
which is in perfect adequacy with the proposed approach.
We use a real database of the AED provided by the LUHC
(Fig. 3). Data are collected thanks to ResUrgence, a software
implemented in LUHC. We analyzed our computational
results through the investigation of the effectiveness of the
proposed collaborative system in both friends and enemies
phases.
For tests, we applied our approach to solve 10 problem

Fig. 2. Four-dimensional hypercube search space

Fig. 3. Database of the AED provided by the LUHC

Fig. 4. Comparison between score using GAA, S3A and TAA with and
without collaborative apprach-Friends phase

Fig. 5. Comparison between score using GAA, S3A, TAA and the
collaborative approch between 3 agents in Friends and Enemies phases



TABLE I
COMPARISON BETWEEN scores USING GAA, S3A AND TAA WITH AND WITHOUT FRIENDS AGENTS COLLABORATIVE APPROACH

Days Number of patients Metaheuristics agents without collaboration Collaborative metaheuristics agents
Friends phase

Scheduled
patients

Unscheduled
patients

GAA
scores

S3A
scores

TAA
scores

GAA-TAA
scores

GAA-S3A
scores

TAA-S3A
scores

GAA-
TAA-S3A
scores

1 8 48 205.3 242.2 218.4 129.84 133.73 138.92 123.34
2 17 50 212.6 216.4 216 205.2 211.35 219.564 194.94
3 20 44 230.5 267.8 241.9 274.2 282.42 293.39 260.49
4 28 31 375 379.8 378.1 436.44 449.53 466.99 414.61
5 6 58 197.5 215.2 205.6 216.6 223.09 231.76 205.77
6 12 105 209.2 303.4 300.4 225.96 232.73 241.77 214.66
7 14 38 222.6 230.2 229 267.48 275.5 286.2 254.10
8 12 70 223.5 265.4 249 250.2 257.7 268.7 237.69
9 10 29 278.4 296.2 289.6 331.68 341.63 354.89 315.09
10 18 24 187.6 189.5 193.5 219.84 226.43 235.22 208.84

TABLE II
COMPARISON BETWEEN scores USING GAA, S3A AND TAA WITH AND WITHOUT ENEMIES AGENTS COLLABORATIVE APPROACH

Iterations of 1 Day
Enemies phase
GAA-TAA scores GAA-S3A scores TAA-S3A scores
Initiator GAA Initiator TAA Initiator GAA Initiator S3A Initiator TAA Initiator S3A

1 268.08 270.76 306.04 309.10 297.51 300.49
2 265.38 262.83 308.89 300.04 300.29 291.68
3 257.67 260.17 294.16 302.84 285.96 294.4
4 252.62 250.17 288.39 291.19 280.35 283.08
5 245.26 233.54 279.99 266.61 272.19 259.18
6 228.96 238.12 261.38 271.83 254.10 264.26
7 218.02 222.29 241.77 251.33 241.93 244.32
8 213.74 217.93 237.03 244.01 237.18 237.21
9 209.55 209.55 232.39 234.69 232.53 232.56
10 195.03 207.48 227 230.09 228 230.23

TABLE III
COMPARISON BETWEEN scores USING THE COLLABORATIVE APPROCH BETWEEN 3 AGENTS IN FRIENDS AND ENEMIES PHASES

Days collaborative agents (GAA-TAA-S3A) in
friends phase

collaborative agents (GAA-TAA-S3A) in
enemies phase

1 123.34 215.4
2 194.94 213
3 260.49 239.4
4 414.61 365.5
5 205.77 203.1
6 214.66 297.9
7 254.10 226.5
8 237.69 246.5
9 315.09 287.1
10 208.84 191

instances, generated randomly, with different numbers of
patients (the same number of patients per day is used in
the table I, table II and table III). These instances were
generated on the basis of LUHC real data. All patients com-
ing to the AED should be treated in the current scheduling
horizon or the next scheduling horizon H . In these tests,
we develop three metaheuristics agent : genetic algorithm
agent (GAA), tabu algorithm agent (TAA) and simulated
annealing algorithm agent (S3A). Thus, we assume that the
duration of the scheduling horizon is 4 hours. The different
tests are carried out using the same test conditions. In order
to evaluate the level of performance of our approach, we
start to evaluate the results given by each agent that explores
the advantages of a metaheuristic individually without the
collaboration with other agents. Then we compare the results
obtained by each metaheuristic agent individually with those
generated by the collaborative agents : one-to-one (GAA-
TAA, GAA-S3A, TAA-S3A) and one-to-many (GAA-TAA-
S3A), in both friends and enemies phases.

Table I shows the real AED data related to the test problem
scheduling, together with the results obtained with each
metaheuristic agent individually, and the 3 collaborative
metaheurisctics agents in friends phase. Figure 4 shows the
gap between the score solutions per instance corresponding
to several horizons H per day. The same figure 4 also
shows that for 1, 2, 6 and 8 instances, the score values
of one-to-one collaborative agents approach are significantly
better than the score values found by using metaheuristic
agent individually. This is primarily due to the fact that the
number of unscheduled patients in these instances is higher
compared its value in the other instances except for instance
5, and secondly due to the interferences between sched-
uled and unscheduled patients (particularly those requiring
urgent treatment) arriving at the ED, which need real-time
rescheduling. In order to better understand the exception of
the instance 5, based in the LUHC real data, it turns out that
the health status of the majority of unscheduled patients,
of this day, does not require long and heavy specialised



treatments. For 3, 5, 7, 9 and 10 instances the score values
using individually GAA, TAA and S3A successively is better
than the score values using one-to-one collaborative agents
approach. This is due to the number of patients, which is less
important than the number of patients in 6 and 8 instances.
This explains that more the AED is congested with patients
requiring heavy treatments, more our approach is efficient.
Therefore, if the AED is in a normal situation, a meta-
heuristic agent individually approach can reduce the score.
Table II shows the influence of the one-to-one collaboration
between the agent in the enemies phase for 10 iterations
per day. Results show that the best score is found by the
collaboration between the GAA-TAA, especially, when the
GAA is the initiator. This collaboration improved the score
value by a means of 15,13%. The influence of the one-to-
many collaboration between the agent in both friends and
enemies phase is shown in table III. Figure 5 shows that
the collaboration between the agents in the friends phase
improves the score in the 1, 2, 6 and 7 instances. But, for
the rest of the instances, the result given by the enemies
phase is better. This supports the Table 1 results, indicating
that the collaboration based on friends phase is effective
when the AED is congested and that the collaboration based
on enemies phase is preferred over a metaheuristic agent
individually when the AED is not congested with patients
require long and heavy specialised treatments.

VI. CONCLUSIONS

This paper presented a collaborative protocol based on
metaheuristics agents system for multi-skill health care
scheduling in the AED of LUHC. The present collaborative
approach consists in assigning a complete metaheuristic
scheme to each agent. The objective is to explore the benefits
of using each method. This hybridization is mainly used to
improve the solutions produced by the involved metaheuristic
schemes. In this protocol, we used three metaheuristics
agents (GAA, S3A, TAA), which collaborated with each
other via two phase (friends, enemies). The simulation results
show that collaboration protocol can improve the perfor-
mance of the AED by reducing the score value compared
to the score obtained by metaheuristic agent individually. In
our future work, we will extend this protocol by integrated
an automatic machine learning aspect in the behavior of the
agents. The aim is to allow the agents to adapt their actions
according to their environment, their experiences and their
interactions with each other.
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