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Abstract—With the development of electric motor vehicles and
autonomous driving systems, the domain of automotive sound
design addresses new issues, and is now concerned by creating
suitable and pleasant soundscapes inside the vehicle to ensure
comfort and safety for the users. In particular, the integration
of informative, alerting and intuitive auditory feedback becomes
essential. For instance, previous studies proposed relevant soni-
fication strategies to convey the information about the vehicle
dynamics in electric cars. However, while the sound feedback
is informative per se, users reported its lack of blending with
the surrounding natural sound field of the vehicle and the
artificial character of the sound itself. The challenge is therefore
to integrate such sound feedbacks in the car interior soundscape
in natural way by adjusting both timbre and spatial parameters.
In this research, we propose an experimental setup to investigate
perceptual integration of synthesized and environmental sound
streams spatialized in car cockpit. By combining synchronized
3D acoustic field measurements and 3D video recordings at seat
viewpoint, we constructed immersive audiovisual environments in
the laboratory to get close to ecologically valid driving situations
while avoiding time consuming in-situ experiments. The proposed
setup also allowed to virtually control sound sources (both their
timbre and location) in the car interior and to study the spatial
perception of the overall designed soundscape before vehicle
integration. While we here address the case of car cockpit, this
approach may be used for different contexts in which sounds
need to be spatially integrated in natural soundscapes.

Index Terms—Sound Design, 3D Sound, Virtual Reality, Im-
mersion

I. INTRODUCTION

Car industry is facing a major shift from Internal Combus-
tion Engine (ICE) vehicles to Electric Vehicles (EV). Major
developments are now focused on EV. Apart from different
dynamic behavior of electric motor, user experience is mainly
affected by a different acoustic environment or soundscape.

The term soundscape has been introduced by the canadian
composer R. M. Schafer in [21]. He stated that the auditory en-
vironment must be considered as a composition of contextually
related elements rather than an addition of isolated and inde-
pendent acoustic events. This concept adresses the limitations
of traditionnal noise management based on energetic indicators
which have limited perceptual impact on user experience. In
this paper, we intend to adopt soundscape paradigm to the
changing auditory experience of an interior car.

Traditional ICE vehicle acoustic environment is composed
of three main acoustic sources. At low and medium speed, har-
monic engine sound with frequencies proportional to engine
speed and low frequency tire-road contacts are predominant.
At higher speed, wide-band aerodynamic noise tends to mask
engine sound [18]. Engine sound is very useful to the driver
because it conveys information about the dynamic of the
vehicle [7] and vehicle quality [22], [19]. Tire-road contact
noises and aerodynamic noise compose the noisy part in the
sense of unwanted noise.

On the other hand, silence and quiet environment describes
our expectation of EV acoustic environment. While the overall
energy of the sound field is lower due to the absence of pre-
dominant engine sound, EV are composed of noisy elements
only. Engine brings less acoustic feedback on the vehicle
dynamic and add high frequency content [9]. This contribution
is unexpected and reported as annoying by users. Other noises
that were previously masked are audible in EV and new noise
sources appears (i.e. the battery cooling system).

The soundscape of an interior car is drastically changing.
This shift is an opportunity to design a controlled acoustic
environment and integrate virtual sources to bring auditory
feedbacks to the driver and passengers while masking un-
wanted noises. For example, strategies have been investigated
to add auditory feedback about the vehicle dynamic in the
cockpit through sonification of speed and acceleration [6].
Perceptual evaluation showed improvement of speed dynamic
perception in the presence of sonification, increasing safety
and driving comfort. Nonetheless, some users reported a lack
of coherence and belonging within the existing soundscape and
perceived the proposed sounds as artificial. The next challenge
is to naturally integrate virtual sound sources such as electric
motor sonification by adjusting timbral and spatial parmeters.

We previously investigated the impact of timbral features,
vehicle structure resonances and random frequency and am-
plitude modulations observed on ICE noise, on naturalness of
electric motor sonification sounds. Results showed no impact
of modulations and a positive impact of structure resonances
but with high variance between subjects. Results have to be
balanced with a lack of contextualization reported by the
subjects during the experiment. The previous study seems
to indicate that the problem of integration is more linked



Fig. 1. Proposed approach for soundscape design developement in car cockpit adapted from [12]

to the environment (i.e. resonances) and how the sound is
integrated that the sound itself. Therefore, we focus here on
the investigation of spatial features of the environment and
the virtual sound sources while paying particular attention to
contextualization.

Context plays a critical role in the perception of soundscape.
Especially in a car cockpit, our expectation of specific mul-
timodal stimulation is closely linked to the context. Our per-
ception of an audio recorded driving situation listened through
headphones is completely different from the actual auditory
perception we experience while driving. The study of car
soundscape in a laboratory requires an immersive environment
to be as close as possible to real multimodal experiences of car
users. This paper proposes a methodology developed for urban
soundscape planning [12] to study spatial auditory perception
of an interior car and to design and validate solutions to
integrate virtual sound sources ecologically in an EV cockpit.

First, the proposed methodology is presented. Then, the
experimental setup to record and render cockpit environment
is explained and soundscape analysis procedure is detailed.
Finally, future works and perspectives are developed.

II. PROPOSED METHODOLOGY

A. Methodology in urban soundscape planning

Urban soundscape planning faces the same contextualization
issue in laboratory experiments. Laboratory-based experiments
minimize the influence of uncontrolled factors encountered
in-situ and allow fast solution testing. The challenge is to
contruct immersive environments in laboratory to maximize
the generalization of results to in-situ environments while
keeping the ease of use of controlled environments. A three
step methodology has been introduced in [12].

B. Adapted methodolgy and hypothesis

In this paper, we propose to apply this methodology to
test and evaluate spatial integration solutions of virtual sound
sources in the cockpit. A car cockpit is a very specfic acoustic
environment, our perception of this soundscape is highly

influenced by contextual aspects. High ecological validity of
laboratory experiments is crucial to generalize results in real
driving contexts. An illustration of the adapted methodology
is shown on Figure 1. In step 1, the cockpit soundscape
is recorded and reproduced in an audiovisual virtual envi-
ronment. As we are mostly concerned by spatial auditory
sensation, recording and restitution of the soundfield must be
carefully chosen. Based on the measurements, analysis of the
soundscape is done to identify wanted and unwanted sounds.
This analysis can be based on acoustical and perceptual
considerations (c.f. IV). In step 2, sound design proposals
based on the analysis are tested and evaluated in the virtual
environment. Preferred solutions are then implementated in-
situ in step 3 and evaluated in the targeted soundscape.

Here, we focus on a specific virtual sound source: soni-
fication sound of electric motor. The sonification sound is
based on the Shepard-Risset illusion [6]. A modular and spatial
synthesizer has been developed and allows controlling timbral
and spatial characteristics of the sound. We assume that if
the spatial impression of this virtual source corresponds to
the spatial impression of an engine noise in ICE vehicles, the
sound will match the expected presence of vehicle dynamic
feedback and blend naturally in the soundscape.

III. COCKPIT ENVIRONMENT RENDERING

In order to evaluate the integration of the virtual engine
sound source, the cockpit environment has been recorded in-
situ and then rendered through virtual environment in the
laboratory.

A. Recording and restitution of 3D acoustic field

Traditional monophonic recordings are unable to capture
faithfully 3D auditory environments apart from spatial im-
pression due to reverberation. Multichannel solutions have
been developped over the years that can be categorized in
three approaches: direct, non-parametric and parametric. Di-
rect methods are the most commonly used by sound engineers



Fig. 2. Experimental setup to record 3D video and 3D audio from passenger
seat viewpoint in driving situations

and consist in manually arranging microphones and loudspeak-
ers based on heuristics. Those methods will not be further
detailed here because microphone and loudspeaker layouts are
interdependent. Please refer to [5] for a design methodology
of such systems.

Non-parametric and parametric methods allows flexibility
between microphone array and loudspeaker layout. An in-
termediate representation of the sound field is constructed,
mixing and unmixing matrix are computed depending on the
microphone array and the loudspeaker layout respectively.
Non-parametric methods usually use linear transformation
such as ambisonic. This recording format also known as B-
format was developed by Gerzon in the 70’s for four channel
microphones [10]. Input channels are encoded in the spherical
harmonic domain and can further be decoded on any loud-
speaker configuration. Later, Higher Order Ambisonic (HOA)
extended the original 1st order ambisonic format to more than
4 channels. The relation between the order N and the number
of channels M is N = (M +1)2, the more the better in terms
of spatial resolution [4]. Ambisonic framework supposed that
the recorded sound field is composed of plane waves. In a car
cockpit, sources are located in the near field. This condition
is not met especially at low frequency. However, according to
[3], spherical waves are correctly reconstructed at the center of
the reconstruction area. This area increased with the ambisonic
order and at low frequency. Car passengers are not moving.
Therefore, the auditory environment is correctly rendered for
one person by ambisonic recordings and decodings.

Parametric methods process microphone array signals in the
time-frequency domain and estimate spatial parameters based
on sound field models. As an example, Directional Audio
Coding (DirAC) [16] algorithm estimates in each frequency
band the direction of the energy and the amount of diffuseness
by computing the correlation between B-format channels.
Omnidirectional channel of the B-format recordings is used to

Fig. 3. Multichannel rendering system

reconstruct the sound field by weighting between directional
and diffuse field in each reproducted region. An extended
version of DirAC have been developed for HOA recordings
[15]. Parametric techniques are mainly used in spatial audio
coding because they allow to downmix the recordings and
achieve good perceptual reconstruction.

Perceptual recording and recontruction known as binaural
techniques are also possible with stereophonic setup. It con-
sists in recording the sound field at the ear entrance with
intra-auricular microphone or dummy head. The recorded
signals contain the binaural cues that we use to perceive
the spatial auditory environment. Direction-dependent filtering
called Head Related Transfer Function (HRTF) processes the
signals for headphone playback. Interindividual differences in-
fluence the quality of the reconstruction, personalized HRTFs
are required to avoid externalization problem (feeling that
the sound is coming from inside the head) and front/back
confusions [23]. Also, headphones move with listener’s move-
ment. Head-tracking system is required to decode the audio
streams accordingly and keep the auditory image independent
of head rotation. This process adds latency which decreases
the sensation of presence and immersion.

For the technical difficulties mentioned above and the im-
mersion quality of loudspeaker-based rendering, loudspeaker
restitution have been preferred to binaural rendering in the
virtual environement.

B. In-situ recordings

In-situ recordings involve measurements of the acoustic
field, the visual field and dynamic parameters of the vehicle.
The acoustic field is recorded using a spherical array composed
of 32 microphones distributed on a sphere (Eigenmike32).
This type of microphone allows encoding the acoustic field
in 4th order ambisonic to ensure a good reproduction in all
directions. The visual field is recorded by a 3D camera (In-
sta360 Pro) composed of 6 optic lenses on the azimutal plane,
each having a 6k resolution. Reconstruction processing of the
visual field is done by Insta360 professional stitching soft-
ware allowing 6k 3D stereoscopic videos (Insta360 Stitcher).
Stereoscopic rendering simulates parallax effect which is the



main perceptual cue of vision depth. Vehicle speed, engine
speed for ICE vehicle measurements and throttle opening are
recorded simultaneously. The camera is placed on the front
passenger seat at head heigth with the microphone just over
it as in Figure 2. Time and orientation alignments of the
recordings are done by hand claps. An exponential sine sweep
test signal is played through car loudspeakers to equalize the
virtual environment in loudness and frequency.

C. Virtual environment

We constructed a virtual environment to render driving
situations previously recorded in-situ. A Virtual Reality (VR)
headset is used to render the visual field (Oculus Quest).
Ambisonic channels are decoded on 42 louspeakers (Genelec
8020C) distributed on a sphere and 2 subwoofers. The setup
is placed in an anechoic chamber to avoid any influence
of the room on the reconstruction of the sound field. An
illustration of the simulation environment is shown on Figure
3. A Unity application has been developped to play back 3D
video recordings in the VR headset. Virtual sound engine
synthesizer is based on a modular synthesizer developed
by Stellantis [8]. A Max/MSP patch controls the recorded
scene and the synthesizer. Spatialization of virtual sources is
controlled in real-time by IRCAM SPAT library [2]. Video and
audio synchronization is done via the OSC protocol.

Perceptual distorsion of the environment is induced by the
reproduction system especially localization blur and distance
distorsion known in ambisonic rendering [11]. We don’t intend
to characterize quantitavely these distorsions but rather con-
centrate on the immersion quality to ensure that the subjects
are properly immerged and contextualized in a moving vehicle.
In order to validate the latter, questionnaires have been devel-
opped to measure presence (i.e. the sense of being present in
a environment) [1]. A pilot study will be conducted prior to
any investigation of sound integration to measure the sense of
presence in a car cockpit created by this virtual environment.

IV. COCKPIT SOUNDSCAPE ANALYSIS

In this study, we are interested by spatial features of the
sound field. Ultimately, we need a perceptual understanding
of the cockpit sound field but acoustic analysis might be
of interest. Non-parametric acoustic analysis techniques are
usually based on beamforming and can be adapted to spher-
ical harmonic signals. Beam patterns of selected directivity
estimate the energy arriving from a specific direction. By
probing in every directions, a powermap can be constructed
to show the energy ditribution in space. Several algorithms
based on different principles have been developed, please refer
to [17] for a review. Such approaches have been used for
automotive applications, especially acoustic leak detection and
noise management in general [14]. Parametric models such as
DirAC have been designed in a perceptually motivated way.
Model parameters can give relevant perceptual information on
the sound field.

Characterization of interior car sound field can also be done
through perceptual tests. Rapid sensory analysis protocol has

been developed to assess the quality of automotive audio [13].
The subjects are asked to freely describe different acoustic
environments during a first phase to construct a common
subjective description framework. In a second session, subjects
evaluate the same acoustic environments on the constructed
scales. The benefit of this protocol is to be subjective and
avoid biases induced by instructions or descriptors imposed
by experimenters.

Analysis of the measured soundscapes are based on the
methods mentioned above. We recorded controlled driving
situations on closed roads on ICE vehicles and EV such as ac-
celeration, deceleration and constant speed. We are analysing
spatial energy distribution of engine sound in ICE vehicles
with beamforming techniques. This approach is well suited
for ICE noise because the engine noise is predominant at low
speed. For EV soundscapes, no sound predominates, percep-
tual approach has to be used. Therefore, we are designing a
protocol based on rapid sensory analysis to better understand
EV soundscape perception and expectation and compare with
ICE vehicle soundscapes. Open road measurements have been
recorded for this analysis to be closer to real driving situations.
This procedure corresponds to the first stage in Figure 1.

V. FUTURE WORKS AND PERPECTIVES

In this paper, we proposed a methodological framework
to study spatial integration of virtual sound sources in a
car cockpit. The interest of this methdology is to create
a simulation environment with good ecological validity and
contexualization where testing, tuning and validation is faster
than in situ. First, we are testing the methodology on sonifi-
cation sound of the electric motor. We collected in-situ data
and constructed an audio-visual immersive environment. Data
analysis is still in progress.

Driven by the analysis of ICE sound and the expectation
of EV soundscape, spatial integration solutions will be pro-
posed and evaluated in the immersive environment. Specific
perceptual spatial features of the source such as location,
apparent width and envelopment will be studied [20]. Besides
the validation of our assumption, other integration solutions
with moving sources for example might be investigated. This
part constitutes the second stage in Figure 1. The final stage
is to implement the validated solutions in a car cockpit and
evaluate in real driving contexts (c.f. third stage in Figure 1).

If the results are promising, it will be extended to the
increasing number of informative and alerting sound sources
in vehicles in order to have a global control of the soundscape.
In terms of technical improvement of the virtual environment,
the ecological validity could be improved by adding vibration
feedback in the seat. Furthermore, this methodology could be
employed in any context in which virtual sound sources needs
to be spatially integrated in soundscapes.
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