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Abstract

The uncertainty on the laminar flame speed extracted from spherically expanding

flames can be minimized by using large flame radius data for the extrapolation to

zero stretch-rate. However, at large radii, the hydrodynamic and thermo-diffusive

instabilities would induce the wrinkling of the flame surface and limit the range

of usable data. In the present study, we have employed the flame stability theory

of Matalon to tailor the properties of the initial mixture so that onset of cellular

flame would occur at a pre-determined, large radius. This approach was employed

to measure the laminar flame speeds of H2/O2/N2/He mixtures with equivalence

ratios from 0.6 to 2.0, at pressures of 50/80/100 kPa and initial temperature of 300

K. For most experiments we performed, the uncertainty related to the extrapolation

to zero stretch-rate (performed with the linear curvature model) was below 2% as

shown by the position of the data points in the (Lb/Rf,U , Lb/Rf,L) plan, where Lb

is the burned Markstein length; and Rf,L and Rf,U are the flame radii at the lower

and upper bounds of the extrapolation range. Unsteady 1-D simulations using four

chemical mechanisms were performed to show that unstretched laminar flame speed

can be well-characterized with relative error below 10% for most conditions. The

flame dynamical response to stretch rate could be captured by the mechanisms only
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under some conditions. Further analyses on critical flame radius were carried out:

(i) the dominant parameters were identified based on a local sensitivity analysis;

and (ii) the uncertainty on the predicted critical radius was determined through

an uncertainty propagation approach. Uncertainty in critical flame radius calcula-

tion comes mostly from the uncertainty on fundamental transport and kinetic data.

The present work indicates that although the stability theory of Matalon provides

a well defined framework to tailor the mixture properties for improved flame speed

measurement, the inaccuracy of some of the required parameters can result in sig-

nificantly over-estimated critical radius for cellular flame onset which compromises

the accuracy of the tailoring procedure.

Keywords: Spherical expanding flame, Critical flame radius, Laminar flame speed,

Uncertainty propagation

1. Introduction

The laminar flame speed, S0
u, is defined as the normal propagation velocity of

fresh gas relative to a fixed, planar flame front [1]. It contains the physicochemical

information of the reactive mixture and helps in characterizing combustion phe-

nomena, testing and validating reaction models [2, 3]. Furthermore, since turbulent

combustion properties scale with the laminar ones [4, 5], accurate experimental data

obtained under laminar conditions are needed to predict turbulent combustion which

is relevant to the conditions found in real applications, such as internal combustion

engine, gas turbine and accidental explosion [4–6]. Various methods have been devel-

oped to measure S0
u including Bunsen flame, counterflow/stagnation flame, burner

stabilized flat flame and spherically expanding flame (SEF). The advantages, lim-

itations and technical updates of these methods have been reviewed in detail by

Egolfopoulos et al. and Konnov et al. [1, 2]. Among these methods, the SEF

method is widely employed because it is the most effective method for measuring

S0
u at engine-relevant conditions especially at elevated pressure [7]. Using the SEF

method along with a high-speed visualization system, the laminar flame speed can

be extrapolated to zero-stretch rate from the temporal evolution of the radius Rf(t)

of a centrally spark-ignited flame.
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Substantial efforts have been made to reduce the uncertainty associated with

laminar flame speed measurement using the SEF method [1, 8–10]. Possible pertur-

bations for a laminar spherical flame propagating in a constant volume bomb have

been summarized by Lipatnikov et al. [9]. These perturbations include (i) spark

ignition effects, (ii) confinement effects, (iii) heat loss through radiation, (iv) non-

uniformity of product density, (v) compression effects of unburned gas and products,

(vi) flame instabilities and (vii) stretch effects. The uncertainties induced by these

perturbations have been quantified and their contributions to S0
u deviations have

been investigated in [11–16]. In order to decrease the influence of the aforemen-

tioned perturbations, various approaches have been developed [1, 8]. However, the

approach of excluding data points that have been obviously influenced by the per-

turbations is simple and widely used for significantly mitigating the perturbations

[9, 17]. Perturbations (i) and (iv) only affect spherical flames at early stages and

consequently these small radius data can be removed from the Rf(t) curve. Pertur-

bations (ii) and (v) are related to large flame radii with respect to the characteristic

length scale of the combustion vessel and the part of the Rf(t) curve affected by

these two perturbations can be readily excluded from the analysis. Perturbation

(iii) is relevant to slow flames at very large radius, so that many conditions can

be studied without considering this perturbation. For near flammability limit or

decomposition flames [18], which demonstrate low propagation velocity, empirical

correlations [19] are available to estimate the increased uncertainty on the flame

speed. Perturbations (vi) and (vii) are by far the most challenging especially when

targeting a wide range of pressure for the measurements.

The effect of stretch rate on the flame propagation can be described using vari-

ous linear or non-linear extrapolation equations [20–22] which enable to extract the

unstretched laminar flame speed. Nevertheless, Wu et al. [23] showed that the se-

lection of extrapolation equations is one of the major causes to data discrepancy.

It was found that substantial errors resulting from extrapolation still exist for con-

ditions where the Lewis number (Le) is away from unity, as for very lean or rich
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hydrogen/air flames [23, 24]. Recent studies [23, 25, 26] have explored the effect of

flame radius range on the uncertainty resulting from the extrapolation method and

showed that extrapolation-induced uncertainty can be reduced using large flame ra-

dius data. In particular, Huo et al. [26] found that extrapolation uncertainty largely

relates to the Markstein length (Lb) normalized by the flame radius (Rf ) and the

uncertainty can be limited to a maximum of 2% using flame radius from 3 cm to 4

cm. However, the use of large flame radii for measuring the flame speed increases the

detrimental impact of perturbation (vi). The flame instability, which results in the

formation of cellular structures on the flame surface, is induced, on the one hand,

by the gas expansion across the flame front (hydrodynamic or Darrieus-Landau in-

stability), and on the other hand, by the non-equidiffusion of mass and heat of the

deficient reactant (thermo-diffusive instability).

The strategy to mitigate the development of cellular instabilities consists of using

helium as diluant in the combustible mixture. With the addition of helium, hydro-

dynamic instability can be suppressed by the increasing flame thickness, especially

at high pressures; thermo-diffusive instability can be mitigated by increasing the ef-

fective Lewis number (Leeff ) of the mixture. This approach has been implemented

by several groups [27–32] at normal and elevated pressures and temperatures. It is

worth mentioning that few well-defined procedure has been proposed to minimize

the uncertainty related to perturbations (vi) and (vii) through tailoring the mixture

property.

In view of these considerations, the goal of the present study is to develop a

procedure to tailor the mixture properties based on the flame stability theory of

Matalon et al. [33], so that the theoretical onset of instability for SEF is delayed

up to a predefined large flame radius, thus allowing to perform the flame speed

measurement over a wide range of radii for which the uncertainty associated with the

extrapolation method can be minimized. The procedure was applied to hydrogen-

air mixtures over a range of pressures from 50 to 100 kPa, equivalence ratios (Φ)

from 0.6 to 2.0 and initial temperature of 300 K. Theoretical and experimental
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flame properties were compared to evaluate the performance of the flame stability

theory and four chemical mechanisms. Then, theoretical analyses focused on critical

flame radius (Rc) were implemented. The influence of changing flame property on

the prediction of Rc were explored through local sensitivity analysis. Uncertainty

propagation for some fundamental parameters in the input kinetics, thermodynamics

and transport data sets was investigated and quantified.

2. Materials and methods

2.1. Tailoring procedure

The onset of instability for SEF was first theoretically described by Istratov et

al. [34] considering only the hydrodynamic effect. Bechtold and Matalon [35] ex-

tended the stability analysis accounting for both hydrodynamic and thermo-diffusive

instabilities. Addabbo et al. [33] further improved the stability analysis using more

realistic temperature-dependent transport coefficients and the theory was applied in

[36]. According to the theory of spherical flame stability of Matalon and coworkers

[33, 37], the critical flame radius for cellularity onset (Rc) is given by

Rc = δ ⋅ Pec = δ ⋅
Ω

ω
=
δ

ω
(Q1 +

β(Leeff − 1)

σe − 1
Q2 + PrQ3) , (1)

where δ is the flame thickness; Pec is the critical Peclet number; ω corresponds

to the contribution of the hydrodynamic effects to the flame instability; Ω corre-

sponds to the contribution of thermo-diffusive effect to the flame instability; β is

the Zeldovich number; Leeff is the effective Lewis number; σe = Tad/Tu is the expan-

sion ratio where Tad is the adiabatic flame temperature and Tu is the unburnt gas

temperature; Pr is the Prandtl number; Q1, Q2, and Q3 are complex terms which

depend on the expansion ratio, the spherical harmonic wavenumber (n), and the

thermal conductivity (λ), see supplementary material for detailed equations. The

flame thickness is calculated using the temperature gradient definition

δ =
Tad − Tu

(dT /dx)max
, (2)
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where (dT /dx)max is the maximum temperature gradient in a steady 1-D planar

flame. The Zeldovich number β is defined as

β = Ea
Tad − Tu
RT 2

ad

, (3)

where Ea is the activation energy and R is the perfect gas constant. Ea is determined

by

Ea = −2R{
∂[ln(m0)]

∂[ln(1/Tad)]
} , (4)

where m0 is the mass burning rate. m0 and Tad for mixtures with different mole

fractions of argon (0%, 1%, 2%, 3%, 4%, 5%) were used to calculate the partial dif-

ference in Equation 4. To reduce the computational costs, the relationship between

Ea and helium percentage in the dilution was fitted using a quadratic polynomial

prior to the tailoring procedure. The effective Lewis number Leeff is obtained from

Leeff = 1 +
(LeE − 1) + (LeD − 1) ε

1 + ε
; (5)

where ε = 1 + β (Ξ − 1) with Ξ = Φ for rich mixtures and Ξ = 1/Φ for lean mixtures.

All the required parameters were calculated using the thermo-chemical and trans-

port utilities available in the Cantera package [38].

The tailoring procedure is described in Fig. 1. First, a target critical radius (Rt
c)

is defined. Then, the theoretical critical radius (Rth
c ) is calculated for H2-air mixture.

If Rth
c is greater than or equal to Rt

c, the tailoring procedure is stopped. If Rth
c is

lower than Rt
c, N2 would be fully replaced by helium, while the mole fraction of other

components remain unchanged. We define Rth
c (He) as the corresponding critical

flame radius for the H2/O2/He mixture. If Rth
c (He) is greater than or equal to Rt

c,

considering the initial mixture composition, N2 would be partly replaced by helium.

If Rth
c (He) is less than Rt

c, the hydrogen to oxygen ratio would be maintained,

and the mole fraction of the diluant (including only helium) is increased. Through

iteration, the tailored composition with theoretical Rc equal to the pre-defined radius

can be obtained using a Matlab routine in order to measure the flame speed at large

flame radii. This procedure was applied to H2-air mixture using Wang’s model [39]

(14 species and 38 reactions). The initial temperature was set at 300 K. The pressure
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was considered as constant during flame propagation at 50/80/100 kPa. The optical

window radius of the experimental combustion vessel, 10 cm, was selected as Rt
c.

The evolution of Rth
c as a function of the proportion of helium is shown in Fig. 2

for mixtures initially at P=100 kPa, T=300 K, and Φ=0.6-2.0. The intersection

betweenRth
c =f(XHe/(XHe+XN2)) andRt

c=10 cm corresponds to the tailored mixture

composition. The tailored compositions of the mixtures we studied experimentally

are given in Table 1.

Define a target radius, 𝑅𝑐
𝑡

Calculate the theoretical critical radius,  

𝑅𝑐
𝑡ℎ, for H2/O2/N2 mixture

𝑅𝑐
𝑡ℎ ≥ 𝑅𝑐

𝑡
Yes No

Calculate the theoretical critical 

radius,  𝑅𝑐
𝑡ℎ(𝐻𝑒), for H2/O2/He 

mixture (replace N2 by He)

𝑅𝑐
𝑡ℎ(𝐻𝑒) ≥ 𝑅𝑐

𝑡

Replace part of N2

by He

Maintain the H2 to O2 ratio, increase the 

dilution (only include He)

Calculate the theoretical critical 

radius,  𝑅𝑐
𝑡ℎ(𝑚𝑜𝑑)

Calculate the theoretical critical radius,  

𝑅𝑐
𝑡ℎ(𝐻𝑒/𝑚𝑜𝑑)

𝑅𝑐
𝑡ℎ 𝑚𝑜𝑑 = 𝑅𝑐

𝑡 𝑅𝑐
𝑡ℎ 𝐻𝑒/𝑚𝑜𝑑 = 𝑅𝑐

𝑡

Stop the procedure, save the composition

No No

Yes Yes

Yes No

Fig. 1. The flow chart of tailoring procedure for H2/O2/N2/He mixture.

2.2. Experimental methodology

2.2.1. Experimental set-up

Experiments of SEF were carried out in a constant volume vessel. Detailed

description of the apparatus has been given in [40] so only a brief introduction is

given here. It is a stainless steel spherical bomb with an inner diameter of 563 mm.

It can sustain a maximum pressure of 20 MPa and can be heated up to 573 K. It is
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Table 1: Composition of the H2/O2/N2/He mixtures. The initial conditions, the measured param-

eters, and some calculated parameters are also given.

Φ XH2 XO2 XN2 XHe P1(kPa) T1 (K) Rex
c (cm) Rth

c (cm) S0
u (cm/s) Lb (mm)

0.6 0.201 0.168 0.146 0.485 100 297 7.1 10.00 202 0.43

0.8 0.252 0.157 0.266 0.325 100 295 7.0 10.00 250 1.01

1.0 0.296 0.148 0.379 0.177 100 295 5.6 10.00 265 0.89

1.2 0.335 0.140 0.412 0.114 100 294 7.0 10.00 295 1.07

1.5 0.387 0.129 0.404 0.080 100 296 7.7 10.03 311 0.77

2.0 0.457 0.114 0.429 0.000 100 295 8.7 10.31 290 0.68

0.6 0.201 0.168 0.286 0.345 80 297 4.7 10.00 163 0.17

0.8 0.252 0.157 0.435 0.156 80 296 7.4 10.08 196 0.63

1.0 0.296 0.148 0.556 0.000 80 295 6.7 10.28 217 0.79

1.2 0.335 0.140 0.525 0.000 80 297 7.6 11.35 250 0.87

1.5 0.387 0.129 0.485 0.000 80 295 7.7 11.77 276 0.72

2.0 0.457 0.114 0.429 0.000 80 296 7.4 13.37 277 0.71

0.6 0.201 0.168 0.506 0.125 50 297 7.3 10.00 115 -0.42

0.8 0.252 0.157 0.591 0.000 50 299 7.8 13.01 157 0.36

1.0 0.296 0.148 0.556 0.000 50 295 7.7 18.33 202 0.87

1.2 0.335 0.140 0.525 0.000 50 297 5.8 20.20 240 0.94

1.5 0.387 0.129 0.485 0.000 50 296 7.3 20.92 265 0.97

2.0 0.457 0.114 0.429 0.000 50 296 8.6 23.55 273 1.37
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Fig. 2. Theoretical critical radius for H2/O2/N2/He mixtures with different helium proportion.

Conditions: P=100 kPa, T=300 K, Φ=0.6-2.0.

equipped with 4 quartz windows with 200 mm optical diameter for visual access and 8

ports for mounting fans to create homogeneous environment or turbulent conditions.

A Z-type schlieren arrangement is utilized. The flame propagation is recorded using

a high-speed camera (PHANTOM V1210 or V1610), with an acquisition rate up to

25,000 frames per second. Two tungsten electrodes linked to a high voltage power

supply enable to ignite the mixture with a central electric spark. The spherical vessel

is equipped with two Kistler piezo-electric pressure transducers (6001 and 601A

models) synchronized with the imaging system to ensure that the pressure remains

constant during the period employed to extract the flame speed. Prior to each test,

the vessel is evacuated to a residual pressure on the order of 1 Pa. The reactive

mixtures are prepared using the partial pressure approach. After introducing all the

gases needed, the fans are turned on for 3 minutes. Then, the gas is let to settle for

3 minutes before ignition. Example schlieren images of SEF are shown in Fig. 3. By

repeating the SEF experiments at similar conditions for two tailored cases (P=50

kPa, Φ=1.0 and P=100 kPa, Φ=0.8), the repeatability of experimental results could

be characterized, see supplementary material.
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Fig. 3. Evolution of flame radius as a function of time. Conditions: H2/O2/N2/He mixture,

Φ=1.5, P=80 kPa, T=296 K (same experiment as in Fig. 4 (d))

2.2.2. Data reduction

To obtain the evolution of the flame radius as a function of time, the raw Schlieren

images were processed using an in-house Matlab program that detects the flame edge

thus allowing to extract the flame radius profile with time. Further details about this

laminar flame analysis program can be found in [25, 41]. The unstretched laminar

flame speed was extracted using the linear curvature (LC) equation which considers

a linear relationship between the flame speed and curvature

Sb = S
0
b − 2S0

bLb/Rf (6)

where Sb is the stretched flame speed with respect to the burnt gas; S0
b is the un-

stretched flame speed with respect to the burnt gas; and Lb is the Markstein length.

The choice of the LC equation was motivated by the results in [8, 22, 23] which

showed that this equation is the most accurate to extract the flame speed for mix-

tures with Lewis number larger than unity. To avoid differentiating the experimental

data, numerical integration of Equation 6 is used for extracting the flame properties.

Due to the effect of ignition energy and cellular flame formation, the range of
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data used for extrapolating the unstretched flame speed should be appropriately

selected. The effect of minimum and maximum flame radius (Rf,L and Rf,U) on the

flame properties was investigated. The extrapolation surfaces of S0
u using different

Rf,L and Rf,U are shown in Fig. 4. The shapes of the Lb surfaces are similar to the

corresponding S0
u surfaces, see supplementary material. From Fig. 4 (a), we can see

the surface folding along the Rf,U axis induced by cellular onset resulting from the

dynamics of the cells which demonstrate alternative phases of growth and break-

up [42, 43]; in Fig. 4 (b), we can observe the crest along the Rf,L axis induced by

ignition effect; combination of the two aforementioned effects is shown in Fig. 4 (c);

in Fig. 4 (d), the surface is smoother than the first three surfaces. In addition to

the obvious oscillations, wavy surfaces with small oscillations are present for all the

cases due to noise. Probability density profile was obtained using the data points in

the surfaces. Then the profile was fitted to a normal distribution. A one-standard

deviation range ([µs−σs, µs+σs], we call it 1-σs range) in S0
u was considered to guide

the choice of flame radius range, see Fig. 5 (a). Three rules were employed in the

Rf,L and Rf,U determination:

• Rf,L and Rf,U were fixed at the radius not affected by the obvious oscillations

if folding or crest existed in the surface.

• If the surface is wavy with small oscillations, Rf,L and Rf,U were selected

within the 1-σs range. Rf,L and Rf,U correspond to the points starting to

deviate from the 1-σs range.

• The minimum range of radius was selected to be 20 mm.

An example of Rf,L and Rf,U selections is shown in Fig. 5. After removing data

outside 1-σs range, the mean value and standard deviation decreased. For Fig. 5 (b),

colored area includes data points in 1-σs range, other areas are not considered due

to the limitations of minimum radius range and 1-σs range. Then, the data points

in part of the extrapolation surface we selected were fitted to a normal distribution

to extract laminar flame properties and their uncertainties.
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(a) (b)

(c) (d)

Fig. 4. Extrapolation surfaces of S0
u using different Rf,L and Rf,U . Conditions: (a) tai-

lored H2/O2/N2/He mixture, Φ=1.2, P=100 kPa, T=294 K; (b) H2/air mixture, Φ=1.5, P=80

kPa, T=295 K; (c) tailored H2/O2/N2/He mixture, Φ=1.5, P=100 kPa, T=296 K; (d) tailored

H2/O2/N2/He mixture, Φ=0.8, P=80 kPa, T=296 K.

𝑹𝒇,𝑳 =

12.5 mm

𝑹𝒇,𝑳 = 74.0 mm

𝑺𝒖
𝟎 in these two areas are out of the 1-𝝈𝒔 range

𝑆𝑢
0

This area is not included in the extrapolation surface 

due to the  limitation 𝑹𝒇,𝑼 − 𝑹𝒇,𝑳> 20 mm

(a) (b)

Fig. 5. (a) Probability density and fitted Gaussian distribution for S0
u surface before and after

removal of data outside [µs −σs, µs +σs] range. (b) Flame radius range determination for S0
u wavy

surface. Conditions: H2/O2/N2/He mixture, Φ=1.5, P=80 kPa, T=296 K (same experiment as in

Fig. 4 (d))
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2.3. Numerical methods

2.3.1. Spherical flame simulation

The simulations of SEF were conducted using the A-SURF code, which has been

validated and successfully used in previous studies [11, 14]. The initial velocity and

temperature at each grip point before ignition were set as 0 cm/s and 300 K. To avoid

perturbation due to confinement effects, the radius of the spherical numerical domain

was set at 120 cm. The flame front was defined as the position of maximum heat

release rate. The flame radius range used for determining the laminar flame speed

and the Markstein length was consistent with the corresponding experiments. The

radiation effect was neglected. Mixture-averaged transport and Soret effects were

included. In order to explore the effect of chemical mechanisms on the calculation of

S0
b and Lb, besides Wang’s model, three other mechanisms were also used: Konnov’s

model [44] (15 species and 75 reactions); Burke’s model [45] (13 species and 27

reactions); and Curran’s model [46] (11 species and 21 reactions).

2.3.2. Local sensitivity analysis

Local sensitivity analysis can be used to determine the influence of changes in

model input parameters on the output parameter. This method is the most fre-

quently applied method in combustion research for identifying key reaction pathways

and reactants which control model outputs or product distribution [47]. Laminar

flame speed is a commonly used model output in mechanism construction and re-

duction [48, 49]. In the present study, we performed a local sensitivity analysis on

Rc. Rc depends on the following parameters

Rc = f(n, ρ, cp, Tad,Ea, (dT /dx)max, λ, µ,DH2 ,DO2), (7)

where n is wavenumber; ρ, cp, λ, µ are respectively the density, heat capacity at con-

stant pressure, thermal conductivity and dynamic viscosity of the reactive mixture;

DH2 ,DO2 are the mass diffusion coefficients relating the diffusive fluxes to gradients

in the H2 and O2 mole fraction fields. From Equation 7, it is seen that the prediction

of Rc depends on thermodynamics (ρ, cp, Tad), kinetics (Ea, (dT /dx)max) and trans-

port (λ,µ,DH2 ,DO2) parameters. The commonly used logarithmic sensitivity factor
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which indicates the effect of change in ith parameter on computed Rc was employed

[50]:

Si =
ln(R

′

c) − ln(R
′′

c )

ln(z
′

i) − ln(z
′′

i )
, (8)

where z
′

i and z
′′

i are the perturbed values of the ith parameter shown in Equation 7;

R
′

c and R
′′

c are the corresponding predicted output with the altered ith parameter.

z
′

i and z
′′

i were set at 1.1 and 0.9 times of their nominal value. S is therefore showing

the linear approximation of the effects of parameter changes on the model solutions.

An in-house Matlab code was developed to execute the calculation with the thermo-

kinetics and transport properties obtained through Cantera. The mechanism used

for this analysis was Wang’s model [39]. Then, all the sensitivity coefficients obtained

for the same initial condition were normalized by the maximum absolute value among

them to clearly compare the relative contributions of the parameters on predicted

Rc.

2.3.3. Uncertainty quantification

On the basis of local sensitivity analysis, uncertainty propagation resulting from

input model parameter can be explored if its uncertainty range is known. However,

we noticed that most properties in Equation 7 cannot be obtained directly from the

input chemistry set (containing species and reactions descriptions, thermodynam-

ics, and transport data). To explore the uncertainty on the predicted Rc, we have

chosen to study the uncertainty propagation of the kinetics, thermodynamics, and

transport properties of H atom. The reason of targeting H atom is that it is one of

the most studied reactive species and the most efficient chain carrier in hydrocarbon

and hydrogen oxidation [3, 48]. Note that given the large amount of calculations

required to determine the uncertainty related to H atom only, i.e. approximately

100,000, the uncertainty propagation for the parameters of the other species of the

H2-O2 chemical system were not investigated.

To be consistent with the tailoring procedure and the local sensitivity analysis,

Wang’s mechanism was used as the basic model [39]. For the kinetics input, we

chose the rate coefficients of H + O2 → OH + O reaction. This reaction is a chain
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branching reaction controlling the level of the radical pool during the combustion

of hydrogenated fuels in O2 or air [49]. Many experimental data about this rate

constant are available [51, 52]. From the definition of uncertainty factor in Wang’s

model, it is assigned to the pre-exponential factor A. For the thermodynamics input,

the enthalpy of formation for H atom was selected. The effect of the uncertainty on

entropy was not investigated because it would also modify the kinetics through the

calculation of the backward reaction rate. The standard enthalpy of the kth species

(H0
k) is given by

H0
k = R(a1kT +

a2kT 2

2
+
a3kT 3

3
+
a4kT 4

4
+
a5kT 5

5
+ a6k), (9)

where T is the temperature in Kelvin; a1k to a6k are the NASA polynomial fitting

coefficients. Previous works have determined H0
k at 298.15 K theoretically and ex-

perimentally [53–55]. Since uncertainty over a wide range of temperature is not

available, the deviation is presumed to be the same as the deviation at 298.15 K.

The effect of the uncertainty on the thermodynamics was investigated by perturbing

a6k. For the transport input, the Lennard-Jones potential well depth ε in cm−1 and

collision diameter σt in Å of H atom were selected.

The uncertainty of the studied parameters are assumed to be characterized by

log-normal distributions. Each uncertain parameter can be normalized into a non-

dimensional variable xi, which follows the normal distribution,

xi =
ln(pi/pi,0)

lnfi
, (10)

where pi is the value of the ith parameter we selected; pi,0 is its nominal value; and fi

is the uncertainty factor. This uncertainty characterization method has been widely

employed in evaluating the kinetics-induced uncertainty and in optimizing kinetics

models [50, 56]. After determining the distribution of xi, Monte Carlo sampling was

used based on Equation 10 to generate new inputs. Monte Carlo analysis required

10,000 runs for each tailored composition. An in-house Matlab routine was devel-

oped to rewrite chemical models, applying the altered input parameters, and then

calculate the corresponding Rc.
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The nominal value and uncertainty factor of A were obtained from Wang’s model

[39]. A two-standard deviation uncertainty in A was used. Wang et al. [50] pointed

out that the choice for the distribution for rate coefficient does not influence the for-

ward uncertainty propagation projections significantly. The fi of a6k was determined

based on [55] which showed the experimentally measured enthalpy of formation for

H atom is 217.998±0.006 kJ/mol at 298.15 K. The deviation between theoretical

and experimental H0
k of H atom can be up to 1.4 kJ/mol which is much larger than

the experimental uncertainty [53]. A one-standard deviation uncertainty in a6k was

considered. The uncertainty range of transport parameters was determined based

on the calculations done by Jasper et al. [57]. In [57], calculated Lennard-Jones

parameters for H atom in a He bath obtained using different intermolecular poten-

tials and for several normal hydrocarbons in several bath gases were compared with

the ones from CHEMKIN transport database [58]. The effect of different baths on

H atom was assumed to be the same as the one observed for small hydrocarbons.

Considering different intermolecular potential, the maximum uncertainty factors for

ε and σt for H-He are 1.5 and 10, respectively. To account for different bath gases,

we used the average value obtained for He and N2; the maximum uncertainty factors

for ε and σt are 1.1 and 2, respectively. After comparing the effects of intermolecular

potential and bath gas, we selected 1.5 and 10 to be the uncertainty factor of ε and

σt, respectively. A two-standard deviation uncertainty in σt was used. A three-

standard deviation uncertainty in ε was used due to its large uncertainty factor.

The nominal value, uncertainty factor and distribution for selected parameters are

listed in Table 2.

3. Results and discussion

3.1. Experimental results and model performance

3.1.1. Critical radius for cellularity onset

As the SEF propagates, a cellular structure would develop possibly from the ini-

tial perturbation induced by the electrodes and progressively cover the flame surface.

The development of the cellular structure is accompanied by apparent oscillations

of the flame speed as the cells undergo successive phases of growth and break-up.
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Table 2: Nominal value, uncertainty factor and deviation for rate coefficients of H + O2 → OH + O

reaction, the enthalpy of formation, the Lennard-Jones potential well depth and collision diameter

of H atom.

Parameter, pi pi,0 fi Deviation

A 2.644E+016 1.15 2-σ

a6k 2.547365990E+004 1.00023554 1-σ

ε 145.00 10.00 3-σ

σt 2.05 1.50 2-σ

Because determining the critical radius for cellularity onset through a visual inspec-

tion can lead to a subjective interpretation, we have chosen not to rely on such an

approach. We defined the critical radius as the last flame radius (Rf,U) that we

employed in our flame speed analysis. As a consequence, the Rc values that we are

reporting correspond to the maximum flame radius for which the flame propagation

is not affected by the development of the cellular flame front. These values are re-

ported in Table 1.

Fig. 6 shows the evolution of the ratio Rex
c /Rth

c with equivalence ratio for the

three investigated pressures. The uncertainty on Rex
c is ±0.3 mm. This ratio ranges

between 0.29 and 0.84, which indicates that the theory of Matalon over-estimates the

critical radius for cellularity onset. Helium addition in the mixture has little effect

on the deviation ratio. It is also noteworthy that the deviation is lower at 80/100

kPa as compared to the one observed at 50 kPa. It is noted that, at low pressure,

Rth
c was predicted to be very large. For example, for rich H2-air mixture at 50 kPa,

Rth
c was predicted to be greater than 20 cm. The large discrepancy observed at low

pressure indicate that either the destabilizing effect of the hydrodynamic instability

is under-estimated and/or that the stabilizing action of the thermo-diffusive effects

are over-estimated. It also noted that, at low pressure, the accuracy of the stability

theory may be compromised since it assumes that the flame thickness is negligi-

ble whereas experimentally, the flame thickness is significant under such conditions.

Nevertheless, it is not clear from the experimental results what is the relationship
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Fig. 6. Deviation of the experimental critical radius Rex
c from the theoretical one Rth

c for

H2/O2/N2/He mixtures at T=300 K and P=50/80/100 kPa.

between the flame thickness and the accuracy of the theory. For example, at P=50

kPa, the smallest and largest discrepancies were respectively observed at Φ=0.6 and

1.2, whereas the flame thickness is larger at Φ=0.6 than at Φ=1.2. The change of

activation energy with equivalence ratio might also decrease locally the accuracy of

the prediction since the high activation energy assumption might not be completely

respected under some conditions. The experimental critical radius was related to

the initial schlieren image, see Fig. 3. The surface of the flame has been covered with

wrinkles at early stage of propagation due to the ignition effect. During the initial

growth of the instability, the flame propagation velocity is not significantly affected

which indicates that the flame surface area has not been significantly modified by

the cellular structure. The data extracted during this period may still be usable to

extract the unstretched flame speed. Although under certain conditions, the theory

of Matalon predicts with good accuracy the critical radius (or Peclet number) for

cellularity onset, discrepancies of up to a factor of 4 between the predicted and mea-

sured critical radius were previously reported by Law et al. [36], consistent with the

present results.
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3.1.2. Laminar flame speed and reaction model performance

The position of the experimental data points in the diagram of extrapolation-

induced uncertainty established by Huo et al. [26] is shown in Fig. 7. The un-

certainty related to the extrapolation to zero stretch-rate is below 2% (black area)

which reveals the relevance of the mixture properties tailoring and data reduction

procedures we applied. Since Rf,U in the present study is relatively larger than the

upper bound used in Huo et al. [26], most points are on the left side of the black

area. Nevertheless, the uncertainty due to extrapolation is still expected to be low

in this region. The overall uncertainty on the flame speed measured (∆S0
u) can be

estimated using the formula employed by Nativel et al. [25]

∆S0
u =

√

(∆Su,ext)
2
+ (∆Su,T )

2
+ (∆Su,rf)

2
+ (∆Su,rad)

2
(11)

where ∆Su,ext is the uncertainty due to the extrapolation to zero-stretch rate, taken

equal to 2%; ∆Su,T is the uncertainty due to the uncertainty on the temperature,

taken equal to 0.4%; ∆Su,rf is the uncertainty due to the uncertainty on the flame

radii, taken equal to 0.9%; and ∆Su,rad is the uncertainty due to radiation, taken

equal to 0.7%. This analysis leads to a maximum uncertainty of 2.3%.

After evaluating the performance of the flame stability theory, the experimental

S0
u and Lb were used to assess the performance of four chemical models. The relative

error on S0
u (Er (S0

u)) was calculated using

Er (S
0
u) =

∆S0
u

S0
u(Exp)

=
S0
u(Cal) − S

0
u(Exp)

S0
u(Exp)

, (12)

where S0
u(Exp) and S0

u(Cal) are the experimental and calculated unstretched laminar

speed, respectively. Fig. 8 shows the evolution of the flame speed as a function of

equivalence ratio for the three investigated pressures. At all pressures, the flame

speed increases in the range Φ=0.6 to Φ=1.5. In the range Φ=1.5 to Φ=2.0, the

flame speed plateaus at P=50 and 80 kPa and decreases at P=100 kPa. The trend

can be explained by the respective changes of the mixture diffusivity and of the

chemical energy release rate with equivalence ratio. All four models reproduce qual-

itatively the trends observed experimentally. Quantitatively, the deviation between
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Fig. 7. Experimental data points in the map of extrapolation-induced uncertainty. The color bar

presents the level of error expressed as ∆S0
u/S

0
u. Conditions: H2/O2/N2/He mixtures; Φ=0.6-2;

P=50-100 kPa; T=293-300 K. Further details about this uncertainty map can be found in [26].

the experiments and the different models is below 10% except for Konnov’s model for

the mixtures with Φ=0.6 and 0.8 at P=50 kPa. It is noted that the model of Konnov

tends to over-estimate the flame speed in general whereas the model of Wang tends

to under-estimate it. Curran’s model performs better at 50 kPa, Burke’s model

performs better at 80 kPa whereas Konnov’s model performs better at 100 kPa.

The mean absolute error for the models of Burke, Curran, Konnov and Wang are,

2.4%, 2.4%, 4.4%, 3.8%, respectively. These errors are similar to the experimental

uncertainty on S0
u.

As the dynamical response of the flame to stretch rate is quantified by the Mark-

stein length, we have compared the experimental and calculated values obtained

for this parameter, as shown in Fig. 9. The error bars on Lb measurements are

associated with the goodness-of-fit only. Qualitatively, the models tend to better

reproduce the evolution of the Markstein length with equivalence ratio at P=50

kPa. At higher pressures, the models essentially fail at reproducing the shape of the
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a) P = 50 kPa b) P = 80 kPa c) P = 100 kPa

Fig. 8. Comparison between the experimental and calculated unstretched laminar flame speed for

H2/O2/N2/He mixtures at T=300 K and P=50/80/100 kPa.

curve observed experimentally. It is also noted that Konnov’s model fails to predict

a negative Markstein length in the case for which Φ=0.6 and P=50 kPa. Quantita-

tively, the mean absolute error on the Markstein length, calculated in the same way

as the error on the flame speed, see Equation 12, for the models of Burke, Curran,

Konnov and Wang are, 30.2%, 30.0%, 30.4%, 26.3%, respectively. The uncertainty

on Lb measurement is about one order of magnitude larger than that on S0
u. Conse-

quently, the errors in the prediction of the detailed models are on the same order as

the uncertainty, which indicates that the predictions may actually be considered as

satisfactory overall. Further efforts need to be devoted to improving the accuracy

of Lb measurement. After successfully reproducing S0
u, the correct characterization

of Lb should be paid close attention to in the future reaction model development.

3.2. Local sensitivity analysis for Rc

Local sensitivity coefficients for critical flame radius predicted by the flame sta-

bility theory of Matalon are shown in Fig. 10. Among these parameters, Rc is most

sensitive to Tad. It can be explained by the appearance of Tad in the calculation

of expansion ratio and Zeldovich number. Furthermore, the expansion ratio is a

basic variable that characterizes the effect of hydrodynamic and thermo-diffusive

instability. Rc is least sensitive to mixture viscosity µ. This is because Q3 is much
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Fig. 9. Comparison between the experimental and calculated Markstein length for H2/O2/N2/He

mixtures at T=300 K and P=50/80/100 kPa.

smaller as compared to Q1 and Q2 in Equation 1. As a consequence, the influence

of the product of Pr and Q3 to Pec is less significant. As expected, with the in-

crease of equivalence ratio, the local sensitivity coefficient for DH2 and DO2 decreases

and increases, respectively. This trend is caused by the corresponding mole fraction

change in the fresh mixtures. Within the pressure range we studied, pressure has

little effect on the sensitivity factors except for Ea. The local sensitivity coefficients

for ρ, cp, λ for the lean case and P=50 kPa are larger compared to the ones for the

stoichiometric case and P=80/100 kPa.

It is noted that the uncertainty range for the parameters of Equation 7 are very

different. For example, the adiabatic temperature usually has an uncertainty below

0.2% [49], while for Ea the uncertainty range is relatively large as will be discussed

later. Results in Fig. 10 are based on the assumption that the uncertainty range of

these parameters are identical due to lack of error limits of some parameters. Actual

parameter sets with reliable uncertainty values are needed in order to quantify the

uncertainty of the predicted critical radius.
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Fig. 10. Local sensitivity analysis on Rc for H2/O2/N2/He mixtures at T=300 K and

P=50/80/100 kPa.

3.3. Uncertainty propagation analysis for Rc

Using Monte Carlo sampling, the uncertainty propagation was investigated as-

suming log-normal distributed input parameters. The results obtained for the tai-

lored composition at P=100 kPa are shown in Fig. 11. The relative frequency

histograms and fitted probability distributions of Rc for the three equivalence ratios

are shown in Fig. 12. The fitted mathematical expectations and variances are listed

in Table 3. As seen in Fig. 11, the uncertainties on transport properties ε and σt lead

to larger uncertainty on Rc than the uncertainties on the kinetic and thermodynamic

parameters. The variance induced by the uncertainty on a6k is the smallest among

these four studied parameters. The present results are consistent with the previ-

ous study by Zador et al. [48] which showed that the kinetic contributions to the

overall uncertainty on laminar flame speed and the maximum concentration of H, O

and OH radicals are more significant than the thermodynamic contributions. This

is due to the higher accuracy of thermodynamic data as compared to the kinetics

parameters. Connecting the uncertainty factor in Table 2 to the standard deviation

results, we noticed that although ε demonstrates the largest f , its uncertainty does

not lead to the widest Rc range. The widest Rc range comes from the uncertainty

on σt which indicates that the collision diameter has a more significant impact on

the calculation of the transport parameters, i.e. thermal conductivity and mass dif-
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fusivity and thus alter the Lewis and Prandtl numbers. With the mixture changing

from lean to rich, the standard deviations resulting from the uncertainties of A, ε

and σt are increasing while for a6k the maximum standard deviation is located at

Φ=1.5 and the minimum standard deviation is located at Φ=1.2. Previous studies

by Wang et al. [50, 59] show the great potential of uncertainty quantification based

on log-normal distributions of rate constants. From Fig. 12, log-normal distribution

is also an appropriate method for uncertainty characterization for transport param-

eters.

The combined uncertainty stemming from the rate coefficients of H + O2 → OH +

O reaction, thermodynamics and transport parameters for H atom can be calculated

using the equation employed by Xiouris et al. [7]

σRc =
√

(σA)2 + (σa6k)
2 + (σε)2 + (σσt)

2 (13)

where σRc is the total uncertainty on Rc; σA, σa6k , σε, σσt are the fitted standard

deviation of four selected parameters. Errors of different parameters are assumed to

be independent. The calculated σRc are listed in Table 3.

As seen in Table 3, the final uncertainty on Rc prediction is no better than 10%

with 95% confidence interval. Only the uncertainties on H atom were considered.

In addition, the above discussion is based on the assumption that the calculated

activation energy data is accurate. However, the numerical and experimental global

Ea for H2-air mixtures have been compared in [17] and relative errors of up to

40% have been demonstrated. Further experimental determination of Ea would be

needed to improve the predictions of Rc. The results of Grosseuvres et al. have been

reproduced in the supplemental material of the present paper. The present results

demonstrate that (i) the critical radius for cellularity onset predicted by the stability

theory of Matalon is affected by a significant uncertainty due to the uncertainty on

the input parameters; and (ii) the accuracy of the theoretical critical radius may be

improved as more accurate input parameters become available in the literature.

24



Fig. 11. Scatter plot showing the uncertainty propagation from input parameters to Rc for tailored

H2/O2/N2/He mixtures at P=100 kPa.

4. Conclusion

Using large flame radius is an efficient way to minimize the extrapolation-induced

uncertainty in laminar flame speed measurement. In order to obtain more data by

limiting flame instability, a numerical implementation of the flame stability theory

of Matalon et al. has been employed to tailor the mixture properties. This method

was applied to H2-air mixtures with equivalence ratios from 0.6 to 2.0, at T=300

K and P=50/80/100 kPa. Comparing the theoretical and experimental results, we

can see that over-estimation for Rc is obvious at all pressures and equivalence ratios.

Especially at 50 kPa, the ratio between experimental Rc to the theoretical one can

be as low as 0.27 at Φ=1.2. Although the experimental critical radius was found to

be significantly lower than the theoretical one, SEFs without cellular structure at

large radius were obtained with a total uncertainty on S0
u below 2.3%.
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Table 3: Fitted normally distributed probability density function of Rc for tailored H2/O2/N2/He

mixtures at P=100 kPa.

Kinetics A Thermodynamics a6k Transport ε Transport σt Total

Φ µ σ µ σ µ σ µ σ σRc

0.6 10.205 0.051 10.208 7.78E-04 10.179 0.079 10.227 0.212 0.232

0.8 10.223 0.065 10.220 5.38E-04 10.232 0.148 10.240 0.293 0.335

1.0 10.320 0.056 10.339 1.11E-03 10.305 0.154 10.356 0.363 0.398

1.2 10.228 0.112 10.226 9.34E-05 10.245 0.202 10.225 0.361 0.428

1.5 10.064 0.162 10.103 5.58E-03 10.171 0.220 10.098 0.384 0.471

2.0 10.182 0.189 10.192 1.26E-03 10.252 0.228 10.178 0.376 0.478

Four models were assessed with respect to the unstretched laminar flame speed

and the Markstein length using unsteady numerical simulation. The error on both

quantities were close to the experimental uncertainties although some of the quali-

tative trends could not be reproduced for the Markstein length.

Further investigations on Rc predictions were performed through local sensitiv-

ity analysis and uncertainty quantification using Monte Carlo sampling. Important

flame properties from the flame stability theory were identified. The largest and

smallest effects come from the change of adiabatic temperature and mixture vis-

cosity, respectively. Uncertainty quantification was focused on the effect of the

uncertainty on the kinetics, thermodynamics, and transport parameters of the H

atom. The variances of the calculated Rc are arranged in descending order: collision

diameter σt, Lennard-Jones potential well depth ε, pre-factor A of H + O2 → OH + O

reaction, thermodynamic polynomial coefficient a6k of H atom. Transport-induced

uncertainty is obvious which reveals the significance of accurate transport data. We

believe that more precise critical radius predictions could be achieved if some of the

parameters, in particular the activation energy, would be measured experimentally

instead of being calculated.
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Fig. 12. Relative frequency histograms and fitted normally distributed probability density function

of Rc at Φ=0.6/1.0/2.0 and P=100 kPa.
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