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Fixed-Time Synchronization of Competitive Neural
Networks with Multiple Time-Scale
Wu Yang, Yan-Wu Wang, Senior Member, IEEE, Irinel-Constantin Morǎrescu,

Xiao-Kang Liu, and Yuehua Huang

Abstract—In this brief we investigate the fixed-time synchro-
nization of competitive neural networks with multiple time-
scales. These neural networks play an important role in visual
processing, pattern recognition, neural computing, etc. Our main
contribution is the design of a novel synchronizing controller
which does not depend on the ratio between the fast and slow time
scales. This feature makes the controller easy to implement since
it is designed through well-posed algebraic conditions (i.e. even
when the ratio between the time scales goes to 0 the controller
gain is well defined and does not go to infinity). Last but not least,
the closed-loop dynamics is characterized by a high convergence
speed with a settling time which is upper-bounded and the bound
is independent of the initial conditions. A numerical simulation
illustrates our results and emphasizes their effectiveness.

Index Terms—Competitive neural network, multiple time-scale
feature, fixed-time synchronization, continuous control method.

I. INTRODUCTION

The concept of competitive neural networks with multiple
time-scales (MTSCNNs) was introduced by Meyer-Bäse et al.
[1] for modeling the dynamics of cortical cognitive maps. It
is known that the cortex employs two types of memories: the
long-term memory (LTM) and the short-term one. The long-
term memory evolves on a slow time scale of unsupervised
synaptic modifications while the short-term memory (STM)
exhibits a much faster dynamics of the neural activity. It
has been shown that such kind of neural networks play
an important role in visual processing, pattern recognition,
neural computing, and control [1]. Formally, MTSCNNs can
be modeled as singularly perturbed systems whose processes
evolve on multiple time scales [2].

One of the most fundamental problems in this context is the
synchronization of competitive neural networks. Consequently,
it received a lot of attention during the last decades. While
some works consider dynamical models that evolves on one
time scale [3]–[7] some others go further and propose models
evolving on two time scales. Different scenarios addressing
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Nancy, 54000, France.

Yuehua Huang is with College of Electrical Engineering and New Energy,
China Three Gorges University, Yichang, 443002, China.

synchronization of MTSCNNs in presence of stochastic pertur-
bations, hybrid perturbations, fixed or time-varying delays [8]–
[14] can be found in the literature. The main inconvenient of
these results is that the derived synchronization criteria or the
proposed controller’ parameters depend on the ratio between
the fast and slow time-scales. Consequently, when this ratio
approaches 0 the problem becomes ill-conditioned. Moreover,
all aforementioned works focus solely on asymptotic synchro-
nization, i.e., synchronization can be ensured in infinite time,
which may be insufficient in applications. We also notice the
existence of few results on the finite-time synchronization of
MTSCNNs [15]–[17]. It is noteworthy that the settling-time
provided by finite-time synchronization heavily depends on
the initial conditions of the network (see Table I in Section
IV). Consequently, two obvious shortcomings of those works
are: 1) the settling-time may be very large for some initial
conditions; 2) the settling time cannot be estimated in advance
since the initial conditions are generally unknown.

To overcome the inconvenient of the finite-time synchro-
nization, the fixed-time synchronization was introduced by
extending the concept of fixed-time stability (see [18], [19]
for details). In particular, the settling-time of the fixed-time
synchronization does not depend on the initial conditions of
the network [20], [21].

In this context, we propose to go further and design a con-
troller that ensures the fixed-time synchronization of MTSC-
NNs. The main difficulties of the proposed methodology are
threefold: 1) the results on fixed-time synchronization of reg-
ular neural networks proposed in [20], [21] cannot be directly
applied here since they lead to ill-conditioning (see [2] for
details); 2) the synchronization problem at hand is challenging
since the slow and fast coupled dynamics are both nonlinear;
3) the controller achieving fixed time synchronization has to
be implementable and well defined i.e. independent on the
ration between the slow and fast time scales. Note that the
above difficulties are not present when dealing with one time
scale dynamics. This renders our study interesting but very
challenging.

The main contributions of this brief are the following: we
design an appropriate control mechanism that achieves fixed-
time synchronization of MTSCNNs; we render the proposed
controller implementable and well-conditioned by designing it
independent of the ratio between the slow and fast time-scales;
we characterize the relation between the controller’ parameters
and the settling-time.

Notations: We use the following standard notations. R and
Rn represent the set of real numbers and the vector space of
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real n dimensional vectors, respectively; sign(·) is the function
equals 1 if its argument is positive, −1 if its argument is
negative and 0 if its argument is 0. |a| denotes the absolute
value of the constant a, ‖x‖σ denotes the σ-norm of the vector
x ∈ Rn, where σ ∈ {1, 2}. AT denotes the transpose of
the matrix A. For a set of column vectors x1, x2, · · · , xn,
col(x1, x2, · · · , xn) =

[
xT1 xT2 · · · , xTn

]T
. We say that

function f(t, ε) : [0,∞) × [0,∞) 7→ Rm×n is O(ε), if there
exist positive constants k and ε∗ strictly positive such that
‖f(t, ε)‖ ≤ kε for all t ∈ [0,∞) and ε ∈ [0, ε∗].

II. MODEL DESCRIPTION AND PRELIMINARIES

In this section, we present the model of a class of MTSC-
NNs and give some useful lemmas and definition.

Consider the following MTSCNNs:

STM : εẋi(t) = − aixi(t) +

N∑
j=1

bijfj(xj(t)) + diSi(t),

(1)

LTM : Ṡi(t) = − Si(t) + fi(xi(t)). (2)

where i = 1, 2, · · · , N, with N being the number of neurons,
xi(t), ai, and fi(xi(t)) are the current activity level, the time
constant, and the activation function of the i-th neuron, respec-
tively. The contribution of the external stimulus is denoted
by di and Si(t) =

∑Q
j=1mij(t)Ij , Ij(j = 1, 2, · · · , Q) is

the external stimulus, where Q is the number of the external
stimulus, mij is the synaptic efficiency, and ε is the time
scale parameter associated with the STM state (i.e., ε is the
ratio between the fast and slow time-scales). bij denotes the
connection weight strength between the i-th neuron and the
j-th neuron. The initial condition of network (1)-(2) is given
as xi(t0) = xi0, Si(t0) = Si0. The following assumption is
given for the activation function fi(·).

Assumption 1: [3], [5], [8] The activation function fi(·), i =
1, 2, · · · , N , is Lipschitz continuous with the Lipschitz con-
stant Li > 0, that is,

|fi(u)− fi(v)| ≤ Li|u− v|, (3)

for all u, v ∈ R.
The activation function fi(·) in Assumption 1 is more

general than the usual ones i.e. the sigmoid activation functions
and the piecewise linear function fi(s) = 0.5(|s+1|−|s−1|).

Based on the concept of master-slave synchronization [22],
network (1)-(2) is seen as the master network and the corre-
sponding controlled slave one is described as follows:

εẏi(t) = − aiyi(t) +

N∑
j=1

bijfj(yj(t)) + diRi(t) + ui(t),

(4)

Ṙi(t) = −Ri(t) + fi(yi(t)) + vi(t). (5)

with the initial condition yi(t0) = yi0 and Ri(t0) = Ri0,
where yi(t) and Ri(t) are the state variables of the slave
network (4)-(5), ui(t) and vi(t) are the controllers to be
designed for the STM (4) and the LTM (5), respectively. The
other parameters are the same as in network (1)-(2). Let us

define the synchronization error zi(t) = yi(t) − xi(t) and
wi(t) = Ri(t) − Si(t). With this notation at hand we obtain
the following synchronization error dynamics:

εżi(t) = − aizi(t) +

N∑
j=1

bij f̃j(zj(t)) + diwi(t) + ui(t),

(6)

ẇi(t) = − wi(t) + f̃i(zi(t)) + vi(t). (7)

where f̃(zi(t)) = f(yi(t))−f(xi(t)). The initial condition of
(6) and (7) is zi(t0) = xi0 − yi0, wi(t0) = Si0 −Ri0.

The main objective of this brief is to provide new results
on the global fixed-time synchronization between network (4)-
(5) and network (1)-(2). Before moving on, we provide few
lemmas and definitions.

Definition 1: [18] Consider the nonlinear systems

ẋ = g(t, x), x(0) = x0, (8)

where x ∈ Rn and g : R+×Rn 7→ Rn is a nonlinear function.
The origin of (8) is said to be globally finite-time stable if it
is globally asymptotically stable and any solution x(t, x0) of
(8) reaches the equilibrium at some finite time that depends on
the initial condition, i.e., x(t, x0) = 0,∀t ≥ T (x0). Moreover,
the origin of (8) is said to be globally fixed-time stable if it is
globally finite-time stable and the settling-time function T (x0)
is bounded, i.e., there exists Tmax such that T (x0) ≤ Tmax for
any x0 ∈ Rn.

Lemma 1: [18], [20] For the nonnegative scalars θi, i =
1, 2, · · · , s, p ∈ (0, 1], and q > 1, the following inequalities
hold,

s∑
i=1

θpi ≥

(
s∑
i=1

θi

)p
,

s∑
i=1

θqi ≥ s
1−q

(
s∑
i=1

θi

)q
. (9)

Lemma 2: [18], [20] Consider the nonlinear system χ̇(t) =
g(χ(t)), χ(t0) = χ0, where χ(t) ∈ Rn denotes the state
variable, and χ0 is the initial state. If there exists a continuous
radially unbounded function V : Rn 7→ R+ ∪ {0} such that

1) V (χ) = 0⇔ χ = 0;
2) for some α, β > 0, 0 < p < 1, and q > 1, any solution

z(t) satisfies the inequality

V̇ (χ(t)) ≤ −αV p(χ(t))− βV q(χ(t)),

then the origin of the system under consideration is globally
fixed-time stable, that is,

V (χ(t)) ≡ 0, t ≥ Tmax =
1

α(1− p)
+

1

β(q − 1)
,∀χ0 ∈ Rn.

Definition 2: Given ε∗ > 0, network (4)-(5) is said
to achieve the global fixed-time synchronization with net-
work (1)-(2) for ε ∈ (0, ε∗) if there exists a settling-time
Tmax(ε∗) > 0, which is independent on the initial value, such
that for any initial value zi(t0) and wi(t0),

lim
t→Tmax

‖zi(t)‖ = 0, lim
t→Tmax

‖wi(t)‖ = 0,∀i ∈ N , (10)

zi(t) ≡ 0, wi(t) ≡ 0,∀t ≥ Tmax(ε∗). (11)

Remark 1: Definition 2 requires that the fixed-time synchro-
nization of MTSCNNs can be maintained for any ε ∈ (0, ε∗)
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with the given positive constant ε∗. Although it may seem
restrictive, it is reasonable to have the settling-time Tmax(ε∗)
depending on ε∗. Our results state that, once ε∗ is given, one
can design an implementable controller that synchronizes the
MTSCNNs in less than Tmax time.

III. FIXED-TIME SYNCHRONIZATION ANALYSIS

Note that the fixed-time synchronization between networks
(4)-(5) and (1)-(2) can be converted into the fixed-time
stabilization of the synchronization error dynamics (6)-(7).
In this section, we firstly present a generalized fixed-time
stability result of singularly perturbed systems. This allows
us to treat the dynamics (6)-(7) as a special case. Next, we
design the fixed-time synchronization controller and analyze
the synchronization of the networks under consideration.

Let us consider the following generic nonlinear singularly
perturbed system:{

ẋ(t) = f(x(t), z(t)), x(t0) = x0,
εż(t) = g(x(t), z(t)), z(t0) = z0,

(12)

where x(t) ∈ Rnx is the slow state vector, z(t) ∈ Rnz is
the fast state vector, ε is a small parameter that characterizes
the time-scale separation between the fast and slow dynamics.
f : Rnx × Rnz → Rnx and g : Rnx × Rnz → Rnz are
nonlinear functions with f(0, 0) = 0, g(0, 0) = 0. The origin
(x = 0, z = 0) is assumed to be an isolated equilibrium point
for system (12). Given ε∗ > 0, system (12) is said globally
fixed-time stable for any ε ∈ (0, ε∗) if there exists a settling
time Tmax(ε∗) > 0, which is independent of the initial value,
such that limt→Tmax(ε∗) ‖x(t)‖σ + ‖z(t)‖σ = 0, σ ∈ {1, 2}
and x(t) ≡ 0, z(t) ≡ 0,∀t ≥ Tmax(ε∗) hold for any initial
values x0 and z0.

Now, based on the above preliminaries, the main result on
globally fixed-time stability of system (12) is given.

Lemma 3: Given ε∗ > 0, system (12) is globally fixed-time
stable if there exists a composite function V (t) = U1(x(t)) +
εU2(z(t)) such that for any σ ∈ {1, 2}

k1‖x‖2σ ≤ U1(x(t)) ≤ k2‖x‖2σ, (13)

k3‖z‖2σ ≤ U2(z(t)) ≤ k4‖z‖2σ, (14)

V̇ (t)|(12) ≤ − α(‖x‖pσ + ‖z‖pσ)

− β(‖x‖1+q
σ + ‖z‖1+q

σ ), (15)

where ki > 0, i = 1, 2, 3, 4, α > 0, β > 0, p ∈ (0, 1), q > 1,
and the settling-time is upper-bounded by

Tmax(ε∗) =
2(k2)

p
2

α(2− p)
+

(2k2)
1+q
2

β(q − 1)︸ ︷︷ ︸
T 1
max

+
2(ε∗k4)

p
2

α(2− p)
+

(2ε∗k4)
1+q
2

β(q − 1)︸ ︷︷ ︸
T ε∗
max

.

(16)

Proof: It follows from Lemma 1 and conditions (13)-(14)
that

2
1−q
2 [V (t)]

1+q
2 ≤ 2

1−q
2 [k2‖x‖2σ + εk4‖z‖2σ]

1+q
2

≤ [(k2)
1+q
2 + (εk4)

1+q
2 ](‖x‖1+q

σ + ‖z‖1+q
σ ), (17)

and

[V (t)]
p
2 ≤ [k2‖x‖2σ + εk4‖z‖2σ]

p
2

≤ [(k2)
p
2 + (εk4)

p
2 ](‖x‖pσ + ‖z‖pσ). (18)

Then, condition (15) implies

V̇ (t) ≤ − α

(k2)
p
2 + (εk4)

p
2

[V (t)]
p
2

− 2
1−q
2 β

(k2)
1+q
2 + (εk4)

1+q
2

[V (t)]
1+q
2 . (19)

Finally, according to Lemma 2, it can be obtained that V (t) ≡
0,∀t ≥ Tmax(ε∗), where Tmax(ε∗) is given by (16). �

Remark 2: Reference [18] establishes the fixed-time stability
condition for a general nonlinear systems. In this context, a
discussion highlighting the usefulness of Lemma 3 is required.

1) Multiple time-scales feature of singularly perturbed sys-
tems hampers the application of the results in [18].
One of the main contribution of Lemma 3 is that it
construct an ε-dependent composite Lyapunov function,
in which Lyapunov functions U1(x(t)) and U2(z(t)) are
specifically designed for analyzing the slow and the fast
dynamics, respectively;

2) The presence of the singular perturbation parameter
introduces supplementary difficulties in the estimation
of the settling-time. It is noteworthy that the results in
[18] are not tailored for this situation. Moreover, Lemma
3 reveals how the singular perturbation parameter ε
affects the settling-time. To be more precise, the settling-
time is the sum of two terms T 1

max and T εmax, where
T εmax depends on the parameter ε. It is noteworthy that
Lemma 3 requires the parameter ε to be sufficiently
small although it is unknown. In other words, it also
can be concluded that system (12) is globally fixed-time
stable as far as ε < ε∗. In this case, the settling-time is
approximated by T 1

max with an O(ε
p
2 ) error. Moreover,

when ε → 0+, T 1
max, determined by the parameters of

the slow dynamics, plays a dominant role in the settling-
time.

To achieve the globally fixed-time stability of the synchro-
nization error network (6)-(7), the following controllers ui(t)
and vi(t) are designed:

ui(t) = − ρizi(t)− γi(dzi(t)cp + dzi(t)cq), (20)
vi(t) = − ηiwi(t)− γi(dwi(t)cp + dwi(t)cq), (21)

where dscκ = |s|κsign(s). Note that −ρizi(t) and −ηiwi(t)
are used to achieve the asymptotic stability of dynamics (6)-
(7). The terms −γidzi(t)cp and −γidwi(t)cp are introduced to
speed-up the convergence and achieve the finite-time stability
of the error dynamics (6)-(7). Finally, the terms −γidzi(t)cq
and −γidwi(t)cq play a decisive role in achieving the fixed-
time stability.

Remark 3: Note that the synchronization mechanisms de-
signed in [8]–[14] can only achieve the asymptotic syn-
chronization while the controllers in [15]–[17] achieve the
finite-time synchronization of MTSCNNs. The synchronizing
controller (20)-(21) is continuous and can ensure the fixed-
time synchronization of MTSCNNs.
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With all these preliminaries at hand, we are ready to present
the main results on the global fixed-time synchronization of
the networks (4)-(5) and (1)-(2).

Theorem 1: Under Assumption 1 suppose that for a given
ε∗ > 0 the design parameters of the controller (20) and (21)
are selected as follows:

ρi ≥ 0.5

 N∑
j=1

(|bij |Lj + |bji|Li) + Li + |di|

− ai, (22)

ηi ≥ 0.5(Li + |di|)− 1, γi > 0, p ∈ (0, 1), q > 1. (23)

Then, the global fixed-time synchronization between network
(4)-(5) and network (1)-(2) can be guaranteed, and the settling
time T1(ε∗) is computed by

1 + (ε∗)
p+1
2

γ̌(1− p)
+

(2N)
q−1
2 [1 + (ε∗)

q+1
2 ]

γ̌(q − 1)
, (24)

where γ̌ = min{γi, i = 1, 2, · · · , N}.
Proof: Let us choose the following composite Lyapunov

candidate V1(t) =
∑N
i=1[εz2

i (t) +w2
i (t)]. The time derivative

of V1(t) along the trajectories of network (6)-(7) is given by

V̇1(t) = 2

N∑
i=1

[zi(t)εżi(t) + wi(t)ẇi(t)]

= −2

N∑
i=1

(ρi + ai)z
2
i (t) + 2

N∑
i=1

N∑
j=1

bijzi(t)f̃j(zj(t))

+ 2

N∑
i=1

zi(t)diwi(t)− 2

N∑
i=1

γi(|zi(t)|p+1 + |zi(t)|q+1)

− 2

N∑
i=1

(ηi + 1)w2
i (t) + 2

N∑
i=1

wi(t)f̃i(zi(t))

− 2

N∑
i=1

γi(|wi(t)|p+1 + |wi(t)|q+1). (25)

It follows from Assumption 1 that

2

N∑
i=1

N∑
j=1

bij f̃j(zj(t)) ≤ 2

N∑
i=1

N∑
j=1

|bij |Lj |zi(t)||zj(t)|

=

N∑
i=1

N∑
j=1

(|bij |Lj + |bji|Li)z2
i (t), (26)

2

N∑
i=1

wi(t)f̃i(zi(t)) ≤
N∑
i=1

Li(w
2
i (t) + z2

i (t)), (27)

2

N∑
i=1

zi(t)diwi(t) ≤
N∑
i=1

|di|(w2
i (t) + z2

i (t)). (28)

From (25)-(28), we derive

V̇1(t) ≤ − 2γ̌

N∑
i=1

(|zi(t)|p+1 + |wi(t)|p+1)

− 2γ̌

N∑
i=1

(|zi(t)|q+1 + |wi(t)|q+1), (29)

by using conditions (22) and (23) and the notations γ̌ =
min{γi, i = 1, 2, · · · , N}.

By using Lemma 1, it follows that

[V1(t)]
p+1
2 ≤ (1 + ε

p+1
2 )

N∑
i=1

[|zi(t)|+ |wi(t)|], (30)

[V1(t)]
q+1
2 ≤ 1 + ε

q+1
2

(2N)
1−q
2

N∑
i=1

[|zi(t)|q+1 + |wi(t)|q+1]. (31)

Substituting (30) and (31) into (36), we then have

V̇1(t) ≤ − 2γ̌

1 + ε
p+1
2

[V1(t)]
p+1
2 − 2γ̌(2N)

1−q
2

1 + ε
q+1
2

[V1(t)]
q+1
2 .

(32)

Based on Lemma 2, it can be concluded that V1(t) ≡ 0 as
t→ T1(ε), which is given by

T1(ε) =
1

γ̌(1− p)
+

(2N)
q−1
2

γ̌(q − 1)
+

ε
p+1
2

γ̌(1− p)
+

(2N)
q−1
2 ε

1+q
2

γ̌(q − 1)
.

Note that the settling time T1(ε) is monotonically increasing
with respect to ε, which further means that the networks (4)-(5)
and (1)-(2) are globally fixed-time synchronized for ε ∈ (0, ε∗)
via the controller (20)-(21) and the most conservative of the
settling time is given by (24). The proof is thus completed. �

If we take the composite Lyapunov candidate V2(t) =
ε‖z(t)‖1 + ‖w(t)‖1 =

∑N
i=1[ε|zi(t)| + |wi(t)|], we have the

following result.
Theorem 2: Under Assumption 1 suppose that for a given

ε∗ > 0 the design parameters of the controller (20) and (21)
are selected as follows:

ρi ≥
N∑
j=1

|bji|Li + Li − ai, (33)

ηi ≥ |di| − 1, γi > 0, p ∈ (0, 1), q > 1. (34)

Then, the global fixed-time synchronization between network
(4)-(5) and network (1)-(2) is guaranteed, and the settling time
is upper-bounded by

T2(ε∗) =
1 + (ε∗)

p

γ̌(1− p)
+

(2N)q−1(1 + (ε∗)
q
)

γ̌(q − 1)
. (35)

Proof: The time derivative of V2(t) along the trajectories of
network (6)-(7) is given by

V̇2(t) =

N∑
i=1

[sign(zi(t))εżi(t) + sign(wi(t))ẇi(t)]

≤ −
N∑
i=1

(ρi + ai)|zi(t)|+
N∑
i=1

N∑
j=1

|bij |Lj |zj(t)|

+

N∑
i=1

(|di| − 1− ηi)|wi(t)|+
N∑
i=1

Li|zi(t)| −
N∑
i=1

γi|zi(t)|p

−
N∑
i=1

γi|zi(t)|q −
N∑
i=1

γi|wi(t)|p −
N∑
i=1

γi|wi(t)|q (36)

≤ −γ̌
N∑
i=1

(|zi(t)|p + |wi(t)|p)− γ̌
N∑
i=1

(|zi(t)|q + |wi(t)|q).
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Note that

[V2(t)]p = (

N∑
i=1

ε|zi(t)|+ |wi(t)|)p

≤ (1 + εp)

N∑
i=1

(|zi(t)|p + |wi(t)|p), (37)

and

(2N)1−q[V2(t)]q = (2N)1−q(

N∑
i=1

ε|zi(t)|+ |wi(t)|)q

≤ (1 + εq)

N∑
i=1

(|zi(t)|q + |wi(t)|q), (38)

Substituting (30) and (31) into (36), we then have

V̇2(t) ≤ − γ̌

1 + εp
[V2(t)]p − γ̌(2N)1−q

1 + εq
[V2(t)]q. (39)

Based on Lemma 2, it can be concluded that V2(t) ≡ 0 as
t→ T2(ε), which is given by T2(ε) = 1+εp

γ̌(1−p) + (2N)q−1(1+εq)
γ̌(q−1) .

Then, it is easy to draw the conclusion that the networks (4)-
(5) and (1)-(2) is globally fixed-time synchronized. The proof
is thus completed. �

Remark 4: The upper-bounds on the settling-time provided
in Theorem 1 and 2 do not depend on the initial conditions of
the networks. These values depend on the design parameters.
Although the settling-time depends on the parameter ε, Theo-
rems 1 and 2 show that they are upper-bounded by values that
depend only on ε∗. Moreover, we have T1(ε∗) ≤ T2(ε∗) for
the same γi, p, and q.

IV. SIMULATION

In this section, a simulation example is given to show the
efficiency of the obtained results.

Example 1: Consider the following 4-dimensional MTSC-
NNs of the form (1)-(2) with the model parameters

a1 = 1, b11 = 0.5, b12 = −1, d1 = 1.2,

a2 = 0.5, b21 = 0.6, b22 = 0.5, d2 = 1.2, ε = 0.05,

f1(s) =

 s+ sin(s+ 1)− 1, s < −1,
2s,−1 ≤ s ≤ 1,
s+ sin(s− 1) + 1, s > 1,

f2(s) =

 2s+ cos(s+ 1) + 2, s < −1,
s,−1 ≤ s ≤ 1,
2s+ cos(s− 1)− 2, s > 1.

Then Assumption 1 holds for L1 = 2 and L2 = 3. Notice that
the activation functions fi(·), i = 1, 2 are unbounded. The time
evolution of the states of MTSCNNs described in Example 1
is given in Fig. 1. This shows clearly that the MTSCNN has
a periodic solution.

As explained in the introduction and Remark 3, the methods
in [8]–[17] cannot be employed to achieve the fixed-time
synchronization of MTSCNNs of Example 1.

To illustrate the effectiveness of our results we define the
synchronization error index E(t) =

∑2
i=1[|zi(t)| + |wi(t)|]

and set the initial states as follows:
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Fig. 1. Transient response of state variables for Example 1

Case i : 102i−1
[
0.4 −0.6 0.1 −0.8

]
for the master

network, and 102i−1 ×
[
−0.6 0.4 1.1 0.2

]
for the slave

network, where i = 1, 3, 5.
We fix the controller parameters as follows: ρ1 = 4, ρ2 =

8, η1 = 0.8, η2 = 1.2, γ1 = γ2 = 0.1, p = 0.5, q = 1.5. Then,
from Theorem 1 and Theorem 2 we deduce that the networks
in Example 1 are globally fixed-time synchronized, moreover,
an upper-bound on the settling-time can be computed as
T1 ≈ 51.07 and T2 ≈ 64.92. Fig. 2 depicts the time responses
of the state variables as well as the synchronization error
state variable. It confirms that the proposed method leads to
the global fixed-time synchronization independently on the
choice of the initial states. Moreover, one can see that the
synchronization is achieved before T1 ≈ 51.07.
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Fig. 2. Simulation results of Example 1 with the proposed synchronization
method

To better justify the interest of the fixed-time synchroniza-
tion, we numerically compare our methodology with respect
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to the ones in [8], [15]. Table I summarizes the comparison
w.r.t. the adaptive control method used in [8] which achieves
the asymptotic synchronization of MTSCNNs and w.r.t. the
synchronization method employed in [15] that ensures the fi-
nite time synchronization. As mentioned along the manuscript
the settling-time for finite-time synchronization depends on the
initial states and grows unbounded when the initial conditions
go further away from the synchronization manifold. Besides,
we point out that the results in [8], [15] require the perfect
knowledge of the parameter ε while our methodology needs
only an upper-bound on it.

TABLE I
COMPARISONS OF THE SETTLING TIME

[8] [15] Theorem 1 Theorem 2
Case 1 +∞ 40 sec 51.07 sec 64.92 sec
Case 2 +∞ 4000 sec 51.07 sec 64.92 sec
Case 3 +∞ 400000 sec 51.07 sec 64.92 sec

V. CONCLUSION

In this paper, the fixed-time synchronization problem of
MTSCNNs has been studied, and the obtained results show
how the singular perturbation parameter affects the settling-
time. The validity of the obtained results has also been numer-
ically tested by simulations. The future works will focus on
the design of an event-triggered control method [23]–[25] or
reinforcement learning method [26] to achieve the fixed-time
synchronization and investigate the fixed-time synchronization
of MTSCNNs with time-delay.
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