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Abstract
In this paper we study low-complexity colorings (or tilings) of the two-dimensional grid Z2. A
coloring is said to be of low complexity with respect to a rectangle if there exists m, n ∈ N such that
there are no more than mn different rectangular m× n patterns in it. Open since it was stated in
1997, Nivat’s conjecture states that such a coloring is necessarily periodic. Suppose we are given at
most nm rectangular patterns of size n×m. If Nivat’s conjecture is true, one can only build periodic
colorings out of these patterns – meaning that if the m× n rectangular patterns of the coloring are
among these mn patterns, it must be periodic. The main contribution of this paper proves that
there exists at least one periodic coloring build from these patterns. We use this result to investigate
the tiling problem, also known as the domino problem, which is well known to be undecidable in its
full generality. However, we show that it is decidable in the low-complexity setting. Finally, we use
our result to show that Nivat’s conjecture holds for uniformly recurrent configurations. The results
also extend to other convex shapes in place of the rectangle.
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1 Introduction

The tiling problem, also known as the domino problem, asks whether the two-dimensional
grid Z2 can be colored in a way that avoids a given finite collection of forbidden local
patterns. The problem is undecidable in its full generality. The undecidability relies on the
fact that there are aperiodic systems of forbidden patterns that enforce any valid coloring to
be non-periodic [1].

In this paper we consider the low complexity setup where the number of allowed local
patterns is small. More precisely, suppose we are given at most nm legal rectangular patterns
of size n×m, and we want to know whether there exists a coloring of Z2 containing only
legal n×m patterns. We prove that if such a coloring exists then also a periodic coloring
exists (Corollary 5). This further implies, using standard arguments, that in this setup there
is an algorithm to determine if the given patterns admit at least one coloring of the grid
(Corollary 6). The results also extend to other convex shapes in place of the rectangle (see
Section 6).
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14:2 Decidability and Periodicity of Low Complexity Tilings

We believe the low complexity setting has relevant applications. There are numerous
examples of processes in physics, chemistry and biology where macroscopic patterns and
regularities arise from simple microscopic interactions. Formation of crystals and quasi-
crystals is a good example where physical laws govern locally the attachments of particles
to each other. Predicting the structure of the crystal from its chemical composition is a
notoriously difficult problem (as already implied by the undecidability of the tiling problem)
but if the number of distinct local patterns of particle attachments is sufficiently low, our
results indicate that the situation may be easier to handle.

Our work is also motivated by Nivat’s conjecture [10], an open problem concerning
periodicity in low complexity colorings of the grid. The conjecture claims the following: if
a coloring of Z2 is such that, for some n,m ∈ N, the number of distinct n ×m patterns
is at most nm, then the coloring is necessarily periodic in some direction. If true, this
conjecture directly implies a strong form of our peridicity result: in the low complexity
setting, not only a coloring exists that is periodic, but in fact all admitted colorings are
periodic. Our contribution to Nivat’s conjecture is that we show that under the hypotheses
of the conjecture, the coloring must contain arbitrarily large periodic regions (Theorem 4).

2 Preliminaries

To discuss the results in detail we need precise definitions. Let A be a finite alphabet.
A coloring c ∈ AZ2 of the two-dimensional grid Z2 with elements of A is called a (two-
dimensional) configuration. We use the notation cn for the color c(n) ∈ A of cell n ∈ Z2.
For any t ∈ Z2, the translation τ t : AZ2 −→ AZ2 by t is defined by τ t(c)n = cn−t, for all
c ∈ AZ2 and all n ∈ Z2. If τ t(c) = c for a non-zero t ∈ Z2, we say that c is periodic and
that t is a vector of periodicity. If there are two linearly independent vectors of periodicity
then c is two-periodic, and in this case there are horizontal and vertical vectors of periodicity
(k, 0) and (0, k) for some k > 0, and consequently a vector of periodicity in every rational
direction.

A finite pattern is a coloring p ∈ AD of some finite domain D ⊂ Zd. For a fixed D, we
call such p also a D-pattern. The set [p] = {c ∈ AZ2 | c|D = p} of configurations that contain
pattern p in domain D is the cylinder determined by p. We say that pattern p appears in
configuration c, or that c contains pattern p, if some translate τ t(c) of c is in [p]. For a fixed
finite D, the set of D-patterns that appear in a configuration c is denoted by Patt(c,D), that
is,

Patt(c,D) = {τ t(c)|D | t ∈ Z2 }.

We say that c has low complexity with respect to shape D if |Patt(c,D)| ≤ |D|, and we call
c a low complexity configuration if it has low complexity with respect to some finite D.

I Conjecture (Maurice Nivat 1997 [10]). Let c ∈ AZ2 be a two-dimensional configuration. If
c has low complexity with respect to some rectangle D = {1, . . . , n} × {1, . . . ,m} then c is
periodic.

The analogous claim in dimensions higher than two fails, as does an analogous claim in two
dimensions for many other shapes than rectangles [5].

2.1 Algebraic concepts
Kari and Szabados introduced in [9] an algebraic approach to study low complexity configur-
ations. The present paper heavily relies on this technique. In this approach we replace the
colors in A by distinct integers, so that we assume A ⊆ Z. We then express a configuration
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c ∈ AZ2 as a formal power series c(x, y) over two variables x and y in which the coefficient of
monomial xiyj is ci,j , for all i, j ∈ Z. Note that the exponents of the variables range from
−∞ to +∞. In the following also polynomials may have negative powers of variables so all
polynomials considered are actually Laurent polynomials. Let us denote by Z[x±1, y±1] and
Z[[x±1, y±1]] the sets of such polynomials and power series, respectively. We call a power
series c ∈ Z[[x±1, y±1]] finitary if its coefficients take only finitely many different values.
Since we color the grid using finitely many colors, configurations are identified with finitary
power series.

Multiplying a configuration c ∈ Z[[x±1, y±1]] by a monomial corresponds to translating
it, and the periodicity of the configuration by vector t = (n,m) is then equivalent to
(xnym−1)c = 0, the zero power series. More generally, we say that polynomial f ∈ Z[x±1, y±1]
annihilates power series c if the formal product fc is the zero power series. Note that variables
x and y in our power series and polynomials are treated only as “position indicators”: in
this work we never plug in any values to the variables.

The set of polynomials that annihilates a power series is a Laurent polynomial ideal, and
is denoted by

Ann(c) = {f ∈ Z[x±1, y±1] | fc = 0}.

It was observed in [9] that if a configuration has low complexity with respect to some
shape D then it is annihilated by some non-zero polynomial f 6= 0.

I Lemma 1 ([9]). Let c ∈ Z[[x±1, y±1]] be a low complexity configuration. Then Ann(c)
contains a non-zero polynomial.

One of the main results of [9] states that if a configuration c is annihilated by a non-zero
polynomial then it has annihilators of particularly nice form:

I Theorem 2 ([9]). Let c ∈ Z[[x±1, y±1]] be a configuration (a finitary power series) an-
nihilated by some non-zero polynomial. Then there exist pairwise linearly independent
(i1, j1), . . . , (im, jm) ∈ Z2 such that

(xi1yj1 − 1) · · · (ximyjm − 1) ∈ Ann(c).

Note that both Lemma 1 and Theorem 2 were proved in [9] for configurations c ∈ AZd in
arbitrary dimension d. In this work we only deal with two-dimensional configurations, so
above we stated these results for d = 2.

If X ⊆ AZ2 is a set of configurations, we denote by Ann(X) the set of Laurent polynomials
that annihilate all elements of X. We call Ann(X) the annihilator ideal of X.

2.2 Dynamical systems concepts
Cylinders [p] are a base of a compact topology on AZ2 , namely the product of discrete
topologies on A. See, for example, the first few pages of [6]. The topology is equivalently
defined by a metric on AZ2 where two configurations are close to each other if they agree
with each other on a large region around cell 0.

A subset X of AZ2 is a subshift if it is closed in the topology and closed under translations.
Equivalently, every configuration c that is not in X contains a finite pattern p that prevents
it from being in X: no configuration that contains p is in X. We can then as well define
subshifts using forbidden patterns: for a set P of finite patterns, define

XP = {c ∈ AZ2
| ∀t ∈ Z2 ∀p ∈ P : τ t(c) 6∈ [p] },

the set of configurations that avoid all patterns in P . Set XP is a subshift, and every subshift
is XP for some P . If X = XP for some finite P then X is a subshift of finite type (SFT).

STACS 2020
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The tiling problem (aka the domino problem) is the decision problem that asks whether
a given SFT is empty, that is, whether there exists a configuration avoiding a given finite
collection P of forbidden finite patterns. Usually this question is asked in terms of so-called
Wang tiles, but our formulation is equivalent. The tiling problem is undecidable [1]. An
SFT is called aperiodic if it is non-empty but does not contain any periodic configurations.
Aperiodic SFTs exist [1], and in fact they must exist because of the undecidability of the
tiling problem [13]. We recall the reason for this fact in the proof of Corollary 6.

Convergence of a sequence c(1), c(2), . . . of configurations to a configuration c in our
topology has the following simple meaning: For every cell n ∈ Z2 we must have c(i)

n = cn for
all sufficiently large i. As usual, we denote then c = limi→∞ c(i). Note that if all c(i) are in
a subshift X, so is the limit. Compactness of space AZ2 means that every sequence has a
converging subsequence. In the proof of Theorem 3 in Section 4 we frequently use this fact
and extract converging subsequences from sequences of configurations.

The orbit of configuration c is the set O(c) = {τ t(c) | t ∈ Z2 } that contains all translates
of c. The orbit closure O(c) of c is the topological closure of the orbit O(c). It is a subshift,
and in fact it is the intersection of all subshifts that contain c. The orbit closure O(c) can
hence be called the subshift generated by c. In terms of finite patterns, c′ ∈ O(c) if and only
if every finite pattern that appears in c′ appears also in c. O(c) can be seen as the subshift
containing all the translates of c (its orbit) and all the limits of those translates. Thus it can
be different of O(c): if c is the configuration that with a black cell at the origin and white
everywhere else, all the configurations of its orbit will contain a black cell, but at different
positions; however its orbit closure contains the configuration with only white cells, as it is a
limit of translations of c.

A configuration c is called uniformly recurrent if for every c′ ∈ O(c) we have O(c′) = O(c).
This is equivalent to O(c) being a minimal subshift in the sense that it has no proper
non-empty subshifts inside it. A classical result by Birkhoff [3] implies that every non-empty
subshift contains a minimal subshift, so there is a uniformly recurrent configuration in every
non-empty subshift.

We use the notation 〈x,y〉 for the inner product of vectors x,y ∈ Z2. For a nonzero
vector u ∈ Z2 \ {0} we denote

Hu = {x ∈ Z2 | 〈x,u〉 < 0}

for the discrete half plane in direction u. See Figure 1(a) for an illustration. A subshift X is
deterministic in direction u if for all c, c′ ∈ X

c|Hu = c′|Hu =⇒ c = c′,

that is, if the contents of a configuration in the half plane Hu uniquely determines the
contents in the rest of the cells. Note that it is enough to verify that the value c0 on the
boundary of the half plane is uniquely determined. Indeed, if c|Hu uniquely determines
the line at its boundary, it is also true for all the translations of c, so the next line is also
uniquely determined. By repeating this process the whole configuration is determined by
c|Hu . Moreover, by compactness, determinism in direction u implies that there is a finite
number k such that already the contents of a configuration in the discrete box

Bk
u = {x ∈ Z2 | − k < 〈x,u〉 < 0 and − k < 〈x,u⊥〉 < k}

are enough to uniquely determine the contents in cell 0, where we denote by u⊥ a vector that
is orthogonal to u and has the same length as u, e.g., (n,m)⊥ = (m,−n). See Figure 1(b)
for an illustration.
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uu

(a) The discrete half plane Hu

uu u⊥u⊥

(b) The discrete box Bk
u with k = 10.

Figure 1 Discrete regions determined by vector u = (−1, 2).

If X is deterministic in directions u and −u we say that u is a direction of two-sided
determinism. If X is deterministic in direction u but not in direction −u we say that u
is a direction of one-sided determinism. Directions of two-sided determinism correspond
to directions of expansivity in the symbolic dynamics literature. If X is not deterministic
in direction u we call u a direction of non-determinism. Finally, note that the concept
of determinism in direction u only depends on the orientation of vector u and not on its
magnitude.

3 Our results

Our first main new technical result is the following:

I Theorem 3. Let c be a two-dimensional configuration that has a non-trivial annihil-
ator. Then O(c) contains a configuration c′ such that O(c′) has no direction of one-sided
determinism.

From this result, using a technique by Cyr and Kra [7], we then obtain the second main
results, stating that under the hypotheses of Nivat’s conjecture, a configuration contains
arbitrarily large periodic regions.

I Theorem 4. Let c be a two-dimensional configuration that has low complexity with respect
to a rectangle. Then O(c) contains a periodic configuration.

These two theorems are proved in Sections 4 and 5, respectively. But let us first demonstrate
how these results imply relevant corollaries. First we consider SFTs defined in terms of allowed
rectangular patterns. Let D = {1, . . . , n} × {1, . . . ,m} for some m,n ∈ N, and let P ⊆ AD

be a set of D-patterns over alphabet A. Define X = XAD\P = {x ∈ AZ2 | Patt(c,D) ⊆ P},
the set of configurations whose D-patterns are among P .

I Corollary 5. With the notations above, if |P | ≤ nm and X 6= ∅ then X contains a periodic
configuration.

Proof. Let c ∈ X be arbitrary. By Theorem 4 then, O(c) ⊆ X contains a periodic configura-
tion. J

I Corollary 6. With the notations above, there is an algorithm to determine whether X 6= ∅
for a given P of cardinality |P | ≤ nm.

STACS 2020



14:6 Decidability and Periodicity of Low Complexity Tilings

Proof. This is a classical argumentation by H. Wang [13]: there is a semi-algorithm to test
if a given SFT is empty, and there is a semi-algorithm to test if a given SFT contains a
periodic configuration. Since X is an SFT, we can execute both of these semi-algorithms on
X. By Corollary 5, if X 6= ∅ then X contains a periodic configuration. Hence, exactly one of
these two semi-algorithms will return a positive answer. J

The next corollary solves Nivat’s conjecture for uniformly recurrent configurations.

I Corollary 7. A uniformly recurrent configuration c that has low complexity with respect to
a rectangle is periodic.

Proof. Because c has low complexity with respect to a rectangle then by Theorem 4 there
is a periodic configuration c′ ∈ O(c). Because O(c′) contains only translates and limits
of translates of c′, all configurations in O(c′) are periodic. Finally, because c is uniformly
recurrent we have O(c) = O(c′), which implies that all elements of O(c), including c itself,
are periodic. J

In Section 6 we briefly argue that all of our results remain true if the m × n rectangle is
replaced by any convex discrete shape.

4 Removing one-sided determinism

In this section we prove Theorem 3 by showing how we can “remove” one-sided directions of
determinism from subshifts with annihilators.

Let c be a configuration over alphabet A ⊆ Z that has a non-trivial annihilator. By
Theorem 2 it has then an annihilator φ1 · · ·φm where each φi is of the form

φi = xniymi − 1 for some vi = (ni,mi) ∈ Z2. (1)

Moreover, vectors vi can be chosen pairwise linearly independent, that is, in different
directions. We may assume m ≥ 1.

Denote X = O(c), the subshift generated by c. A polynomial that annihilates c annihilates
all elements of X, because they only have local patterns that already appear in c. It is easy
to see that X can only be non-deterministic in a direction that is perpendicular to one of
the directions vi of the polynomials φi:

I Proposition 8. Let c be a configuration annihilated by φ1 · · ·φm where each φi is of the
form (1). Let u ∈ Z2 be a direction that is not perpendicular to vi for any i ∈ {1, . . . ,m}.
Then X = O(c) is deterministic in direction u.

Proof. Suppose X is not deterministic in direction u. By definition, there exist d, e ∈ X
such that d 6= e but d|Hu = e|Hu . Denote ∆ = d− e. Because ∆ 6= 0 but φ1 · · ·φm ·∆ = 0,
for some i we have φ1 · · ·φi−1 ·∆ 6= 0 and φ1 · · ·φi ·∆ = 0. Denote ∆′ = φ1 · · ·φi−1 ·∆.
Because φi ·∆′ = 0, configuration ∆′ is periodic in direction vi. But because ∆ is zero in
the half plane Hu, also ∆′ is zero in some translate H ′ = Hu − t of the half plane. Since the
periodicity vector vi of ∆′ is not perpendicular to u, the periodicity transmits the values 0
from the region H ′ to the entire Z2. Hence ∆′ = 0, a contradiction. J

Let u ∈ Z2 be a one-sided direction of determinism of X. In other words, u is a direction
of determinism but −u is not. By the proposition above, u is perpendicular to some vi.
Without loss of generality, we may assume i = 1. We denote φ = φ1 and v = v1.
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Let k be such that the contents of the discrete box B = Bk
u determine the content of cell

0, that is, for d, e ∈ X

d|B = e|B =⇒ d0 = e0. (2)

As pointed out in Section 2.2, any sufficiently large k can be used. We can choose k so that
k > |〈u⊥,v〉|. To shorten notations, let us also denote H = H−u.

I Lemma 9. For any d, e ∈ X such that φd = φe holds:

d|B = e|B =⇒ d|H = e|H .

Proof. Let d, e ∈ X be such that φd = φe and d|B = e|B . Denote ∆ = d− e. Then φ∆ = 0
and ∆|B = 0. Property φ∆ = 0 means that ∆ has periodicity vector v, so this periodicity
transmits values 0 from the region B to the stripe

S =
⋃
i∈Z

(B + iv) = {x ∈ Z2 | − k < 〈x,u〉 < 0},

See Figure 2 for an illustration of the regions H, B and S. As ∆|S = 0, we have that d|S = e|S .
Applying (2) on suitable translates of d and e allows us to conclude that d|H = e|H . J

SS
HH

BBB
uuu u⊥u⊥u⊥

Figure 2 Discrete regions H = H−u, B = Bk
u and S in the proof of Lemma 9. In the illustration

u = (−1, 2) and k = 10.

A reason to prove the lemma above is the following corollary, stating that X can only
contain a bounded number of configurations that have the same product with φ:

I Corollary 10. Let c1, . . . , cn ∈ X be pairwise distinct. If φc1 = · · · = φcn then n ≤ |A||B|.

Proof. Let H ′ = H − t, for t ∈ Z2, be a translate of the half plane H = H−u such that
c1, . . . , cn are pairwise different on H ′. Consider the translated configurations di = τ t(ci).
We have that di ∈ X are pairwise different on H and φd1 = · · · = φdn. By Lemma 9,
configurations di must be pairwise different on domain B. There are only |A||B| different
patterns in domain B. J

Let c1, . . . , cn ∈ X be pairwise distinct such that φc1 = · · · = φcn, with n as large
as possible. By Corollary 10 such configurations exist. Let us repeatedly translate the
configurations ci by τu and take a limit: by compactness there exists n1 < n2 < n3 . . . such
that

di = lim
j→∞

τnju(ci)

exists for all i ∈ {1, . . . , n}. Configurations di ∈ X inherit the following properties from ci:

STACS 2020



14:8 Decidability and Periodicity of Low Complexity Tilings

I Lemma 11. Let d1, . . . , dn be defined as above. Then
(a) φd1 = · · · = φdn, and
(b) Configurations di are pairwise different on translated discrete boxes B′ = B − t for all

t ∈ Z2.

Proof. Let i1, i2 ∈ {1, . . . , n} be arbitrary, i1 6= i2.

(a) Because φci1 = φci2 we have, for any n ∈ N,

φτnu(ci1) = τnu(φci1) = τnu(φci2) = φτnu(ci2).

Function c 7→ φc is continuous in the topology so

φdi1 = φ lim
j→∞

τnju(ci1) = lim
j→∞

φτnju(ci1) = lim
j→∞

φτnju(ci2) = φ lim
j→∞

τnju(ci2) = φdi2 .

(b) Let B′ = B − t for some t ∈ Z2. Suppose di1 |B′ = di2 |B′ . By the definition of

convergence, for all sufficiently large j we have τnju(ci1)|B′ = τnju(ci2)|B′ . This is equivalent
to τnju+t(ci1)|B = τnju+t(ci2)|B. By Lemma 9 then also τnju+t(ci1)|H = τnju+t(ci2)|H
where H = H−u. This means that for all sufficiently large j the configurations ci1 and ci2

are identical on the domain H − nju− t. But these domains cover the whole Z2 as j −→∞
so that ci1 = ci2 , a contradiction. J

Now we pick one of the configurations di and consider its orbit closure. Choose d = d1
and set Y = O(d). Then Y ⊆ X. Any direction of determinism in X is also a direction of
determinism in Y . Indeed, this is trivially true for any subset of X. But, in addition, we
have the following:

I Lemma 12. Subshift Y is deterministic in direction −u.

Proof. Suppose the contrary: there exist configurations x, y ∈ Y such that x 6= y but
x|H = y|H where, as usual, H = H−u. In the following we construct n+ 1 configurations in
X that have the same product with φ, which contradicts the choice of n as the maximum
number of such configurations.

By the definition of Y all elements of Y are limits of sequences of translates of d = d1, that
is, there are translations τ1, τ2, . . . such that x = limi→∞ τi(d), and translations σ1, σ2, . . .

such that y = limi→∞ σi(d). Apply the translations τ1, τ2, . . . on configurations d1, . . . , dn,
and take jointly converging subsequences: by compactness there are k1 < k2 < . . . such that

ei = lim
j→∞

τkj
(di)

exists for all i ∈ {1, . . . , n}. Here, clearly, e1 = x.

Let us prove that e1, . . . , en and y are n+ 1 configurations that (i) have the same product
with φ, and (ii) are pairwise distinct. This contradicts the choice of n as the maximum
number of such configurations, and thus completes the proof.

(i) First, φx = φy: Because x|H = y|H we have φx|H−t = φy|H−t for some t ∈ Z2.
Consider c′ = τ t(φx − φy), so that c′|H = 0. As φ2 · · ·φm annihilates φx and φy, it
also annihilates c′. An application of Proposition 8 on configuration c′ in place of c
shows that O(c′) is deterministic in direction −u. (Note that −u is not perpendicular
to vj for any j 6= 1, because v1 and vj are not parallel and −u is perpendicular to v1.)
Due to the determinism, c′|H = 0 implies that c′ = 0, that is, φx = φy.
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Second, φei1 = φei2 for all i1, i2 ∈ {1, . . . , n}: By Lemma 11 we know that φdi1 = φdi2 .
By continuity of the function c 7→ φc we then have

φei1 = φ limj→∞ τkj
(di1) = limj→∞ φτkj

(di1) = limj→∞ τkj
(φdi1)

=

φei2 = φ limj→∞ τkj
(di2) = limj→∞ φτkj

(di2) = limj→∞ τkj
(φdi2)

Because e1 = x, we have shown that e1, . . . , en and y all have the same product with φ.
(ii) Pairwise distinctness: First, y and e1 = x are distinct by the initial choice of x

and y. Next, let i1, i2 ∈ {1, . . . , n} be such that i1 6= i2. Let t ∈ Z2 be arbitrary
and consider the translated discrete box B′ = B − t. By Lemma 11(b) we have
τkj (di1)|B′ 6= τkj (di2)|B′ for all j ∈ N, so taking the limit as j −→ ∞ gives ei1 |B′ 6=
ei2 |B′ . This proves that ei1 6= ei2 . Moreover, by taking t such that B′ ⊆ H we see
that y|B′ = x|B′ = e1|B′ 6= ei|B′ for i ≥ 2, so that y is also distinct from all ei with
i ≥ 2. J

The following proposition captures the result established above.

I Proposition 13. Let c be a configuration with a non-trivial annihilator. If u is a one-sided
direction of determinism in O(c) then there is a configuration d ∈ O(c) such that u is a
two-sided direction of determinism in O(d). J

Now we are ready to prove Theorem 3.

Proof of Theorem 3. Let c be a two-dimensional configuration that has a non-trivial an-
nihilator. Every non-empty subshift contains a minimal subshift [3], and hence there is a
uniformly recurrent configuration c′ ∈ O(c). If O(c′) has a one-sided direction of determ-
inism u, we can apply Proposition 13 on c′ and find d ∈ O(c′) such that u is a two-sided
direction of determinism in O(d). But because c′ is uniformly recurrent, O(d) = O(c′), a
contradiction. J

5 Periodicity in low complexity subshifts

In this section we prove Theorem 4. Every non-empty subshift contains a uniformly recurrent
configuration, so we can safely assume that c is uniformly recurrent.

Our proof of Theorem 4 splits in two cases based on Theorem 3: eitherO(c) is deterministic
in all directions or for some u it is non-deterministic in both directions u and −u. The first
case is handled by the following well-known corollary from a theorem of Boyle and Lind [4]:

I Proposition 14. A configuration c is two-periodic if and only if O(c) is deterministic in
all directions. J

For the second case we apply the technique by Cyr and Kra [7]. This technique was also
used in [11] to address Nivat’s conjecture. The result that we read from [7, 11], although it
is not explicitly stated in this form, is the following:

I Proposition 15. Let c be a two-dimensional uniformly recurrent configuration that has
low complexity with respect to a rectangle. If for some u both u and −u are directions of
non-determinism in O(c) then c is periodic in a direction perpendicular to u.

Let us prove this proposition using lemmas from [11]. We first recall some definitions,
adjusted to our terminology. Let D ⊆ Z2 be non-empty and let u ∈ Z2 \ {0}. The edge
Eu(D) of D in direction u consists of the cells in D that are furthest in the direction u:

Eu(D) = {v ∈ D | ∀x ∈ D 〈x,u〉 ≤ 〈v,u〉}.
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We call D convex if D = C ∩Z2 for a convex subset C ⊆ R2 of the real plane. For D,E ⊆ Z2

we say that D fits in E if D + t ⊆ E for some t ∈ Z2.
The (closed) stripe of width k perpendicular to u is the set

Sk
u = {x ∈ Z2 | − k < 〈x,u〉 ≤ 0}.

Consider the stripe S = Sk
u. The reader can refer to Figure 2 for an illustration of a closed

stripe, the only difference being the inclusion of the upper boundary of S. Clearly its edge
Eu(S) in direction u is the discrete line Z2 ∩ L where L ⊆ R2 is the real line through 0 that
is perpendicular to u. The interior S◦ of S is S \ Eu(S), that is, S◦ = {x ∈ Z2 | − k <
〈x,u〉 < 0}.

A central concept from [7, 11] is the following. Let c be a configuration and let u ∈ Z2\{0}
be a direction. Recall that Patt(c,D) denotes the set of D-patterns that c contains. A finite
discrete convex set D ⊆ Z2 is called u-balanced in c if the following three conditions are
satisfied, where we denote E = Eu(D) for the edge of D in direction u:
(i) |Patt(c,D)| ≤ |D|,
(ii) |Patt(c,D)| < |Patt(c,D \ E)|+ |E|, and
(iii) |D ∩ L| ≥ |E| − 1 for every line L perpendicular to u such that D ∩ L 6= ∅.
The first condition states that c has low complexity with respect to shape D. The second
condition implies that there are fewer than |E| different (D \ E)-patterns in c that can be
extended in more than one way into a D-pattern of c. The last condition states that the
edge E is nearly the shortest among the parallel cuts across D.

I Lemma 16 (Lemma 2 in [11]). Let c be a two-dimensional configuration that has low
complexity with respect to a rectangle, and let u ∈ Z2 \ {0}. Then c has a u-balanced or a
(−u)-balanced set D ⊆ Z2.

A crucial observation in [7] connects balanced sets and non-determinism to periodicity.
This leads to the following statement.

I Lemma 17 (Lemma 4 in [11]). Let d be a two-dimensional configuration and let u ∈ Z2\{0}
be such that d admits a u-balanced set D ⊆ Z2. Assume there is a configuration e ∈ O(d)
and a stripe S = Sk

u perpendicular to u such that D fits in S and d|S◦ = e|S◦ but d|S 6= e|S.
Then d is periodic in direction perpendicular to u.

With these we can prove Proposition 15.

Proof of Proposition 15. Let c be a two-dimensional uniformly recurrent configuration that
has low complexity with respect to a rectangle. Let u be such that both u and −u are
directions of non-determinism in O(c). By Lemma 16 configuration c admits a u-balanced
or a (−u)-balanced set D ⊆ Z2. Without loss of generality, assume that D is u-balanced
in c. As O(c) is non-deterministic in direction u, there are configurations d, e ∈ O(c) such
that d|Hu = e|Hu but d(0,0) 6= e(0,0). Because c is uniformly recurrent, exactly the same finite
patterns appear in d as in c. This means that D is u-balanced also in d. From the uniform
recurrence of c we also get that e ∈ O(d). Pick any k large enough so that D fits in the
stripe S = Sk

u. Because 0 ∈ S and S◦ ⊆ Hu, the conditions in Lemma 17 are met. By the
lemma, configuration d is p-periodic for some p that is perpendicular to u. Because d has
the same finite patterns as c, it follows that c cannot contain a pattern that breaks period p.
So c is also p-periodic. J

Now Theorem 4 follows from Propositions 14 and 15, using Theorem 3 and the fact that
every subshift contains a uniformly recurrent configuration.
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Proof of Theorem 4. Let c be a two-dimensional configuration that has low complexity
with respect to a rectangle. Replacing c by a uniformly recurrent element of O(c), we may
assume that c is uniformly recurrent. Since c is a low-complexity configuration, by Lemma 1
it has a non-trivial annihilator. By Theorem 3 there exists c′ ∈ O(c) such that O(c′) has
no direction of one-sided determinism. If all directions are deterministic in O(c′), it follows
from Proposition 14 that c′ is two-periodic. Otherwise there is a direction u such that both
u and −u are directions of non-determinism in O(c′). Now it follows from Proposition 15
that c′ is periodic. J

6 Conclusions

We have demonstrated how the low local complexity assumption enforces global regularities
in the admitted configurations, yielding algorithmic decidability results. The results were
proved in full details for low complexity configurations with respect to an arbitrary rectangle.
The reader can easily verify that the fact that the considered shape is a rectangle is not used
in any proofs presented here, and the only quoted result that uses this fact is Lemma 16.
A minor modification in the proof of Lemma 16 presented in [11] yields that the lemma
remains true for any two-dimensional configuration that has low complexity with respect to
any convex shape. We conclude that also all our results remain true if we use any convex
discrete shape in place of a rectangle.

If the considered shape is not convex the situation becomes more difficult. Theorem 4 is
not true for an arbitrary shape in place of the rectangle but all counter examples we know are
based on periodic sublattices [5, 8]. For example, even lattice cells may form a configuration
that is horizontally but not vertically periodic while the odd cells may have a vertical but
no horizontal period. Such a non-periodic configuration may be uniformly recurrent and
have low complexity with respect to a scatted shape D that only sees cells of equal parity. It
remains an interesting direction of future study to determine if a sublattice structure is the
only way to contradict Theorem 4 for arbitrary shapes. We conjecture that Corollaries 5
and 6 hold for arbitrary shapes, that is, that there does not exist a two-dimensional low
complexity aperiodic SFT. A special case of this is the recently solved periodic cluster tiling
problem [2, 12].

References

1 R. Berger. The Undecidability of the Domino Problem. Memoirs of the American Mathematical
Society. American Mathematical Society, 1966.

2 S. Bhattacharya. Periodicity and decidability of tilings of Z2. ArXiv e-prints, February 2016.
arXiv:1602.05738.

3 George D. Birkhoff. Quelques théorèmes sur le mouvement des systèmes dynamiques. Bulletin
de la Société Mathématique de France, 40:305–323, 1912. doi:10.24033/bsmf.909.

4 Mike Boyle and Douglas Lind. Expansive subdynamics. Transactions of the American
Mathematical Society, 349(1):55–102, 1997. URL: http://www.jstor.org/stable/2155304.

5 Julien Cassaigne. Subword complexity and periodicity in two or more dimensions. In Grzegorz
Rozenberg and Wolfgang Thomas, editors, Developments in Language Theory. Foundations,
Applications, and Perspectives. Aachen, Germany, 6-9 July 1999, pages 14–21. World Scientific,
1999. doi:10.1142/9789812792464_0002.

6 T. Ceccherini-Silberstein and M. Coornaert. Cellular Automata and Groups. Springer Mono-
graphs in Mathematics. Springer Berlin Heidelberg, 2010.

STACS 2020

http://arxiv.org/abs/1602.05738
https://doi.org/10.24033/bsmf.909
http://www.jstor.org/stable/2155304
https://doi.org/10.1142/9789812792464_0002


14:12 Decidability and Periodicity of Low Complexity Tilings

7 Van Cyr and Bryna Kra. Nonexpansive Z2-subdynamics and Nivat’s Conjecture. Transactions
of the American Mathematical Society, 367(9):6487–6537, February 2015. doi:10.1090/
s0002-9947-2015-06391-0.

8 Jarkko Kari and Etienne Moutot. Nivat’s conjecture and pattern complexity in algebraic
subshifts. Theoretical Computer Science, 2019. doi:10.1016/j.tcs.2018.12.029.

9 Jarkko Kari and Michal Szabados. An Algebraic Geometric Approach to Nivat’s Conjecture.
In Magnús M. Halldórsson, Kazuo Iwama, Naoki Kobayashi, and Bettina Speckmann, editors,
Automata, Languages, and Programming - 42nd International Colloquium, ICALP 2015, Kyoto,
Japan, July 6-10, 2015, Proceedings, Part II, pages 273–285. Springer, 2015.

10 M. Nivat. Keynote address at the 25th anniversary of EATCS, during ICALP 1997, Bologna,
1997.

11 Michal Szabados. Nivat’s conjecture holds for sums of two periodic configurations. In
A Min Tjoa, Ladjel Bellatreche, Stefan Biffl, Jan van Leeuwen, and Jiří Wiedermann, editors,
SOFSEM 2018: Theory and Practice of Computer Science, pages 539–551, Cham, 2018.
Springer International Publishing.

12 Mario Szegedy. Algorithms to tile the infinite grid with finite clusters. In 39th Annual
Symposium on Foundations of Computer Science, FOCS ’98, November 8-11, 1998, Palo Alto,
California, USA, pages 137–147. IEEE Computer Society, 1998. doi:10.1109/SFCS.1998.
743437.

13 H. Wang. Proving theorems by pattern recognition – II. The Bell System Technical Journal,
40(1):1–41, 1961. doi:10.1002/j.1538-7305.1961.tb03975.x.

https://doi.org/10.1090/s0002-9947-2015-06391-0
https://doi.org/10.1090/s0002-9947-2015-06391-0
https://doi.org/10.1016/j.tcs.2018.12.029
https://doi.org/10.1109/SFCS.1998.743437
https://doi.org/10.1109/SFCS.1998.743437
https://doi.org/10.1002/j.1538-7305.1961.tb03975.x

	Introduction
	Preliminaries
	Algebraic concepts
	Dynamical systems concepts

	Our results
	Removing one-sided determinism
	Periodicity in low complexity subshifts
	Conclusions

