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Abstract—A comparison of four decoding methods for a Chipless 

RFID system was executed by analyzing the read success rate of a 

frequency-position coding tag with 12-bit of capacity. Scattering 

parameter measurements have been performed in a real 

environment, using a fixed antenna, with the tag moving within a 

30×30×30 cm3 volume. Optimal parameters have been obtained 

based on the decoding success rates of the practical 

measurements, for background calibration, time-gating, Short 

Time Fourier Transform (STFT) and Short Time Prony Analysis 

(STPA) methods. STFT and time-gating showed the best volume 

reading performance. Time-gating has been found to be the best 

decoding method for the chipless RFID system employed, as it 

presented the best performance amongst the other methods while 

being a less complex, 1-D, approach. 

 

Index Terms— Chipless RFID, Measurement, Prony, RCS, 

Reading Volume, Spectrogram, STFT, Tag Characterization, 

Time-Gating, UWB. 

I. INTRODUCTION 

FID technology is an ever-advancing subject, with an 

increasing range of applications, and its use is interesting 

for automatic identification and tracking systems, which can 

be seen in a variety of domains, such as warehousing, 

packaging [1] wholesale, retail, security, military, post offices, 

toll collection, ticketing, smart cards, smart documents, access 

control, health care, pharmaceutical [2], [3], library 

management, among others [4]–[9]. However the majority of 

these applications are mostly implemented using barcodes, QR 

codes and magnetic cards [10].  

Besides automatic identification and tracking, RFID is 

consolidating itself in the sensor domain, as RFID tags allow 

for measuring several different physical parameters, and 

detecting variations in the environment [11], their use is of 

interest for various domains which profit from wireless 

sensors, such as temperature, humidity and gas sensors, 
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industrial robotics [6], videogames [12], precision medicine 

[13], precision agriculture [14] and more. The domain of 

Internet of Things (IoT) is one in which the sensor and 

identification characteristics of RFID become very interesting, 

and it has generated a great amount of attention towards the 

technology thanks to the advantages it presents in comparison 

with others [6]. Nonetheless, a limiting factor to the 

dominance of RFID is the cost of the tag, primarily linked to 

the cost of the chip considering the fact that a traditional 

passive RFID tag costs around US$ 0.15 – 0.5 to be produced 

[15]–[17].  

In the context of different classes of tags being needed for 

different applications, in regard to their particular 

specifications (capacity, size, cost, reliability, security…), 

Chipless RFID technology presents characteristics that make it 

an attractive solution for several automatic detection, 

identification and sensing purposes. It allows non-line-of-sight 

reading and sensing capability, it can have read ranges of up to 

1 m. The fabrication of Chipless tags presents a competitive 

cost – estimated to be US$ 0.005 for large scale production – 

since it does not have a silicon microchip embedded into it 

[16], [17].  Finally, it provides a relatively high robustness in 

harsh environments when compared to traditional RFID [9], 

[18]. 

To implement a Chipless RFID system in an industrial 

environment, a complete system is needed, with robust 

decoding capacity, while taking international regulations into 

account [18]. 

In the literature, most of the attention is turned onto the tag 

design and characteristics, for example: tags with depolarizing 

characteristics, aiming to reduce the effect of environment 

reflections [19]–[21]; compact tag designs for small surfaces 

[22]–[25]; tags that are rotation-independent and can be read 

at any orientation with respect to the reader [21], [26], [27]; 

tags with high coding capacity [16], [22], [23]; printable tags, 

which have potential to be very inexpensive and marketable 

[6], [28]–[31]; tags with sensor capabilities such as rotation 

sensing, structural health monitoring for buildings and sensing 

of multiple environmental and material parameters [20], [32]–

[36]; alongside different tag designs with specific intents such 

as to mimic QR codes or alphabetic letters [31], [37].  

However, the performance of a chipless system still 

depends on the decoding algorithm used by the reader to 
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decode the ID of a tag. This paper evaluates the performance 

of the classical post-processing algorithms available in the 

literature to decode a Chipless RFID tag from the same 

dataset. Our approach has, therefore, been a practical one, in 

which we compare the different decoding techniques in terms 

of overall reading success rate for a tag displaced inside a 

given volume. 

This paper is an extension of [38], in which two decoding 

methods for cross-polarization Chipless RFID tags were 

compared, based on the tag’s overall detectability and correct 

decoding as it was placed and measured in 29,791 different 

positions within a 30×30×30 cm
3 

volume, with a monostatic 

cross-polarization setup. Here the work is extended by 

applying four different types of decoding methods to the 

extensive set of measurements. Each method can be 

categorized as a 1-D or 2-D approach, in terms of how the 

information is decoded.  

The methods vary in complexity, the 1-D methods being 

less complex than the 2-D methods. Decoding with 1-D 

methods analyzes the frequency-domain (FD) values of the 

𝑆21 parameter measured, and for these, the amplitude FD 

representations show the peaks corresponding to the 

resonances of the tag. In the 2-D methods, the measurement is 

represented in the form of spectrograms or histograms.  

The decoding methods analyzed are:  
 

1. Background Calibration – subtraction of an empty 
reference measurement (i.e., measured in the absence 
of tag) and extraction of ID (identification) from the 
peak apexes of FD signal; 

2. Time-Gating – in addition to the background 
calibration, use of a temporal window to discard the 
unwanted parts (i.e., reflection from tag’s holder and 
surrounding objects) in TD signal and extraction of ID 
from the peak apexes of FD signal; 

3. Short Time Fourier Transform (STFT) – use of STFT 
averaging on TD signal and extraction of ID from the 
peak apexes of averaged FD signal; 

4. Short Time Prony Analysis (STPA) – use of STPA on 
TD signal and extraction of ID from the maximum 
probable bins of extracted poles’ histogram. 

We are able to determine the advantages and drawbacks in 

using each type of decoding, and we point out that the 

performance of STPA for chipless RFID tag detection has 

never been discussed before. 

The paper is divided as follows: in Section II we describe 

the operation of a chipless RFID system, detailing how a 

chipless RFID tag can contain and transmit information, and 

the measurement bench set up for this work is also described. 

In Section III and IV, the different decoding approaches 

applied are detailed, dividing them into the two categories 1-D 

and 2-D; Section V is reserved for the results obtained and the 

analyses; and in Section VI, the conclusions about the study 

are drawn. 

II. CHIPLESS RFID AND MEASUREMENT SETUP 

A. Chipless RFID 

A chipless RFID system works as follows: the reader, 

which operates following UWB regulations [18], generates 

and transmits a flat ultra-wideband (UWB) signal. Then, the 

signal reaches the tag and is backscattered carrying the tag’s 

information. Finally, the reflected signal is received at the 

reader antenna and is decoded – the information 

corresponding to a unique identifier from a database. The tag 

in a chipless RFID system is fully passive, and it can be 

categorized according to the type of encoding to which it 

resorts: frequency-coding, time-coding, image-based or hybrid 

coding [21].  

Frequency-coding (FC), also known as frequency- position 

coding, frequency-based and frequency-domain coding, 

corresponds to the way the information is embedded in the 

spectral signature of the  tag. In this case, the tag produces 

either notches or peaks in the FD representation of the 

backscattered signal, depending on the tag geometry. These 

types of tags convey information by using the 

presence/absence of the resonances in determined positions as, 

for example, ‘1’/‘0’ in a binary code [19]–[40]. This is the 

type of tag used in this work. 

Time-coded (TC), time-based, or time-domain 

reflectometry (TDR) tags, in the other hand, code information 

through the use of the multiple time-delayed reflections 

produced in the backscattered signal in the time-domain (TD) 

[41], [42]. 

In Image-based and spatial-based chipless RFID,  the 

information is coded with use of the relative position between 

the resonators, in order to identify the tag through its form, 

rather then its resonant frequency. For example, through the 

presence/absence of a resonator in a given position being read 

as ‘1’/’0’ –[43]–[48]; or by stacking different dielectrics, the 

EM-imaging of a multilayered dielectric structure can be used 

to identify an individual tag [49], [50].   

Hybrid coding is achieved by combining two or more 

factors with the goal of increasing the information capacity of 

the tag [51]. The different parameters used for hybrid coding 

can be  angle/polarization [25], [51], [52], phase [16], RCS 

magnitude [53], [54], attenuation level [55], and it can also be 

combined with a time-coding approach [56], [57]. The 

different types of hybrid coding can entail an increase of the 

complexity of the reader [46].  

Since the chipless tag is a passive linear device with no 

RCS time modulation, when reading in a real environment, a 

number of difficulties arise:  
 

1. The signal power backscattered from the tag is very low, 

and this is combined with the path loss which increases 

with the distance between the reader antenna and the tag;  

2. Usualy, there is a strong coupling between  the emitting 

and receiving signals at the reader front-end part;  

3. The reflection from the tag contains not only the resonant 

signal conveying information, but also part of the 

interrogating signal is reflected back from the tag in a 

quasi-optical fashion, generating noise;  
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4. The environment generates a lot of noise, such as EM 

interference and multipath fading, due to the objects and 

walls in the surroundings; 

5. The interference due to the presence of wireless networks 

is also an issue inside an office environment. 
 

To reduce the impact from the issues mentioned above, 

some techniques can be applied, most are done through signal 

post-processing.  

Taking into account the two first issues, a depolarizing 

chipless RFID tag is used, which suppresses the deteriorating 

co-polarized interferences [19]. Since whenever a signal is 

transmitted in a given direction, it is not only reflected by the 

tag, but also gets reflected off the surroundings, resulting in a 

low signal-to-noise ratio (SNR). When performing a cross-

polarization reading, the reader emits a signal with a given 

polarization (e.g. horizontal) and receives the signal in the 

orthogonal direction (in this case, vertical). Nonetheless, for 

the tag’s spectral signature to be identified, the tag must be 

depolarizing, reveiving the horizontally-polarized signal and 

backscattering part of it in the vertical polarization. 

To mitigate the coupling effects from the antenna, a 

calibration technique can be used. The calibration consists of 

performing an ‘empty’ measurement, without the presence of 

the tag, and subtracting it from the measurements with the tag 

[18], [19], as such 
 

𝑆21
𝑏𝑎𝑐𝑘𝑔.𝑐𝑎𝑙𝑖𝑏

= 𝑆21
tag

− 𝑆21
back 

 

(1) 

in which 𝑆21
𝑡𝑎𝑔

 corresponds to the 𝑆21 measured in presence of 

the tag, 𝑆21
back is the “empty” measurement, without the tag. 

This is known as background calibration, or environment 

subtraction. 

 As mentioned, part of the reader interrogating signal is 

specularly reflected back from the tag; this first scattering 

mechanism is called the tag’s structure mode and depends 

only on the tag’s geometry and materials. Another part of the 

energy is stored by the tag’s structure and is backscattered 

following a process that extends in time and depends of the 

quality factor of the structure. This second phenomenon is the 

tag’s antenna mode, and it is the mechanism that conveys 

information, through resonance [18], [19]. One way to counter 

this effect is through the use of time-gating (or time-

windowing), where the TD signal backscattered from the tag 

is not completely used, but only a window of the complete TD 

signal is selected, which ideally should have a large portion of 

resonant content [58]. 

We point out that the frequency-encoded tag can be read 

with a reader operating in time or in frequency to get the same 

information [18]. In the case of a time-based reader, the reader 

receives the full TD signal which inherently contains the 

structure mode and the antenna mode, as well as additive 

background noise and noise due to multipath. The same is for 

a frequency-based reader, once applied the Inverse Fast 

Fourier Transform (IFFT) to the tag’s response. 
 

B. Chipless RFID Tag 

The tag used for this work was the depolarizing tag 

introduced in [19], which can be seen in Fig. 1. It is based on 

RF encoding particles [40] and consists of eight independent 

resonators, where each resonator is composed of a set of five 

identical shorted dipoles, oriented at 45°. One resonance 

between 3 GHz and 7 GHz is associated to each resonator, and 

the code of the tag is determined by the allocation of all the 

resonances. The tag was realized with 35 µm-thick copper 

with a 0.8 mm RO4003 substrate (𝜖𝑅 = 3.55, tan 𝛿 =
0.0025) and a copper ground plane. The total surface of the 

tag is 85 mm × 53 mm.  
         

 
Fig. 1.  Frequency-coded chipless RFID tag used [19]. 

An example of the FD signal backscattered from the tag can 

be seen in Fig. 2(b). The tag uses frequency-coding described 

as follows: the bandwidth from 3 GHz and 6 GHz is divided in 

6 bands of 400 MHz (vertical black lines in Fig. 2(b)), and 

each of these bands is divided in 4 sub-bands of 100 MHz 

(dashed black lines). The decoding of the tag is done through 

the use of a script which, for every measurement performed, 

simply evaluates the position of the highest peak inside each 

band and, according to in which of the four sub-bands it is 

located, attributes a binary value for each resonance. Thus, 

any peaks besides the highest in each band are discarded and if 

a highest peak is seen in an ‘incorrect’ band, the code obtained 

will be erroneous.  

We have considered only the six first resonators, due to the 

lower SNR observed for the higher frequencies for distances 

greater than 10 cm. 

The information capacity for an FC tag is given by the 

formula   
 

𝐶 = 𝑁 ⋅ log2 𝐹 (2) 
 

in which 𝐹 is the number of possible frequency slots per 

resonator, and 𝑁 corresponds to the number of resonators. 

Thus the coding capacity of the tag used in this study is 
 

6 ⋅ log2 4 = 12 bits. 
 

As an example, the blue curve in Fig. 2(b) corresponds to 

the decoding with background calibration, whereas the red 

curve is the decoding without background calibration. The 

green rectangles indicate the ‘correct’ sub-bands for the used 

tag (which has ID = 00.00.00.00.00.00). We can see that the 

signal with background calibration is correctly decoded at the 

given position, whereas the decoding without background 

calibration results in an error, with the 3
rd

 and 6
th

 resonant 
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peaks being mistakenly detected in different sub-bands, 

indicated in red. The erroneous decoding yields ID = 

00.00.11.00.00.10. 

C. Measurement Bench 

The measurement setup is shown in Fig. 3. It was 

assembled in a real environment, surrounded by objects and 

walls in all directions, without use of any EM absorbent 

material.  

The antenna used is a dual-polarization wideband open-

boundary quad-ridge horn (SATIMO QH2000). It operates in 

the 2–32 GHz band and has gain varying from 6 dBi to 11 dBi 

inside our interest bandwidth, from 3 to 7 GHz. The antenna 

was positioned facing upwards on a fixed arm, in a monostatic 

configuration. The mechanical arm had a width of 5 cm.  

The frequency-based reader was emulated by using a vector 

network analyzer (VNA) FieldFox Handheld Microwave 

Analyzer (Keysight N9918A) with 0 dBm output power. Port 

1 of the reader was connected to the vertical polarization port 

of the antenna, and the port 2 was connected to the horizontal 

polarization port of the same antenna. So port 1 (vertical) 

operated in transmission while port 2 (horizontal) operated in 

reception, and the S21-parameter corresponds to a 

measurement in cross-polarization (VH).  

 

 
(a) 

 
 

 
(b) 

 
 

Fig. 2.  (a) Difference between the raw time-domain signal (in red) and the 

background-calibrated signal (in blue) measured at position (0,0,10) cm; (b) 

Frequency-domain representation, raw (in red) and background-calibrated (in 

blue);   

The tag was placed facing downwards, on the end of a 

mechanical moving arm controlled by software (see Fig. 3). 

The tag’s initial position was centered in front of the antenna, 

at a distance of 0.2 cm. This is determined as the initial 

position of the tag, given by coordinates (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) = (0,0,0).  

The mechanical arm was displaced in steps of 1 cm in the   

x-, y- and z- axes, once at a time, with one measurement being 

performed for each position inside the cube determined by 

−15 ≤ 𝑥 ≤ 15; −15 ≤ 𝑦 ≤ 15; 0 ≤ 𝑧 ≤ 30 (in cm).  
 

 
Fig. 3.  Setup Configuration. 

For each position, the response of the tag was measured and 

stored. A single “empty” measurement, without presence of 

the tag, was taken, to be used for the decoding techniques 

which perform background calibration. The campaign 

amounted to a total of 29,791 measurements. 

The volume in which the tag was measured is represented 

by the blue box in Fig. 3, where a coordinate system (shown in 

red) is positioned at point (0, 0, 0). A close-up view of the 

antenna and the tag attached to the mechanic arm is seen in the 

top-right corner. Both the VNA and the mechanical arm are 

controlled by a computer (PC). 

All the measurements performed inside the described 

volume were decoded individually and automatically, 

following four methods, described in the following two 

sections. The same set of measurements was used, only the 

decoding process is changed. 

III. 1-DIMENSIONAL DECODING TECHNIQUES 

In this Section, we present the implementation of two 1-D 

amplitude-based decoding approaches, i.e. background 

calibration and time-gating. 

A. Background Calibration 

As mentioned previously, background calibration can be 

used to reduce the coupling effects from the antenna. In the 

case presented, we have performed a single ‘empty’ 𝑆21 

measurement, without the tag, and with the arm’s edge 

positioned in the center of the evaluated volume – 

corresponding to position (𝑥𝑒 , 𝑦𝑒 , 𝑧𝑒) = (0, 0, 15) – and this 

same measurement is used for the background calibration of 

all the measurements with the tag in all the 29,791 positions. 
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When applying more complex decoding techniques together 

onto a background-calibrated set of measurements (as 

presented in following subsections), the same single ‘empty’ 

measurement is used, as was presented here. 

In Fig. 2(a) and 2(b) we can observe an example of a 

measurement performed at position (0,0,10). In Fig. 2(a), we 

can see its TD representation, and that the background 

calibration eliminates the initial pulse present in the first 0.5 ns 

of the received signal, which is mostly due to the antenna 

coupling. In Fig. 2(b) we observe the FD representation, and it 

can be seen that, since the tag is centered in front of the 

antenna, the background calibration has a very positive impact 

on the detection of the tag’s correct ID (correct frequency slots 

highlighted in green, as mentioned in Section II.B). We also 

observe that the average amplitude of the raw measurement is 

higher (about +10 dB), however, this is due to the antenna 

coupling, which increases the signal’s power density but 

contains no information. This reduces the tag’s detectability as 

it reduces the SNR and the frequency peaks from the raw 

measurement have a smaller dynamic range.  

 

 
(a) 

 
(b) 

Fig. 4.  Positions where the tag was successfully read (in red) for the same 
plane, at z = 10 cm. (a) With background calibration; (b) with time-gating and 

background calibration.  

 

Evidently, since the mechanic arm was displaced together 

with the tag, the background measurement did not take this 

into account and for this it adds error to the background 

calibration, especially for positions in which the arm is in front 

of the antenna.  

In Fig. 4(a) we observe the 30×30 cm
2
 plane (for distance 

𝑧 =  10 cm) in which the tag was measured and decoded with 

background calibration. The filled squares correspond to the 

positions where the tag was successfully read. We can see 

there is a region around 𝑥 = 0 and  𝑦 < 0 in which there are 

no correct readings of the tag, this corresponds to where the 

mechanic arm was over the antenna during the ‘empty’ 

measurement, which is highlighted in Fig. 4(a). Once this 

object is no longer at the same position, this decoding 

approach deteriorates.  

For example, in Fig. 5(a) the TD signal of background-

calibrated measurement performed at position (-2, -2, 10) can 

be seen (in blue), in this case, it is clear that the calibration 

was not effective to remove the large first pulse due to the 

initial reflection, and the result is an incorrect reading of the 

tag in that position, as seen in Fig. 5(b) (blue curve), hence the 

need for time-gating to increase the system’s performance, as 

further discussed in the next section.  
 

 
(a) 

 

 
(b) 

 

Fig. 5.  Example of time signal with time-gating (in red) and without (in blue). 
Measurement taken at position (-2, -2, 10) cm. (a) Time signal, window 
starting at tstart = 2.5 ns and ending at tstop = 12.5 ns. (b) Frequency 
representation, with correct code detected (black numbers) with time-gating 
and incorrect code detected with only background calibration (red numbers).  
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Background calibration is then applied on all 29,791 

measurements within the 30 × 30 × 30 cm
3
 volume. Fig. 6(a) 

presents the 3D reading performance of the decoding with 

background calibration. The color scheme indicates the 

success rate obtained in each z-plane, blue being the lowest 

values obtained and red the highest. The obtained success rate 

in full volume is 7.29%. The maximum success rate of 13.84% 

is obtained at 𝑧 = 12 cm. 

 

 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

 

 

(b) 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

(c) 

 

 

 

 

 

 

 

 

 

 

(d) 

 

 

 

 
 
 
 
 
 
 

(e) 
 

 

 

Fig. 6.  3D Success Rate inside 30 × 30 × 30 cm3 volume using different 
decoding methods. The color scheme indicates the success rate for each xy-

plane:   (a) Raw Amplitude; (b) Background Calibration; (c) Background 

Calibration and Time-Gating; (d) Background Calibration and STFT; (e) 
Background Calibration and STPA. 

 

 

B. Time-Gating  

The second method consists of employing time-gating onto 

the background-calibrated signals. Since we used a VNA, the 

𝑆21 was measured, and thus it is given as a set of amplitude 

values for each frequency. To perform time-gating we must 

extract the signal’s IFFT, to obtain its’s TD representation, 

and then select a time-window from this signal, to which the 

Fast Fourier Transform (FFT) is applied in order to bring it 

back to the FD.  

The backscattered signal from a chipless tag is a combined 

response including the antenna coupling, the tag’s substrate, 

the tag’s scatterer and the background (see [41]). With a static 

background, the background subtraction procedure can merely 

mitigate the antenna coupling and the response from the static 

objects. In practical cases, the backscattered signal part from 

the mobile objects is very difficult to be removed by 

background subtraction. Also, the background subtraction 

procedure might not help in removing the direct optical 

reflections [initial pulse caused by the tag’s substrate as shown 
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in Fig. 5(a)]. This structure mode of the chipless RFID tag 

causes the dislocation of the peak apexes, which ultimately 

causes the unsuccessful decoding [see blue line and red areas 

in Fig. 5(b)]. It is important to note that we have used only one 

clutter signal measured at (0,0,15) for the background 

calibration of all the tag measurements of 29,791 positions. 

For this reason, some of part of clutter is still present even 

after the background calibration. It is why, the application of 

the time-windowing on the background-calibrated signals 

produces the successful decoding [see red line and green areas 

in Fig. 5(b)]. 

The window used for time-gating was a simple 

rectangular window, with sharp transition, corresponding to a 

rectangle function starting at time 𝑡𝑠𝑡𝑎𝑟𝑡 and stopping at 

𝑡𝑠𝑡𝑎𝑟𝑡 + 𝑇, as defined by 
 

     rect (
𝑡−𝑡𝑠𝑡𝑎𝑟𝑡

𝑇
−

1

2
) = {

1, 𝑡𝑠𝑡𝑎𝑟𝑡 ≤ 𝑡 ≤ 𝑡𝑠𝑡𝑎𝑟𝑡 + 𝑇
0, elsewhere

              (3) 

 

It has been optimized to increase the overall decoding 

success considering all the measurement results. We point out 

that a ‘success’ is determined by the correct reading of the 12 

bits, and the term success rate is used here to indicate the 

percentage of positions in which the tag is read. Thus, we have 

calculated the success rate inside the total volume for various 

different time-windows applied, and selected the best window, 

which is applied for all the measurements.  

Fig. 7 shows different success rates as a function of the 

beginning time, 𝑡𝑠𝑡𝑎𝑟𝑡, for different window durations, 𝑇 = 6 

ns, 8 ns, 10 ns and 12 ns. Note that the optimal 𝑡𝑠𝑡𝑎𝑟𝑡 obtained 

was 2.75 ns for a window duration 𝑇 = 10 ns.  

For the environment we have presented, the larger the 

window, higher is the success rate. Nonetheless, for durations 

larger than 10 ns, the increment is no longer significant. 

However, for harsher environments – for example with the 

presence of more objects and closer walls – multipath 

reflections can occur, so shorter window duration would have 

to be considered.  
 

 
Fig. 7.  Optimization study of the window used for time-gating, in terms of 
success rate and tstart, for different window durations (T = 6 ns, 8 ns, 10 ns, 12 

ns). Optimal tstart obtained is 2.75 ns and T = 10 ns.  

An example of a TD signal measured at position 

(−2, −2, 10) cm can be seen in Fig. 5(a). The blue curve 

corresponds to the full TD signal – only with background 

calibration – whereas the red curve corresponds to the time-

gating signal. It can be seen that the chosen window excludes 

the first part of the signal, which corresponds to the structure 

mode, and thus contains no information. This part is not 

excluded just by performing the background calibration, since 

it is due to the reflection on the tag.  

In Fig. 5(b) the response in frequency for the same case is 

shown, the blue curve corresponds to the decoding without 

time-gating whereas the red curve is the decoding with time-

gating. We can see that the signal with time-gating is 

significantly smoother, with less noise, and that it is correctly 

decoded at the given position, whereas the decoding with only 

background calibration results in an error, with the 2
nd

 and 3
rd

 

resonant peaks being mistakenly detected in different sub-

bands, indicated in red. The erroneous decoding yields ID = 

00.00.10.01.00.00. 

Fig. 4 shows the read success rate for the plane 𝑧 =  10 cm, 

using only background calibration [Fig. 4(a)] and background 

calibration and time-gating [Fig. 4(b)]. We can see that the 

‘blind spot’ around 𝑥 = 0 and  𝑦 < 0, in Fig. 4(a) is corrected 

with the use of the optimized time-gating. Comparing Fig. 4(a) 

and 4(b), it can be seen that with time-gating, the area where 

the tag is correctly identified is larger, which means a greater 

success rate. For this particular reading plane, the rate 

increases from 9.68% to 24.1% with addition of time-gating. 

We also notice that the area with time-gating is more 

symmetrical in relation to the antenna’s center, approximating 

a circle.  

Time-gating is then applied on all 29,791 measurements, 

with background calibration, within the 30 × 30 × 30 cm
3
 

volume. Fig. 6(c) presents the 3D reading performance of the 

decoding with time-gating. The obtained success rate in full 

volume is 14.99%. The maximum success rate of 26.01% is 

obtained at 𝑧 = 16 cm. 

IV. 2-DIMENSIONAL DECODING APPROACHES 

In this Section, we present the implementation of two 2-D 

time- and frequency-based decoding approaches: STFT and 

STPA. 

A. Short Time Fourier Transform  

To implement the temporal separation based STFT 

averaging decoding method [58] for each axial displacement, 

the VNA-measured FD signal is transformed into a TD signal 

using IFFT. This TD signal is terminated at 100 ns. Then, 

STFT is calculated with a sliding hamming window 𝑤(𝜏) 

using FFT. Parameter 𝜏 is the time index of the sliding 

hamming window, 𝑤(𝜏). Finally, averaging along the time 

axis is performed. For the background-calibrated signal 

measured at position (0, 0, 10) cm, Fig. 8 shows the calculated 

STFT with a sliding hamming window 𝑤(𝜏) of 14 ns. The 

reason behind this choice of 14 ns for the length of 𝑤(𝜏) will 

be explained later in this Section. 
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Fig. 8.  Calculated STFT for calibrated signal (𝑆21
backg.calib

) measured at (0, 0, 

10) cm with a sliding hamming window 𝑤(𝜏) of 14 ns. 
 

In Fig. 8, the black marked region is the averaging window. 

The start time 𝑡start
avg

 of the averaging window can be chosen at 

early time instants of 𝜏. The stop time 𝑡stop
avg

 of the averaging 

window is estimated based on the operating parameters of the 

scatterer exhibiting maximum quality factor, 𝑄max, in the 

design of chipless RFID tag: the frequency of resonance 𝑓rmax 

and 𝑄max, equal to 3.59 GHz and 97.1, respectively, which 

correspond to the second resonator. The selection of stop time 

𝑡stop
avg

 is more significant than 𝑡start 
avg

, as an optimum choice of 

𝑡stop
avg

 defines the accuracy of the decoding. For the calculation 

of 𝑡stop
avg

, first a decaying exponential envelope based on 𝑓rmax 

and 𝑄max, 𝐴𝑒 = 𝑒−(𝜋𝑓rmax/𝑄max)𝜏, is generated. Then 𝑡stop
avg

 is 

selected such that 𝑡stop
avg

= 𝜏|𝐴𝑒= 𝐴 𝑒 
thresh, where 𝐴 𝑒 

thresh is a 

threshold amplitude level. This procedure is shown in Fig. 9, 

in which the calculation of two values 𝑡stop1
avg

 and 𝑡stop2
avg

 with 

𝐴 𝑒 
thresh = 10−1 and 𝐴 𝑒 

thresh = 10−3 is presented, respectively. 

For the STFT presented in Fig. 8, two averaged signals are 

calculated using two values 𝑡stop1
avg

 and 𝑡stop2
avg

 and shown in 

Fig. 10. It can be observed that the averaged signal calculated 

with 𝑡stop1
avg

 (solid line) presents better selectivity than the 

averaged signal calculated with 𝑡stop2
avg

 (dashed line). This 

better selectivity is due to the higher SNR at 𝑡stop1
avg

. The 

significance of 𝑡stop1
avg

 will also be highlighted later in this 

Section. For the rest of this Section, unless the contrary is 

stated, the STFT averaging method is applied using 𝑡stop1
avg

. 
 

 
Fig. 9.  Calculation of stop time 𝑡stop

avg
 of averaging window. 

 

 

Fig. 10.  Averaged signals calculated using 𝑡stop1
avg .and 𝑡stop2

avg
 for STFT shown 

in Fig. 8. 

 
The resolution of time and frequency is dependent on the 

proper choice of the length of 𝑤(𝜏) [58]. Fig. 11 presents the 

effect of the length of 𝑤(𝜏) on the reading performance of 

STFT averaging method in the given volume. For both 

background-calibrated signals (𝑆21
backg.calib

) and raw 

uncalibrated signals (𝑆21
tag

), the reading performance improves 

from 11.92% to 14.93% and from 5.73% to 8.89%, 

respectively, as the length of 𝑤(𝜏) increases from 9 ns to 14 

ns. Subsequently, the reading performance falls to 11.5% and 

6.22% at the length of 𝑤(𝜏) equal to 18 ns for background-

calibrated signals and raw uncalibrated signals, respectively. It 

is found that a value of 14 ns is an optimum choice for the 

length of 𝑤(𝜏). For this reason, the length of 𝑤(𝜏) = 14 ns is 

used in the implementation of STFT averaging decoding 

method. 

The STFT averaging decoding method is applied on all 

29,791 background-calibrated measurements, within the 

30 × 30 × 30 cm
3
 volume. Fig. 6(d) presents the 3D reading 

performance of this decoding. The obtained success rate in full 

volume is 14.93%. The maximum success rate of 23.93% is 

obtained at 𝑧 = 15 cm.  

If we were to use 𝑡stop2
avg

 for the calculation of the averaging 

window, the success rate in full volume would be 8.18%, 

showing that the selected 𝑡stop1
avg

 is an optimum choice for the 

calculation of averaging window. 
 

 
Fig. 11.  Effect of the length of 𝑤(𝜏) on the reading performance of STFT 
averaging method in the 30×30×30 cm3 volume. 
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B. Short Time Prony Analysis 

Singularity expansion method (SEM) was proposed by C. 

E. Baum in 1971 [59]. This method has widely been used for 

radar target detection [60]. In TD, Prony analysis is one of the 

techniques to implement SEM. Prony analysis was introduced 

by Prony in  [61] and later this method was improved in [62] 

to make it less sensitive to the noise. In the literature, Prony 

analysis has been employed to analyze and detect  power 

systems’ signals [63], radar targets [64], buried ordnance [65], 

plane wave transmissions into dispersive half-space [66] and 

noisy antenna signals [67].  

In this paper, for the first time, we have implemented STPA 

as a decoding method for chipless RFID technology. In this 

regard, for each axial displacement, the VNA-measured FD 

signal is transformed into TD signal using IFFT. This TD 

signal is terminated at 20 ns. Then, STPA is calculated using 

sliding hamming window 𝑤(𝜏) using Prony analysis 

algorithm (see [67] and [68]). In Prony analysis algorithm, we 

have taken the number of complex poles M = 30. For 

estimated complex poles at each 𝜏 of 𝑤(𝜏), a pole-filtering 

procedure is carried out: 1) neglecting the complex poles that 

do not present their complex conjugates; 2) neglecting the 

complex conjugate poles; 3) neglecting the non-decaying 

poles. For the background-calibrated signal measured at (0, 0, 

10) cm, Fig. 12(a) shows the calculated STPA with a sliding 

hamming window 𝑤(𝜏) of 14 ns. The reason behind this 

choice of 14 ns is that the achieved reading performance is 

maximal at this value (as with the STFT averaging method). 

The effect of the length of 𝑤(𝜏) on the reading performance of 

STPA will be shown later in this Section. 

From all calculated poles, a histogram is generated, and the 

mean values of maximum probable bins are selected as the 

decoded signal, as shown in Fig. 12(b). The width of each 

histogram bin is 10 MHz. 
 

 
Fig. 12.  Implementation of STPA with a sliding hamming window 𝑤(𝜏) of 
14 ns: (a) Estimated poles; (b) Decoded ID. 

 

STPA is applied to all 29,791 background-calibrated signals 

within the given volume. Fig. 6(e) presents the 3D reading 

performance of this method. The obtained success rate in full 

volume is 2.4%. The maximum success rate of 5.93% is 

obtained at 𝑧 = 9 cm. For STPA applied to raw uncalibrated 

signals, the obtained success rate in full volume is lower, 

2.01%. 

Fig. 13 presents the effect of the length of 𝑤(𝜏) on the 

reading performance of STPA inside the given volume. For 

the background-calibrated signals (𝑆21
backg.calib

) the reading 

performance improves from 1.1% to 2.4%, whereas for the 

raw signals (𝑆21
tag

), it improves from 0.62% to 2.01%, when the 

length of 𝑤(𝜏) increases from 9 ns to 14 ns. Subsequently, the 

reading performance falls to ≈ 0 at the length of 𝑤(𝜏) = 18 ns 

for both background-calibrated and uncalibrated signals. As 

for STFT decoding, the value of 14 ns is found an optimum 

choice for the length of 𝑤(𝜏). For the length of 𝑤(𝜏) larger 

than 14 ns, the TD signal is terminated at 40 ns. This is done 

to make the length of the TD signal sufficiently larger than 

the length of 𝑤(𝜏). 
 

V. RESULTS AND DISCUSSION 

In this section we present the results for the decoding of the 

tag inside the 30×30×30 cm
3

 volume, comparing the different 

decoding methods for all 29,791 measurements performed.  

Fig. 6(a-e) show the comparison between 3D reading 

performances for each of the selected decoding methods. The 

presence of the markers corresponds to the correct readings, 

whereas the absence of a marker indicates positions where it 

was erroneously decoded. The color scheme serves to indicate 

the success rate obtained in each z-plane, blue being the lowest 

values obtained and red the highest. 

Adjoined to this, Table I summarizes a comparison of 

success rates for several distances with each method. For all 

cases, the reading volumes and success rates were obtained 

with the optimal parameters presented, when applicable. That 

is, for time-gating, the window used had parameters 𝑡𝑠𝑡𝑎𝑟𝑡 =
2.75 ns and duration 𝑇 = 10 ns; and for both STFT and 

STPA, the window had width 𝑤(𝜏) = 14 ns.  
 

 
 

Fig. 13.  Effect of the length of 𝑤(𝜏) on the reading performance of STPA 

in the 30×30×30 cm3 volume. 
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  Firstly, it can be seen that the reading successes are more 

frequent around the central axis, in front of the antenna. We 

point out that, for all the methods shown, when the tag is very 

close to the antenna (e.g., z = 1 cm), the area in which it is 

successfully decoded is small and centred directly in front of 

the antenna. As the tag gets farther away, the corresponding 

reading area increases. However, after z ≥ 15 cm, although the 

area continues to expand, the decoding successes are less 

dense, for both methods. This is because the reading volume is 

linked to the radiation pattern of the antenna (as shown in 

[69]), with a narrow aperture angle and with reflected power 

decreasing (lower SNR) as the tag is positioned farther from 

the antenna. Another way to express this is that the reading 

performance improves as the reading distance increases from 

the near-field region to the Fresnel region and declines as the 

reading distance is approaching the far-field region. 

By comparing background calibration to time-gating and 

STFT decoding of calibrated measurements [Fig. 6(b), 6(c) 

and 6(d), respectively], we can see that time-gating and STFT 

improve drastically the performance of the system, yielding a 

larger reading volume, which is denser and reaches farther 

outwards, in the x- and y- directions. Overall, the reading 

volume is more than doubled when we compare time-gating 

and STFT to background calibration (over 2 times the number 

of successes inside the same volume). 

As for the STPA method, the reading successes are strictly 

confined near the center of the given volume. The reading 

performance of STPA is less than the reading performance of 

the other methods, advantageous only in relation to the raw 

amplitude decoding. 

The best read distance varied according to the method 

applied, going from 9 cm to 19 cm (last column of Table I). 

Time-gating and STFT had best read distance around 15-16 

cm. 

We have seen that the optimized time-gating of the 

calibrated measurements is the best decoding method from 

those analyzed, being slightly better than STFT (see Table I), 

with the advantage that it is a 1-D approach, less complex than 

STFT.  

For close ranges (up to 10 cm), time-gating is 2.5 times 

better than background calibration, and for longer ranges 

(around 30 cm), it is over 3 times better than the simple 

background calibration, and over 1.5 times better than STFT. 

STFT only showed better performance compared to time-

gating at 𝑧 = 20 cm.   

We should also point out that the use of time-gating and 

STFT notably improves the decoding for positions around x = 

0 and y < 0, which correspond to situations when the mechanic 

arm would be over the antenna, causing undesirable 

reflections, which strongly deteriorate the decoding. 

 The use of the appropriate decoding method is essential to 

allow the chipless RFID system to be used in real applications 

and environments, guaranteeing a better performance in terms 

of reading range and reading volume. 

VI. CONCLUSIONS 

In this paper, we have shown a comparison between 1-D 

and 2-D decoding methods for a Chipless RFID system 

comprised of a 12-bit FC depolarizing tag being measured 

inside a 30×30×30 cm
3
 volume in a real environment.  

For the first time, STPA has been implemented as a 

decoding method for chipless RFID, and its performance 

discussed. 

The system’s performance was optimized based on the 

practical measurements performed, to achieve the highest 

success rate inside the given volume. That is, we have 

obtained the optimal parameters for the window used for time-

gating, and for the averaging windows used for STFT and 

STPA methods.   

We have found the time-gating method and STFT provide 

the same performance for reading the chipless RFID tag since 

they can remove the structural part of the tag response and 

double the success rate, when compared to background 

calibration. Also, time-gating benefits from a low 

computational complexity which makes it a good option for 

real implementation.  

 

TABLE I.  TAG DECODING SUCCESS RATES FOR DIFFERENT METHODS AND DISTANCES 

 Decoding  

Method             

 Success  

 Rate (%) 

                       z (cm) 

5 10 15 20 25 30 Success in 

Total Volume 

(%) 

Distance with 

best success rate  

 

 

1-D 

Raw – Amplitude 

Decoding 

1.77 0.21 0.21 0.52 0   0 0.87 4.79% at 19 cm 

Background Calibration 7.18 9.68 13.63 10.51 3.85 2.39 7.29  13.84% at 12 cm 

Backg. Calibr. with 

Time-gating 

17.69 24.14 25.49 14.98 9.16 7.80 14.99 26.01% at 16 cm 

 

 

 

2-D 

Raw – STFT 12.49 14.05 15.50 6.97 2.39 0.73 8.89 16.65% at 12 cm 

Raw – STPA 3.54 5.72 1.98 0.21 0 0 2.01 6.35% at 9 cm 

Backg. Calibr. with 

STFT 

15.40 20.19 23.93 18.42 8.12 4.79 14.93 23.93% at 15 cm 

Backg. Calibr. with 

STPA 

3.64 4.68 2.81 0.83 0.73 1.04 2.40 5.93% at 9 cm 
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