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Moment polytopes in real symplectic geometry II :

applications to singular value inequalities

Paul-Emile Paradan∗

November 25, 2021

Abstract

In this work, we study some convex cones associated to isotropic representations
of symmetric spaces. We explain the inequalities that describe them by means of
cohomological conditions. In particular, we study the singular Horn cone which is
the counterpart of the classical Horn cone, where the eigenvalues of Hermitian square
matrices are replaced by the singular values of rectangular matrices.
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1 Introduction

This paper is concerned with convexity properties associated to isotropy representations of
symmetric spaces. Let G/K be a Riemmanian symmetric space of the non-compact type
and let p := TeG/K be the isotropy representation of the compact Lie group K (that we
suppose connected). The K-orbits in p are parametrized by a closed cone a+ contained in
a maximal abelian subspace a ⊂ p.

Suppose that G/K →֒ G̃/K̃ is an embedding of Riemmanian symmetric spaces of
the non-compact type. Thus K is a closed subgroup of K̃ and we have an equivariant
orthogonal projection π : p̃ → p. The main purpose of this article is the description of the
following convex cone

Πp(K̃,K) :=
{
(ξ̃, ξ) ∈ ã+ × a+; Kξ ⊂ π

(
K̃ξ̃

)}
.

An efficient way to show that Πp(K̃,K) is convex is to use the classical duality between
the symmetric spaces of the non-compact type with those of the compact type. In our
study, we suppose that G ⊂ G̃ are linear. In this context, there exists complex reductive
groups UC ⊂ ŨC equipped with an anti-linear involution σ such that the connected com-
ponent of the fixed point subgroups (UC)

σ ⊂ (ŨC)
σ and Uσ ⊂ Ũσ are respectively G ⊂ G̃

and K ⊂ K̃ (see §1.1).
We consider maximal torus T ⊂ U and T̃ ⊂ Ũ , that are invariant under σ, and such

that the subspaces t−σ and t̃−σ are of maximal dimension. Then we can choose Weyl
chambers t+ (resp. t̃+) such that t−σ ∩ t+ (resp. t̃−σ ∩ t̃+) parametrizes the K-orbits in
u−σ (resp. the K̃-orbits in ũ−σ).

The convex cone

Π(Ũ , U) :=
{
(ξ̃, ξ) ∈ t̃+ × t+; Uξ ⊂ π

(
Ũ ξ̃

)}
.

has been the subject of numerous studies in recent decades. Let us mention the works
of Horn [11], Klyachko [14], Belkale [1] and Knutson-Tao [15], when U = U(n) and Ũ =
(U(n))s. The case Ũ = (U)s was studied by Belkale-Kumar [2] and Kapovich-Leeb-Millson
[12], and the general setting U ⊂ Ũ was considered by Berenstein-Sjamaar [3] and Ressayre
[21, 23].
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In particular, Ressayre obtained in [23] a complete description of the general1 faces of
Π(Ũ , U). When Ũ = U s, he shows that the general faces of Π(U s, U) are parameterized
by the set of (P,XP

w1
, . . . ,XP

ws+1
) where P is a standard parabolic subgroup of UC and the

XP
wk

’s are Schubert varieties of UC/P such that [XP
w1
] ⊙0 · · · ⊙0 [X

P
ws+1

] = [pt]. Here ⊙0 is
the Belkale-Kumar’s product on the cohomology groups H∗(UC/P,Z).

The link between Π(Ũ , U) and Πp(K̃,K) is given by a theorem of O’Shea and Sjamaar
[19] that we recall in the next Section: it says that we have a natural identification

Πp(K̃,K) ≃ Π(Ũ , U) ∩ t̃−σ × t−σ.

From the above isomorphism, the convex cone Πp(K̃,K) is completely determined since

the equations of the cone Π(Ũ , U) are known. But by doing so, the inequalities describing
Πp(K̃,K) are in general highly overdetermined.

Our main contribution is a description of a smaller list of inequalities describing
Πp(K̃,K). Let us give an overview of our result when G̃ = Gs and K̃ = Ks with s ≥ 2.
A more precise version is explained in Sections 1.2 and 1.5.

Theorem 1.1 The convex cone Πp(K
s,K) can be described by a system of inequalities

parameterized by the set of (P,XP
w1
, . . . ,XP

ws+1
) where

• P is a σ-invariant parabolic subgroup of UC,

• P is maximal among the σ-invariant parabolic subgroups of UC,

• the XP
wk

= B[wk] are Schubert varieties such that B[wk] ∩ (UC/P)
σ 6= ∅,

• the relation [XP
w1
]⊙0 · · · ⊙0 [X

P
ws+1

] = [pt] holds in H∗(UC/P,Z).

A description of Πp(K
s,K) was also obtained by Kapovich-Leeb-Millson in [12]. We

explain in §1.4 why our result is more accurate than theirs.
When working with the reductive group G = U(p, q) and its maximal compact sub-

group K = U(p) × U(q), the corresponding convex cone Πp(K
2,K) is the singular Horn

cone which we denote by Singular(p, q). In §1.6, we describe Singular(p, q) by means of
the inequalities of Theorem 1.1.

Acknowledgements

I would like to thank Michèle Vergne and Velleda Baldoni for their precious help in the
calculation of some Littlewood-Richardson coefficients.

1.1 Kähler-Hamiltonian manifold with involution

The purpose of this section is to explain the theorem of O’Shea and Sjamaar [19] that we
mentioned above.

1A face of Π(Ũ, U) is called general when it intersects the interior of the cone t̃+ × t+.
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Duality

Let G̃ ⊂ GL(n,R) be a connected linear real reductive subgroup with maximal compact
subgroup K̃ ⊂ SO(n,R). Let p̃ be the intersection of the Lie algebra g̃ of G̃ with the sub-
space of n× n symmetric matrices. Let Ũ ⊂ GL(n,C) ⊂ GL(2n,R) be the compact con-
nected Lie group with Lie algebra ũ = k̃⊕ip̃. Let us consider the involution σ(A) = JAJ−1

of GL(2n,R) defined by J =

(
0 −In
In 0

)
. We see that σ commutes with the Cartan invo-

lution, leaves stable the subgroups Ũ , and that the morphism j : GL(n,R) → GL(2n,R),
j(g) = Diag(g, g) defines an isomorphism between K̃ and the connected component of Ũσ.

The compact Lie groups Ũ ⊂ U(n) ⊂ SO(2n,R) admit a complexification ŨC ⊂
GL(2n,C) (see §III.8 in [7]). We extend the involution σ on GL(2n,R) to the conju-
gate linear involution σ(g) = JgJ−1 on GL(2n,C). We see then that the morphism
j : GL(n,R) → GL(2n,C) defines an isomorphism between G̃ and the connected compo-
nent of the subgroup Ũσ

C
fixed by the involution.

Let t̃ ⊂ ũ be the Lie algebra of a maximal torus T̃ ⊂ Ũ stable under the involution
and such that ã := 1

i t̃
−σ ⊂ p̃ is of maximal dimension. One can choose the Weyl chamber

t̃+ ⊂ t̃ appropriately so that the restricted Weyl chamber ã+ = 1
i t̃+ ∩ t̃−σ parameters the

K̃-orbits on p̃ = 1
i ũ

−σ (see the Appendix in [19]).

If we work with a connected linear real reductive subgroup G ⊂ G̃ the same construc-
tion holds. We have a compact connected subgroup U ⊂ Ũ with Lie algebra u = k ⊕ ip.
Its complexification UC ⊂ ŨC is stable under the conjugate linear involution σ and the
real reductive group G admits a natural identification with the connected component of
the subgroup Uσ

C
. The maximal torus T ⊂ U is taken invariant under σ, contained in

T̃ , and such that a = 1
i t

−σ ⊂ ã is of maximal dimension. The Lie algebras u and ũ

belong to the vector space gl(2n,R) that is equipped with the canonical Euclidean norm
‖X‖2 =

√
Tr(XXt). We denote by π : ũ → u the orthogonal projection.

O’Shea-Sjamaar’s Theorem

We consider the following geometrical setting : the group ŨC viewed as a complex manifold
equipped with the following action of ŨC × UC : (g̃, g) · x = g̃xg−1.

We identify the complex reductive group ŨC with the tangent bundle TŨ through the

isomorphism ϕ2 : TŨ → ŨC, ϕ(ã, X̃) = ãeiX̃ given by the Cartan decomposition. If we
use ϕ2 to transport the complex structure of ŨC we get a complex structure J on TŨ .

Since T∗Ũ ≃ Ũ × ũ∗ and TŨ ≃ Ũ × ũ through left translations, the isomorphism
ϕ1 : TŨ ≃ T∗Ũ is obtain by means of the identification ũ ≃ ũ∗ given by the invariant
scalar product. If we use ϕ1 to transport the canonical symplectic form of T∗Ũ , the
resulting symplectic structure Ω on TŨ is invariant relatively to the Ũ ×U -action, and is
compatible with the complex structure J (see [10], §3). The moment map relative to the
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Ũ × U -action on (TŨ ,Ω) is a proper map Φ = ΦŨ ⊕ ΦU : TŨ → ũ× u defined by

(1) ΦŨ (ã, X̃) = −ãX̃, ΦU (ã, X̃) = π(X̃),

The conjugate linear involution σ on ŨC defines (through ϕ2) an involution τ : TŨ →
TŨ defined by τ(ã, X̃) = (σ(ã),−σ(X̃)).

The ŨC×UC-manifoldTŨ equipped with the data (Ω, J,Φ, τ, σ) is a Kähler-Hamiltonian
manifold with involution :

• (TŨ ,Ω, J) is a Kähler manifold,

• the ŨC × UC-action preserves the complex structure J,

• the Ũ × U -action is Hamiltonian with proper moment map Φ,

• τ∗(Ω) = −Ω and τ∗(J) = −J,

• τ(g · x) = σ(g) · τ(x), and Φ(τ(x)) = −σ(Φ(x)), ∀(g, x) ∈ ŨC × UC ×TŨ .

We finish the section by recalling the O’Shea-Sjamaar’s Theorem [19]. Let ∆Ũ×U (TŨ) ⊂
t̃+ × t+ be the Kirwan polytope associated to Φ. Equations (1) show that

∆Ũ×U (TŨ) =
{
(X̃,X) ∈ t̃+ × t+ | − UX ⊂ π

(
ŨX̃

)}
.

We consider now the submanifold (TŨ)τ fixed by τ . Let Z be the connected component
of (TŨ)τ containing (e, 0): through the diffeomorphism ϕ2 : TŨ ≃ ŨC, we see that Z ≃ G̃.
The restriction of the moment Φ to Z takes value in ũ−σ × u−σ. If we use the canonical
isomorphism (X̃,X) ∈ p̃× p −→ i (X̃,X) ∈ ũ−σ × u−σ, we obtain a gradient map

Ψ : G̃ ≃ K̃ × p̃ −→ p̃× p

(k̃, X̃) 7−→ (−k̃X̃, π(X̃)).

The corresponding Kirwan polytope is ∆
K̃×K

(G̃) = {(ξ̃, ξ) ∈ ã+ × a+; −Kξ ⊂ π
(
K̃ξ̃

)
}.

Theorem 1.2 (O’Shea-Sjamaar) Through the isomorphism (X̃,X) 7→ i(X̃,X), ã+ ×
a+ → t̃+ × t+

⋂
t̃−σ × t−σ we have an identification

∆K̃×K(G̃) ≃ ∆Ũ×U (TŨ)
⋂

t̃−σ × t−σ.

If w0 denotes the longuest element of the Weyl group W = NU (T )/T , we see that
the cones ∆

Ũ×U
(TŨ) and Π(Ũ , U) are related as follows: (X̃,X) ∈ ∆

Ũ×U
(TŨ) ⇐⇒

(X̃,−w0X) ∈ Π(Ũ , U). The element w0 is σ-invariant and satisfies w0(a+) = −a+ (see [19],
Lemma 5.4). Hence we obtain the same relations : (X̃,X) ∈ ∆

K̃×K
(G̃) ⇐⇒ (X̃,−w0X) ∈

Πp(K̃,K).
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Finally, the O’Shea-Sjamaar’s Theorem tells us that Πp(K̃,K) ≃ Π(Ũ , U)
⋂

t̃−σ × t−σ.

Nevertheless, this identity does not give an effective description of Πp(K̃,K) because

most of the inequalities of the cone Π(Ũ , U) become redundant when we restrict them
to t̃−σ × t−σ. In the next section, we propose a smaller list of inequalities describing
Πp(K̃,K).

1.2 Description of the main result

Let G ⊂ G̃ ⊂ GL(n,R) be two connected linear real reductive subgroups with maximal
compact subgroups K ⊂ K̃ ⊂ SO(n,R). Let a ⊂ ã be maximal abelian subspaces of p ⊂ p̃.

In this article, we work under the following assumption:

Assumption 1.3 If b is an ideal of g̃ contained in g, then b ⊂ Z(g̃) ∩ g.

1.2.1 Admissible elements and polarized trace

An element γ ∈ a is called rational if the eigenvalues of the symmetric endomorphism
ad(γ) : g̃ → g̃ are rational. We let Σ(g̃/g) ⊂ a∗ denote the set of non-zero weights relative
to the a-action on g̃/g.

Lemma 1.4 Under Assumption 1.3, we see that Vect (Σ(g̃/g))⊥ = Z(g̃) ∩ p.

Proof : The set b := {X ∈ g, [X, g̃] ⊂ g} is an ideal of g̃ contained in g. Thanks to
Assumption 1.3, we see that b = Z(g̃)∩ g. Then the vector space Vect (Σ(g̃/g))⊥ = {X ∈
a, [X, g̃] ⊂ g} coincides with Z(g̃) ∩ p = Z(g̃) ∩ a. ✷

If γ ∈ a, we denote by Σ(g̃/g) ∩ γ⊥ the subset of weights vanishing against γ.

Definition 1.5 An element γ ∈ a is admissible if it is rational and if

(2) Vect
(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥.

If ℓ : E → E is a symmetric endomorphism of an Euclidean space, we defineTrℓ(E
ℓ>0) =∑

a>0 a dim(Eℓ=a), where Eℓ=a = {v ∈ E, ℓ(v) = av}.
If γ ∈ a, its adjoint action ad(γ) : g → g defines a symmetric endomorphism, hence for

any subspace m ⊂ g stable under ad(γ) one can define the number Trad(γ)(m
ad(γ)>0) that

we denote simply by Trγ(m
γ>0).

1.2.2 Parabolic subgroups

The maximal torus T ⊂ U is stable under the involution σ, so the Weyl group W =
NU (T )/T is equipped also with an involution still denoted σ, and we denote by W σ the
subgroup fixed by it. Let R be the set of roots relative to the action of T on uC.
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The maximal compact subgroup K ⊂ G correspond to the connected component of
the subgroup Uσ. We consider the restricted Weyl group Wa = NK(a)/ZK(a) relative to
the maximal abelian subspace a = 1

i t
−σ ⊂ 1

i u
−σ = p. Let Σ be the set of (restricted) roots

relative to the action of a on g.
Let us consider γ ∈ a and the subgroups W γ ⊂ W and W γ

a ⊂ Wa fixing γ. The
following fact is explained in §1.3.

Lemma 1.6 We have canonical identifications (W/W γ)σ ≃ W σ/W σ ∩W γ ≃ Wa/W
γ
a .

We choose a Weyl chamber t+ ⊂ t so that the restricted Weyl chamber a+ = 1
i t+∩ t−σ

parameters the K-orbits on p̃. The choice of t+ determines a system of positive roots R+,
and we denote by B ⊂ UC the Borel subgroup with Lie algebra tC ⊕∑

α∈R+(uC)α.
To any element γ ∈ a, we associate the parabolic subgroup

(3) Pγ = {g ∈ UC, lim
t→∞

etγge−tγ exists}.

Notice that Pγ is invariant under the involution σ and that B ⊂ Pγ when γ is anti-
dominant, i.e. γ ∈ −a+.

1.2.3 Schubert Calculus

Here we work with two complex reductive groups UC ⊂ ŨC equipped with an antilinear
involution σ. We choose maximal tori T ⊂ T̃ invariant by σ, such that the corresponding
subspaces a := 1

i t
−σ ⊂ ã := 1

i t̃
−σ are maximal abelian in p ⊂ p̃.

To any γ ∈ a, we associate via (3) the parabolic subgroups Pγ ⊂ P̃γ and we define

the flag varieties Fγ = UC/Pγ and F̃γ = ŨC/P̃γ . Notice that the involution σ defines an

antiholomorphic involution on the flag varieties Fγ and F̃γ that we still denoted by σ. As

Pγ = UC ∩ P̃γ , we have a canonical embedding ι : Fγ →֒ F̃γ . We denote ι∗ : H∗(F̃γ ,Z) →
H∗(Fγ ,Z) the pullback in cohomology.

Thanks to the Bruhat decomposition, Fγ =
⋃

w∈W/W γ B[w], we know that the B-
orbits on Fγ are parametrized by W/W γ . We associate to any w ∈ W/W γ , the Schubert
cell Xo

w,γ = B[w], the Schubert variety Xw,γ := Xo
w,γ and its cycle class in cohomology

[Xw,γ ] ∈ H∗(Fγ ,Z).
Thanks to Lemma 1.6, we know that we can attach a Schubert cell Xo

w,γ to any element
w ∈ Wa/W

γ
a ≃ (W/W γ)σ. We will see in §1.3 that an element w ∈ W/W γ is σ-invariant

if and only if Xo
w,γ ∩ (Fγ)

σ 6= ∅.

1.2.4 Main result

Let G ⊂ G̃ be two linear real reductive groups satisfying Assumption 1.3. Let π : p̃ → p

be the orthogonal projection.
Let w0 ∈ Wa be the unique element such that w0(a+) = −a+. The choice of Weyl

chamber a+ defines a system of positive roots Σ+, and we denote by n =
∑

β∈Σ+ gβ the
corresponding real nilpotent subalgebra of g.
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Recall that the cohomology class [pt] associated to a singleton {pt} ⊂ Fγ is a basis of
Hmax(Fγ ,Z).

Theorem 1.7 Let (ξ̃, ξ) ∈ ã+ × a+. We have Kξ ⊂ π
(
K̃ξ̃

)
if and only if

(ξ̃, w̃γ) ≥ (ξ, w0wγ)

for any rational antidominant element γ ∈ a and any (w, w̃) ∈ Wa/W
γ
a ×Wã/W

γ
ã
satisfying

the following properties:

a) Vect
(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥.

b) [Xw,γ ] · ι∗([X̃w̃,γ ]) = [pt] in H∗(Fγ ,Z).

c) Trwγ(n
wγ>0) + Trw̃γ(ñ

w̃γ>0) = Trγ(g̃
γ>0).

The result still holds if we replace condition b) by the weaker condition

b′) [Xw,γ ] · ι∗([X̃w̃,γ ]) = ℓ[pt] with ℓ ≥ 1, in H∗(Fγ ,Z).

1.3 Bruhat decompositions

The complex parabolic subgroup Pγ is stable under the involution σ. The intersection
Pγ := Pγ ∩ G ⊂ (Pγ)

σ defines a real parabolic subgroup of G (that is not necessarily
connected). Let us explain why the fixed point submanifold (Fγ)

σ corresponds to the real
flag variety FR

γ = G/Pγ . As the flag variety Fγ = UC/Pγ ≃ U/Uγ , equipped with the
involution σ, admits an identification with the adjoint orbit Uγ, we have

(Fγ)
σ ≃ Uγ ∩ iu−σ = Kγ ≃ K/Kγ ≃ G/Pγ = FR

γ .

The crucial point here is the equality Uγ ∩ iu−σ = Kγ (see [19], Example 2.9).
We fix an element γo in the interior of the Weyl chamber a+ and we consider the

parabolic subgroup P := P−γo ⊂ UC. Then P := P∩G is the minimal parabolic subgroup
of G with Lie algebra Zk(a)⊕ a⊕ n.

Let us consider the following Bruhat decompositions (see [8, 24]) :

1. Fγ =
⋃

w∈W/W γ B[w] relative to the B-action on Fγ ,

2. Fγ =
⋃

u∈W γo\W/W γ P[u] relative to the P-action on Fγ ,

3. FR
γ =

⋃
v∈Wa/W

γ
a

P [v] relative to the P -action on FR
γ .

Now we give a proof of Lemma 1.6. First we recall a standard result relating the Weyl
groups Wa and W with the involution σ (see the Appendix B in [19]). The subgroup W σ

fixed by σ is equal to the normalizer subgroup NW (a). Since γo is a regular element of a,
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the subgroup W γo coincides with the centralizer subgroup ZW (a), and the restricted Weyl
group Wa admits a canonical identification with NW (a)/ZW (a).

Thus, we have two exact sequences

0 → W γo → W σ → Wa → 0 and 0 → W γo → W σ ∩W γ → W γ
a → 0,

that induce an isomorphismW σ/W σ∩W γ ≃ Wa/W
γ
a . The other isomorphism (W/W γ)σ ≃

Wa/W
γ
a follows from the fact that W/W γ ≃ Wγ = Uγ ∩ it : it gives

(W/W γ)σ ≃ (Wγ)γ = Uγ ∩ it−σ = Kγ ∩ it−σ = Waγ ≃ Wa/W
γ
a .

Notice also that we have an inclusion W σ/W σ ∩ W γ →֒ W γo\W/W γ : it is due to
the fact that W γo is a distinguished subgroup of W σ contained in W γ . Finally we have
proven Wa/W

γ
a can be seen as a subset of W γo\W/W γ . The next Lemma characterizes

this subset in terms of the intersections (B[w])σ = B[w] ∩ FR
γ .

Lemma 1.8 Let w ∈ W . The following statements are equivalent

1. (B[w])σ 6= ∅.

2. (P[w])σ 6= ∅.

3. the class of w in W γo \W/W γ is contained in W σ/W σ ∩W γ ≃ Wa/W
γ
a .

Moreover, if one of the statement is true, then B[w] = P[w] and (B[w])σ = P [w].

Proof : The implication 1. =⇒ 2. is obvious since B[w] ⊂ P[w]. For the implication
2. =⇒ 3. we consider the Bruhat decomposition FR

γ =
⋃

v∈Wa/W
γ
a

P [v]. As we have

already explained, each class in Wa/W
γ
a can be represented by an element of W σ. If

(P[w])σ 6= ∅, there exists v ∈ W σ such that P [v] ⊂ (P[w])σ . Hence P[v] = P[w], and then
w = v in W γo\W/W γ . The implication 2. =⇒ 3. is settled and the last one 3. =⇒ 1. is
immediate.

Consider now u ∈ W σ. Since B ⊂ P, the Bruhat decomposition 1. tells us that
P[u] = ∪wB[w] where the union runs over the w ∈ W/W γ such that w = u inW γo \W/W γ .
As σ(u) = u, the last relation implies that w = u in W/W γ . Thus we have proven that
P[u] = B[u]. Now the Bruhat decomposition 3. shows that (B[u])σ = P[u] ∩ FR

γ = ∪vP [v]
where the union runs over the v ∈ Wa/W

γ
a ≃ W σ/W σ ∩W γ such that P [v] ⊂ P[u]. The

last inclusion implies that v = u in W γo\W/W γ , and then v = u in W σ/W σ ∩W γ . We
have proven that (B[u])σ = P [u]. ✷

1.4 Comparison with a result of Kapovich-Leeb-Millson

Suppose that G̃ = Gs for s ≥ 2 : Assumption 1.3 holds automatically. Here p̃ = ps,
π(X1, · · · ,Xs) =

∑s
j=1Xj , and the set Σ(g̃/g) corresponds to the set Σ of (non-zero)

weights relative to the a-action on g. The restricted Weyl group Wã is equal to W s
a .

9



Recall that we can associate to any w ∈ Wa/W
γ
a , the Schubert cell Xo

w,γ := B[w] ⊂ Fγ

and the Schubert variety Xw,γ := Xo
w,γ .

In this setting, Theorem 1.7 becomes

Theorem 1.9 Let (ξ0, ξ1, · · · , ξs) ∈ (a+)
s+1. We have Kξ0 ⊂

∑s
j=1Kξj if and only if

s∑

j=1

(ξj , wjγ) ≥ (ξ0, w0wγ)

for any rational antidominant element γ ∈ a and any (w,w1, · · · , ws) ∈ (Wa/W
γ
a )

s+1

satisfying the following properties:

a) Vect
(
Σ ∩ γ⊥

)
= Vect

(
Σ
)
∩ γ⊥.

b) [Xw,γ ] · [Xw1,γ ] · . . . · [Xws,γ ] = [pt] in H∗(Fγ ,Z).

c) Trwγ(n
wγ>0) +

∑s
j=1Trwjγ(n

wjγ>0) = sTrγ(g
γ>0).

The submanifold of Fγ fixed by the conjugate linear involution is naturally diffeo-
morphic to the real flag FR

γ := G/Pλ. Thanks to the Bruhat decomposition FR
γ =⋃

w∈Wa/W
γ
a

P [w], we know that the cycle classes [XR
w,γ ], w ∈ Wa/W

γ
a associated to the

real Bruhat-Schubert varieties XR
w,γ := P [w] defines a basis of the cohomology H∗(FR

γ ,Z2)
with Z2-coefficients [26].

We know from Lemma 1.8 that the real Bruhat-Schubert varieties XR
w,γ corresponds to

the real part of the complex Bruhat-Schubert varieties Xw,γ . In this context, a theorem
of Borel and Haefliger [5] tells us that

b) [Xw,γ ] · [Xw1,γ ] · . . . · [Xws,γ ] = [pt] in H∗(Fγ ,Z).

implies the following

bR) [XR
w,γ ] · [XR

w1,γ ] · . . . · [XR
ws,γ ] = [pt] in H∗(FR

γ ,Z2).

The description of Πp(K
s,K) obtained by Kapovich-Leeb-Millson [12] was in terms of

elements (γ,w,w1, · · · , ws) ∈ a ×W s+1
a verifying conditions a) and bR). Our description

is therefore more accurate, first by adding condition c) and then by taking the refined
condition b).

1.5 Levi-movability

In this section, we recall Belkale-Kumar’s notion of Levi-movability [2] and explain its
connection with conditions b) and c) of Theorem 1.9.

Recall that we work with a reductive Lie group UC equipped with an anti-linear invo-
lution σ. The Lie algebra g := (uC)

σ is a real form of the complex Lie algebra uC. We

10



have chosen a maximal torus T ⊂ U with Lie algebra t, that is invariant under σ, and
such that t−σ is of maximal dimension. Let a = 1

i t
−σ ⊂ (uC)

σ.
We choose a Weyl chamber t+ ⊂ t such that a+ = 1

i (t
−σ ∩ t+) is a Weyl chamber

relatively to the restricted root system Σ. Let B ⊂ UC be the Borel subgroup with Lie
algebra tC ⊕ ∑

α∈R+(uC)α. To any element γ ∈ a, we associate the parabolic subgroup
Pγ = {g ∈ UC, limt→∞ etγge−tγ exists} that is invariant under the involution σ. Notice
that B ⊂ Pγ when γ is anti-dominant, i.e. γ ∈ −a+.

The antilinear involution σ defines an anti-holomophic involution on the flag variety
Fγ = UC/Pγ . We consider the cellular decomposition Fγ = ∐w∈W/W γB[w] parameterized
by the Weyl group W = NU (t)/T and the subgroup W γ fixing γ ∈ a. For any w ∈ W/W γ ,
we denote by Xo

w,γ = B[w] ⊂ Fγ the Schubert cell.

The cycle class of the Schubert variety Xw,γ = B[w] in H∗(Fγ ,Z) is denoted by [Xw,γ ]
and it is called a Schubert class. Let Xwi,γ be d Schubert classes parametrized by wi ∈
W/W γ , i ∈ [d]. If there exists an integer k such that [Xw1,γ ] · . . . · [Xwd,γ ] = k[pt], then we
set cγ(w1, . . . , wd) = k; we set cγ(w1, . . . , wd) = 0 otherwise.

Using the transversality theorem of Kleiman, Belkale and Kumar showed in [2], Propo-
sition 2, the following important lemma.

Lemma 1.10 Suppose that γ is anti-dominant. The coefficient cγ(w1, . . . , wd) is nonzero
if and only if for generic (p1, . . . , pd) ∈ (Pγ)

d, the intersection p1w
−1
1 Xo

w1,γ∩· · ·∩pdw−1
d Xo

wd,γ

is transverse at e.

Then Belkale-Kumar defined Levi-movability.

Definition 1.11 Suppose that γ is anti-dominant. A d-uplet (w1, . . . , wd) ∈ W d is Levi-
movable if for generic (l1, . . . , ld) ∈ (Uγ

C
)d, the intersection l1w

−1
1 Xo

w1,γ ∩ · · · ∩ ldw
−1
d Xo

wd,γ

is transverse at e.

Belkale-Kumar have defined in [2], a new product ⊙0 on H∗(Fγ ,Z) that is closely
related to the notion of Levi-movability. By definition of this product, the identity

[Xw1,γ ]⊙0 . . .⊙0 [Xwd,γ ] = ℓ[pt]

holds for some ℓ ≥ 1 if and only if [Xw1,γ ] · . . . · [Xwd,γ ] = ℓ[pt] and the d-uplet (w1, . . . , wd)
is Levi-movable.

In the next proposition we concentrate ourself to d-uplets (w1, . . . , wd) of σ-invariant
elements. Recall that n ⊂ g is the nilpotent Lie subalgebra defined as the subspace gγo>0

for any regular dominant element γo ∈ a+.

Proposition 1.12 Let γ ∈ a be a rational anti-dominant element. A d-uplet (w1, . . . , wd) ∈
(W σ)d satisfies the following conditions

b) [Xw1,γ ] · . . . · [Xwd,γ ] = [pt] in H∗(Fγ ,Z).
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c)
∑d

j=1Trwjγ(n
wjγ>0) = (d− 1)Trγ(g

γ>0).

if and only if [Xw1,γ ]⊙0 . . . ⊙0 [Xwd,γ ] = [pt].

Proof: Since g is the real part of the complex Lie algebra uC, we have the following iden-
tity of a-modules : uC ≃ g2. Thus Trγ(g

γ>0) = 1
2Trγ(u

γ>0
C

). The nilpotent radical of the
Lie algebra of B is nuC = E⊕nC, where E = nuC ∩ZuC(a). Thus for any w ∈ Wa, the vector
space nwγ>0

uC is the complexification of nwγ>0. It follows that Trwγ(n
wγ>0) = 1

2Trwγ(n
wγ>0
uC ).

We have proven that c) is equivalent to
∑d

j=1Trwjγ(n
wjγ>0
uC ) = (d − 1)Trγ(u

γ>0
C

). Let ρu
be half the sum of the positive roots and let γ′ = iγ ∈ t−σ ∩−t+. Standard computations
give that Trwγ(n

wγ>0
uC ) = 〈ρu, wγ′〉 − 〈ρu, γ′〉 and Trγ(u

γ>0
C

) = −2〈ρu, γ′〉. Finally we see
that c) is equivalent to

c′)
d∑

j=1

〈ρu, wjγ
′〉 = (2− d)〈ρu, γ′〉.

Consider the complex UC-manifold M = (UC/B)
d. The set C = Πd

k=1U
γ′

C
[w−1

k ] is a

connected component of the submanifold Mγ′

. The Bialynicki-Birula’s complex subman-
ifold C− := {m ∈ M, limt→∞ exp(−itγ′)m ∈ C} is equal to C = Πd

k=1P
′[w−1

k ] where P′

is the parabolic subgroup with Lie algebra tC ⊕ ∑
〈α,γ′〉≤0(uC)α. Notice that the Borel

subgroup B is contained in P′ as γ′ ∈ −t+.
Now we consider the map π : UC ×P′ C− → M that sends [g, x] to gx. Standard

computations shows the following statement are equivalent

1. Conditions b) and c′) holds.

2. π is a birationnal map with an exceptional set that does not contains C.

3. [Xw1,γ ]⊙0 . . .⊙0 [Xwd,γ ] = [pt].

See §5 in [6]. ✷

Proposition 1.12 permits us to describe the convex cone Πp(K
s,K) in terms of the

Belkale-Kumar’s product ⊙0.

Theorem 1.13 Let (ξ0, ξ1, · · · , ξs) ∈ (a+)
s+1. We have Kξ0 ⊂ ∑s

j=1Kξj if and only
if

∑s
j=1(ξj, wjγ) ≥ (ξ0, w0wγ) for any rational antidominant element γ ∈ a and any

(w,w1, · · · , ws) ∈ (Wa/W
γ
a )

s+1 satisfying the following properties:

1. Vect
(
Σ ∩ γ⊥

)
= Vect

(
Σ
)
∩ γ⊥.

2. [Xw,γ ]⊙0 [Xw1,γ ]⊙0 . . .⊙0 [Xws,γ ] = [pt] in H∗(Fγ ,Z).
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1.6 Singular Horn cone

Let n ≥ 1. If A is an Hermitian n× n matrix, we denote by s(A) = (s1(A) ≥ · · · ≥ sn(A))
its spectrum. The Horn cone Horn(n) is defined as the set of triplets (s(A), s(B), s(C))
where A,B,C are Hermitian n× n matrices satisfying A+B + C = 0.

Denote the set of cardinality r subsets I = {i1 < i2 < · · · < ir} of [n] = {1, . . . , n} by
Pn
r . To each I ∈ Pn

r we associate

• a weakly decreasing sequence of non-negative integers λ(I) = (λ1 ≥ · · · ≥ λr) where
λa = n− r + a− ia for a ∈ [r].

• a Schubert class [XI ] ∈ H∗(G(r, n),Z) where G(r, n) denotes the Grassmann variety
of r-dimensional subspaces of Cn.

The following Horn’s conjecture [11] was settled in the affirmative by combining the
work of A. Klyachko [14] with the work of A. Knutson and T. Tao [15] on the “saturation”
problem. We refer the reader to survey articles [9, 6] for details.

If x = (x1, . . . , xn) ∈ Rn and I ⊂ [n], we define |x |I =
∑

i∈I xi and |x | = ∑n
i=1 xi.

Let 1r = (1, . . . , 1) ∈ Rr.

Theorem 1.14 (Horn’s conjecture) An element (x, y, z) ∈ (Rn
+)

3 belongs to Horn(n)
if and only if the following conditions holds : |x |+ | y |+ | z | = 0 and

|x |I + | y |J + | z |K ≤ 0

for any r ∈ [n− 1], for any I, J,K ∈ Pn
r such that

(4) (λ(I), λ(J), λ(K) − (n− r)1r) ∈ Horn(r).

Thanks to the saturation Theorem of Knutson-Tao, we know that (4) is equivalent to
the following relation in H∗(G(r, n),Z)

(5) [XI ] · [XJ ] · [XK ] = ℓ[pt] ℓ ≥ 1,

where [pt] ∈ Hmax(G(r, n),Z) denote the Poincaré dual class of the point. Belkale proved
in [1] that Theorem 1.14 holds if we replace condition (5) by

(6) [XI ] · [XJ ] · [XK ] = [pt].

Finally, Knutson-Tao-Woodward proved in [16] that the list of inequalities parameter-
ized by the (r, I, J,K) satisfying (6) is optimal.

We turn now our attention to the singular Horn cone. Suppose that n = p + q with
p ≥ q ≥ 1. If A is a complex p× q matrix, we denote by τ(A) = (τ1(A) ≥ · · · ≥ τq(A) ≥ 0)
its singular spectrum : τk(A) =

√
sk(A∗A) for any k ∈ [q].
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Definition 1.15 The singular Horn cone, denoted Singular(p, q), is defined as the set of
triplets (τ(A), τ(B), τ(C)) where A,B,C are complex p×q matrices satisfying A+B+C =
0.

We have a natural connection between Singular(p, q) and Horn(n) because, for any
complex p× q matrix A, the spectrum of the n× n matrix

(
0 A
A∗ 0

)

is (τ1(A) ≥ · · · ≥ τq(A) ≥ 0 ≥ · · · ≥ 0 ≥ −τq(A) ≥ · · · ≥ −τ1(A)). To any x =
(x1, . . . , xq) ∈ Rq we associate the vector x̃ = (x1, . . . , xq, 0, . . . , 0,−xq, . . . ,−x1) ∈ Rn.
From the previous remark, we see that

(x, y, z) ∈ Singular(p, q) =⇒ (x̃, ỹ, z̃) ∈ Horn(n).

The O’Shea-Sjamaar theorem tells us that the implication above is in fact an equivalence.
Hence we obtain a first description of Singular(p, q).

Proposition 1.16 Let Rq
++ = {x = (x1 ≥ · · · ≥ xq ≥ 0)}. An element (x, y, z) ∈ (Rq

++)
3

belongs to Singular(p, q) if and only if

(7) | x̃ |I + | ỹ |J + | z̃ |K ≤ 0

for any r ∈ [n−1], for any I, J,K ∈ Pn
r such that [XI ] · [XJ ] · [XK ] = [pt] in H∗(G(r, n),Z).

The main issue with this first description is that most of the inequalities (7) are re-
dundant.

Now we explain the more precise description of Singular(p, q) that we obtain by apply-
ing Theorem 1.13. For any r ∈ [q], let Pp,q

r ⊂ Pn
r be the collection of subsets I satisfying2

I ∩ Io = ∅ and I ∩ {q + 1, . . . , p} = ∅. We see that any I ∈ Pp,q
r is equal to the union

I+
∐

Io− where I+, I− are disjoint subsets of [q].
Notice that, when I, J,K ∈ Pp,q

r , the inequality (7) becomes

(⋆)I±,J±,K±
|x |I+ + | y |J+ + | z |K+

≤ |x |I− + | y |J− + | z |K−
.

The first version of our result is the following theorem that answers (partially) a con-
jecture of A. S. Buch (see [9], §5).

Theorem 1.17 An element (x, y, z) ∈ (Rq
++)

3 belongs to Singular(p, q) if and only if
(⋆)I±,J±,K±

holds for any r ∈ [q], for any I, J,K ∈ Pp,q
r such that [XI ] · [XJ ] · [XK ] = [pt]

in H∗(G(r, n),Z).

2Io = {n+ 1− k, k ∈ I}
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The above description can be refined as follows. For any r ∈ [q] such that r < n
2 ,

we denote by F(r, n − r;n) the two-steps flag variety parameterizing nested sequences
of linear subspaces E ⊂ F⊥ ⊂ Cn where dimE = dimF = r. Here the orthogonal is
taken relatively to the bilinear product (x, y) =

∑n
i=1 xiyi. In the case where p = q and

r = q = n
2 , we denote by F(q, q;n) (or by G(q, n)) the Grassmannian parameterizing linear

subspaces E ⊂ Cn of dimension q.

Definition 1.18 Let A ⊂ [n] be a subset of cardinal 2r. We say that A is polarized if
it admits a decomposition A = A+

∐
A− into disjoints subsets. If A+ and A− are both

of cardinal r, we say that A is balanced. We denote by Poln2r the collection of balanced
polarized subsets of [n] of cardinal 2r.

The orbits of the Borel subgroupBn ⊂ GLn(C) of upper-triangular matrices on F(r, n−
r;n) are parametrized by the balanced polarized subsets of [n] of cardinal 2r. To any
balanced polarized subset A = A+

∐
A− ∈ Poln2r, we associate

• the flag CA+ ⊂ (CA−)⊥, where CA± = Vect(ei, i ∈ A±) ⊂ Cn. Notice that in the
case where p = q and r = q = n

2 , we have CA+ = (CA−)⊥.

• the Schubert variety XA = Bn · (CA+ ⊂ (CA−)⊥) ⊂ F(r, n− r;n) , and its cycle class
[XA] ∈ H∗(F(r, n − r;n),Z) in cohomology.

To any subset I ∈ Pp,q
r , we associate the balanced polarized subset Î = I

∐
Io ∈ Poln2r

and the cohomology class [XÎ ] ∈ H∗(F(r, n−r;n),Z). The final description of Singular(p, q)
is given in the following Theorem (whose proof is postponed at §4.6).

Theorem 1.19 An element (x, y, z) ∈ (Rq
++)

3 belongs to Singular(p, q) if and only if
(⋆)I±,J±,K±

holds for any r ∈ [q], for any I, J,K ∈ Pp,q
r such that

(8) [X
Î
]⊙0 [XĴ

]⊙0 [XK̂
] = [pt] in H∗(F(r, n − r;n),Z).

In Section §4.1, we will explain why condition (8) implies condition (6).

Let us end this section with the example of Singular(3, 3). The first description ob-
tained from the O’Shea-Sjamaar theorem says that Singular(3, 3) admits a natural identi-
fication with the intersection Horn(6)∩V 3 where V = {(a, b, c,−c,−b,−a)} ⊂ R6. Thanks
to computer calculation we know that Horn(6) ⊂ (R6)3 is described with a minimal list
of 536 inequalities. Theorem 1.19 allows to describe Singular(3, 3) in terms of 87 + 9
inequalities (see §4.4).
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2 Parametrization of facets of real Kirwan polytopes

Let LC be a connected complex reductive group with maximal compact subgroup L. Let
σ be a conjugate linear involution on LC commuting with the Cartan involution. We work
with a σ-invariant scalar product (−,−) on l, allowing an identification l ≃ l∗.

Let us consider a proper Kähler-Hamiltonian L-manifold with involution (M,Ω, J,Φl, τ, σ)
(see §1.1). By that we mean :

• LC acts holomorphically on the complex manifold (M, J) and the Kähler form Ω is
L-invariant,

• There is a L-equivariant proper moment mapping Φl : M → l satisfying the relation3

d(Φl,X) = −Ω(XM ,−), ∀X ∈ l.

• The anti-holomorphic involution τ : M → M satisfies the following relations :
τ∗(Ω) = −Ω, and τ(g · m) = σ(g) · τ(m), Φl(τ(m)) = −σ(Φl(m)), for all (g,m) ∈
LC ×M .

Let us denote by GL the connected component of the subgroup (LC)
σ. The Lie algebra

of GL admits the Cartan decomposition gL = kL ⊕ pL where pL = il−σ and kL is the Lie
algebra of KL := (Lσ)o.

The submanifold Z = {m ∈ M, τ(m) = m}, that we suppose non-empty, is a La-
grangian submanifold of (M,Ω), not necessarily connected, and stable under the action
of the real reductive group GL. Let Z be a connected component of Z. We define the
KL-equivariant map

Ψ : Z −→ pL

by the relation Ψ(z) = 1
iΦl(z). One sees that, for any β ∈ pL, βZ is the gradient vector

field of the function (Ψ, β) .
The O’Shea-Sjamaar Theorem [19] tells us that the image Ψ(Z) is equal to Φl(M)

⋂
l−σ

through the identification pL ≃ l−σ (for another proof see [20]). Let aL ⊂ pL be a maximal
abelian subspace. The KL-orbits of pL are parametrized by a Weyl chamber (aL)+ ⊂ aL.
Hence the KL-orbits of Ψ(Z) are parametrized by the real Kirwan polytope

∆(Z) := Ψ(Z)
⋂

(aL)+.

Thanks to the O’Shea-Sjamaar Theorem, we know that ∆(Z) is a convex polytope. In the
next sections we explain the parametrization of the facets of ∆(Z) in terms of balanced
Ressayre’s pairs that we obtained in [20].

3Here XM (m) = −X ·m = d
dt
|t=0e

−tXm is the vector field generated by X ∈ l.
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2.1 Admissible elements

The stabilizer subgroups of m ∈ M relatively to the L and GL actions are denoted respec-
tively by Lm and (GL)

m : their Lie algebras are denote by lm and (gL)
m. We will take a

particular attention to the subspace (pL)
m = {X ∈ pL,X · m = 0} ⊂ gm. If γ ∈ aL, we

denote by Zγ the submanifold where the vector field z 7→ γ · z vanishes.

Definition 2.1 Let us define

dimpL(X ) := min
z∈X

dim((pL)
z)

for any subset X ⊂ Z. A non-zero element γ ∈ a is called admissible relatively to the
G-manifold Z if γ is rational, and if dimpL(Zγ)− dimpL(Z) ∈ {0, 1}.

The next results, proven in [20], are useful to determine dimpL(Z).

Lemma 2.2 There exists a subspace h ⊂ pL such that

1. ∀x ∈ Z,∃k ∈ KL such that Ad(k)(h) ⊂ (pL)
x,

2. dim(h) = dim((pL)
x) on a dense open subset of Z.

Therefore dimpL(Z) = dim(h).

The subspace h is called the generic pL-stabilizer of Z.

Corollary 2.3 Let ho ⊂ pL be a subspace such that the set KZho has a non-empty interior
in Z. Then dimpL(Z) ≥ dim(ho).

2.2 Balanced Ressayre’s pair

Let γ ∈ aL be a non-zero element, and let C ⊂ Mγ be a connected component intersecting
Z. The Kähler submanifold C is stable under the involution τ and under the action of the
stabilizer sugbroup Lγ

C
= {g ∈ LC, gγ = γ}. The real submanifold C = C∩Z ⊂ Zγ is non-

empty, not necessarily connected, and stable under the action of the group Gγ
L = Lγ

C
∩GL.

The fonction (Ψ, γ) is locally constant on Mγ and we denote by (Ψ(C), γ) its value on C.
The Bialynicki-Birula’s complex submanifold

(9) C− := {m ∈ M, lim
t→∞

exp(tγ)m ∈ C}.

is invariant under the involution of M . The infinitesimal action of γ defines a symmetric
endomorphism of the tangent bundle TM |C , and one sees that TC−|C = (TM |C)γ≤0.

Consider now the parabolic subgroups defined by

(10) Pγ = {g ∈ LC, lim
t→∞

exp(tγ)g exp(−tγ) exists} and Pγ = GL ∩ Pγ .
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Here the Lie algebra of Pγ and Pγ are respectively (lC)
γ≤0 and (gL)

γ≤0. We denote by
P ⊂ LC and P ⊂ GL the parabolic subgroups P−γo and P−γo , where γo is an element of the
interior of the Weyl chamber (aL)+. The nilradical of the Lie algebra of P is nL := gγo>0.

The submanifold C− is invariant under the action of Pγ , hence we can consider the
complex manifold P×P∩Pγ C

− and the holomorphic map

qCγ : P×P∩Pγ C
− → M

that sends [p,m] to pm. The complex manifold P ×P∩Pγ C− is equipped with a natural
anti-holomorphic involution τγ : [p,m] 7→ [σ(p), τ(m)] such that τ ◦ qCγ = qCγ ◦ τγ . The
submanifold fixed by the involution is P ×P∩Pγ C− where C− = C− ∩ Z is a submanifold
of Z. Notice that for any z ∈ C, we have TzC− = (TzZ)γ≤0.

We can now define the real counterpart of the map qCγ : the map

qγ : P ×P∩Pγ C− → Z.

The tangent bundle at the identity of P/P ∩ Pγ admits a canonical identification with
(nL)

γ>0, so that for any z ∈ C, the tangent map Tqγ |[e,z] : (nL)γ>0 × (TzZ)γ≤0 7−→ TzZ
is defined by the relation Tqγ |[e,z](X, v) = X · z ⊕ v. Hence for any z ∈ C the following
statements are equivalent :

• TqCγ |[e,z] is an isomorphism

• Tqγ |[e,z] is an isomorphism

• ργz : (nL)
γ>0 7−→ (TzZ)γ>0, X 7→ X · z is an isomorphism.

Definition 2.4 The data (γ, C) is called a balanced Ressayre’s pair of Z if there exists
τ -invariant Zariski open subsets VC ⊂ M and UC ⊂ C− such that : VC is P-invariant,
UC is P ∩ Pγ-invariant and intersects C, and the map qCγ defines a diffeomorphism

P×P∩Pγ UC ≃ VC.
If furthermore we have dimp(C)− dimp(Z) ∈ {0, 1}, and γ is rational, we call (γ, C) a

regular balanced Ressayre’s pair.

If UC is a τ -invariant Zariski open subset of C− that intersects the complex submanifold
C, then UC ∩C is a τ -invariant Zariski open subset of C. It implies that UC ∩Cτ is dense
in Cτ , and in particular that UC ∩ C is non-empty (see Appendix B in [20]). When the
map qCγ defines a diffeomorphism P×P∩Pγ UC ≃ VC, we see then that the infinitesimal map

ργz : (nL)
γ>0 7−→ (TzZ)γ>0 is an isomorphism for any z ∈ UC ∩ C.

We can weaken the condition on the balanced Ressayre’s pair.

Definition 2.5 The data (γ, C) is called a infinitesimal Ressayre’s pair of Z if there
exists z ∈ C such that ργz : (nL)

γ>0 7−→ (TzZ)γ>0 is an isomorphism. If furthermore we
have dimp(C) − dimp(Z) ∈ {0, 1}, and γ is rational, we call (γ, C) a regular infinitesimal
Ressayre’s pair of Z.
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When (γ, C) is an infinitesimal real Ressayre’s pair of Z, there exists z ∈ C so that
ργz : (nL)

γ>0 −→ (TxZ)γ>0 is an isomorphism commuting with the infinitesimal action of
γ. It gives us two identities

(C1) dim(nL)
γ>0 = rank(TZ|C)γ>0,

(C2) Trγ((nL)
γ>0) = Trγ((TZ|C)γ>0).

If (γ, C) is a balanced Ressayre’s pair then

(C3)
{
x ∈ M, ♯{(qCγ )−1(x)} = 1

}
contains a Zariski open subset of M.

Condition (C3) can be made more flexible by considering

(C′
3)

{
x ∈ M, (qCγ )

−1(x) 6= ∅
}

contains a Zariski open subset of M.

2.3 Parametrization of the facets

The following result will be the main tool used in the next sections.

Theorem 2.6 ([20]) For ξ ∈ (aL)+, the following statements are equivalent:

• ξ ∈ ∆p(Z).

• (ξ, γ) ≥ (Ψ(C), γ) holds for any regular infinitesimal real Ressayre’s pair (γ, C) of Z.

• (ξ, γ) ≥ (Ψ(C), γ) holds for any regular balanced Ressayre’s pair (γ, C) of Z.

• (ξ, γ) ≥ (Ψ(C), γ) holds for any (γ, C) such that

a) γ is rational,

b) dimp(C)− dimp(Z) ∈ {0, 1},
c) (C1), (C2) and (C3) hold.

The result is still true if we replace condition c) by

c′) (C1), (C2) and (C′
3) hold.

3 Proof of the main theorem

We come back to the setting of §1.1. We will explain how Theorem 1.7 is a consequence
of Theorem 2.6 applied to the Kähler-Hamiltonian manifold M = TŨ equipped with the
action of the reductive group LC = ŨC × UC.

The real reductive group G ⊂ G̃ are the connected components of the subgroups
Uσ
C
⊂ Ũσ

C
. We have a Cartan decomposition g = k⊕ p, where k = uσ and p = iu−σ (idem

for g̃). Let a ⊂ ã be maximal abelian subspaces of p ⊂ p̃.
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3.1 Admissible elements

We see G̃ as a submanifold of ŨC equipped with the following G̃×G-action : (g̃, g) · x̃ =
g̃x̃g−1. Let (X̃,X) be an element of ã × a. In the following lemma, we describe the

manifold G̃(X̃,X) of zeroes of the vector field (X̃,X) on G̃. We denote by G̃X ⊂ G̃ the
subgroup that fixes X.

Lemma 3.1 • If X̃ /∈ K̃X , then G̃(X̃,X) = ∅

• If X̃ = k̃X with k̃ ∈ K̃, then G̃(X̃,X) = k̃ · G̃X .

Proof : The set G̃(X̃,X) is non-empty if and only if X̃ belongs to the adjoint orbit G̃X.
The Lemma follows then from the fact that the intersection G̃X ∩ p̃ is equal to K̃X. ✷

Let Wã = NK̃(ã)/ZK̃(ã) be the restricted Weyl group. Since both elements X̃ and X

belongs to ã, we notice that if X̃ = k̃X for some k̃ ∈ K̃, then there exists w̃ ∈ Wã such
that X̃ = w̃X. So, the admissible elements relative to the action of G̃×G on G̃ are of the
form (w̃γ, γ) where γ ∈ a is a rational element and w̃ ∈ Wã.

We let Σ(g̃/g) ⊂ a∗ denote the set of weights relative to the a-action on g̃/g. If γ ∈ a,
we denote by Σ(g̃/g) ∩ γ⊥ the subset of weights vanishing against γ. The main purpose
of this section is the proof of the following result.

Proposition 3.2 Let G ⊂ G̃ be two linear real reductive groups satisfying Assumption
1.3. An element (w̃γ, γ) is admissible relatively to the G̃×G-action on G̃ if and only if γ
is rational and if Vect

(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥.

The proof of Proposition 3.2 is a consequence of the next Lemma.

Lemma 3.3 Let γ ∈ a and let X̃o ∈ ã be a regular element.

1. We have dimp̃×p G̃ = dimp K̃X̃o and dimp̃×p G̃
(w̃γ,γ) = dimpγ K̃

γX̃o.

2. Under Assumption 1.3, we have

• dimp̃×p G̃ = dimZ(g̃) ∩ p.

• dimpγ K̃
γX̃o − dimp K̃X̃o ∈ {0, 1} if and only if Vect

(
Σ(g̃/g) ∩ γ⊥

)
is equal to

Vect
(
Σ(g̃/g)

)
∩ γ⊥.

Proof : For any x ∈ G̃, the stabilizer (p̃ × p)x admits a canonical identification with

Ad(x)(p) ∩ p̃. If we write x = k̃′eỸ , with k̃′ ∈ K̃ and Ỹ ∈ p̃, we see that Ad(x)(p) ∩ p̃ ≃
Ad(eỸ )(p) ∩ p̃ = p ∩ p̃Ỹ . Thus dimp̃×p G̃ = minỸ ∈p̃ dim(p ∩ p̃Ỹ ). If we write Ỹ = k̃ · X̃,

with X̃ ∈ ã, we have Ad(k̃)(ã) ⊂ k̃ · p̃X̃ = p̃Ỹ , and the equality Ad(k̃)(ã) = p̃Ỹ holds
when Ỹ is regular. So dimp̃×p G̃ = mink̃∈K̃ dim(p ∩ Ad(k̃)(ã)). On the other hand, when
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X̃o ∈ ã is a regular element it is immediate that dimp K̃X̃o = mink̃∈K̃ dim(p ∩Ad(k̃)(ã)).

We obtain finally that dimp̃×p G̃ = dimp K̃X̃o. Since dimp̃×p G̃
(w̃γ,γ) = dimp̃×p G̃

γ , the

indentity dimp̃×p G̃
(w̃γ,γ) = dimpγ K̃

γX̃o admits the same proof than before. First one sees
that

dimp̃×p G̃
γ = min

k̃∈K̃γ

dim(p ∩Ad(k̃)(ã)) = min
k̃∈K̃γ

dim(pγ ∩Ad(k̃)(ã))

and then we use that mink̃∈K̃γ dim(pγ ∩Ad(k̃)) = dimpγ K̃
γX̃o. The first point is settled.

K̃X̃o is the real part of the coadjoint orbit ŨX̃o. Thanks to Lemma 2.2, we know
that exists a subspace h ⊂ p such that ∀x ∈ K̃X̃o,∃k ∈ K such that Ad(k)(h) ⊂ px, and
dim(h) = dim(px) on a dense open subset of K̃X̃o : h is the generic p-stabilizer on K̃X̃o

and dimp(K̃X̃o) = dim(h).
Let us check that under Assumption 1.3, we have h = Z(g̃) ∩ p. If β′ ∈ h, then

K(K̃X̃o)
β′

= K̃X̃o. Let us write β′ = Ad(k′)(β) with β ∈ a and k′ ∈ K. Since (K̃X̃o)
β =

∪w̃∈W
ã
K̃βw̃X̃o, the relation K(K̃X̃o)

β′

= K̃X̃o implies that a subset KK̃βw̃X̃o ⊂ K̃X̃o

has a non empty interior. Let g = kk̃w̃ ∈ KK̃βw̃ such that gX̃o belongs to the interior of
KK̃βw̃X̃o: this implies the identity

(11) k+Ad(k)(k̃β) + Ad(g)(k̃X̃o) = k̃.

But Ad(g)(k̃X̃o) = Ad(kk̃)(k̃X̃o) ⊂ Ad(k)(k̃β), hence (11) is equivalent to k + k̃β = k̃. Now
standard computation shows that

k+ k̃β = k̃ ⇐⇒ [β, k̃] ⊂ p ⇐⇒ [β, p̃] ⊂ k ⇐⇒ [β, g̃] ⊂ g ⇐⇒ [β′, g̃] ⊂ g.

We have proved that any element β′ ∈ h ⊂ p belongs to the ideal b := {X ∈ g, [X, g̃] ⊂ g}.
Thanks to Assumption 1.3, we know that b = Z(g̃)∩g. We have proved that h ⊂ Z(g̃)∩p.
On the other hand, it is immediate that Z(g̃)∩ p ⊂ px for any x ∈ K̃X̃o. We have proved
that the equality Z(g̃) ∩ p = px holds on a dense open subset of K̃X̃o. The first part of
the second point is settled.

Let us concentrated on the last part of the second point.
If γ ∈ Z(g̃)∩p then dimpγ K̃

γX̃o = dimp K̃X̃o and Vect
(
Σ(g̃/g)∩γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩

γ⊥ = Vect
(
Σ(g̃/g)

)
.

Suppose now that γ /∈ Z(g̃)∩ p. We see that Z(g̃)∩ p⊕Rγ ⊂ (pγ)x for any x ∈ K̃γX̃o,
hence dimpγ K̃

γX̃o−dimp K̃X̃o = 1 if and only if Z(g̃)∩p⊕Rγ is the generic pγ-stabilizer

on K̃γX̃o.
Suppose that Vect

(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥. For any β ∈ a, we have the

equivalences

[β, g̃γ ] ⊂ gγ ⇐⇒ 〈α, β〉 = 0,∀α ∈ Σ(g̃/g) ∩ γ⊥ ⇐⇒ β ∈ Vect
(
Σ(g̃/g) ∩ γ⊥

)⊥

⇐⇒ β ∈
(
Vect

(
Σ(g̃/g)

)
∩ γ⊥

)⊥

⇐⇒ β ∈ Vect
(
Σ(g̃/g))⊥ + Rγ

⇐⇒ β ∈ Z(g̃) ∩ p⊕ Rγ.
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Let hγ ⊂ pγ be the generic pγ-stabilizer on K̃γX̃o. Let β′ ∈ hγ that we write β′ = kβ

with β ∈ a and k ∈ Kγ . Since Kγ(K̃γX̃o)
β′

= Kγ(K̃γX̃o)
β is equal to K̃γX̃o, the same

arguments than those used before show that [β, g̃γ ] ⊂ gγ and then β′ = β ∈ Z(g̃)∩p⊕Rγ.
We have proved that hγ = Z(g̃) ∩ p⊕ Rγ is the generic pγ-stabilizer on K̃γX̃o.

Suppose now that Vect
(
Σ(g̃/g)∩ γ⊥

)
6= Vect

(
Σ(g̃/g)

)
∩ γ⊥. It means that there exists

β /∈ Z(g̃) ∩ p ⊕ Rγ = Vect
(
Σ(g̃/g))⊥ + Rγ such that 〈α, β〉 = 0,∀α ∈ Σ(g̃/g) ∩ γ⊥, i.e.

[β, g̃γ ] ⊂ gγ . Let consider the subspace ho = Z(g̃) ∩ p ⊕ Rγ ⊕ Rβ. As we have shown
before, the inclusion [β, g̃γ ] ⊂ gγ shows that the set Kγ(K̃γX̃o)

ho = Kγ(K̃γX̃o)
β has a

non-empty interior. Thanks to Lemma 2.3, we can conclude that dimpγ K̃
γX̃o ≥ dim(ho)

and then dimpγ K̃
γX̃o − dimp K̃X̃o ≥ 2. The last part of the second point is proved. ✷

3.2 Balanced Ressayre’s pair : infinitesimal conditions

Let (w̃, γ) ∈ Wã×a such that γw̃ := (w̃γ, γ) is an admissible element relative to the action
of G̃×G on G̃ ⊂ ŨC.

The complex submanifold of ŨC fixed by γw̃ is Cw̃,γ := w̃Ũγ
C
and the real part contained

in G̃ is Cw̃,γ := Cw̃,γ ∩ G̃ = w̃G̃γ . The Bialynicki-Birula’s complex submanifold associated

to Cw̃,γ is C−
w̃,γ := w̃P̃γ where P̃γ is the complex parabolic subgroup of ŨC associated to γ

(see (10)). The parabolic subgroup of ŨC × UC associated to the weight γw̃ is

Pw̃,γ := Ad(w̃)(P̃γ)× Pγ .

Let P ⊂ UC (resp. P̃ ⊂ ŨC) be the parabolic subgroup associated to the choice of the
Weyl chamber a+ (resp. ã+). We can now consider the holomorphic map

qCw̃,γ : (P̃× P)×
(P̃×P)∩Pw̃,γ

w̃P̃γ −→ ŨC

that sends [p̃, p; w̃x̃] to p̃w̃x̃p−1. Let us recall the definition of regular balanced Ressayre’s
pair in this setting.

Definition 3.4 The data (γw̃, Cw̃,γ) is a regular balanced Ressayre’s pair of G̃ if there

exists τ -invariant Zariski open subsets VC ⊂ ŨC and UC ⊂ w̃P̃γ such that, VC is P̃ × P-

invariant, UC is (P̃ × P) ∩ Pw̃,γ-invariant and intersects w̃Ũγ
C
, annd the map qCw̃,γ defines

a diffeomorphism

(12) (P̃× P)×
(P̃×P)∩Pw̃,γ

UC ≃ VC.

As we have explain in §2.2, the set UC∩ w̃G̃γ is nonempty and the diffeomorphism (12)
insures that the infinitesimal map ργw̃z : ñw̃γ>0 × nγ>0 −→ (TzG̃)γw̃>0 is an isomorphism
for any z ∈ UC ∩ w̃G̃γ .

Lemma 3.5 Let (γw̃, Cw̃,γ) be a regular balanced Ressayre’s pair of G̃. Then we have

(C1) dim(ñw̃γ>0) + dim(nγ>0) = dim(g̃γ>0),

(C2) Trγ(n
γ>0) + Trw̃γ(ñ

w̃γ>0) = Trγ(g̃
γ>0).
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Proof : Let z ∈ w̃G̃γ such that ργw̃z : ñw̃γ>0 × nγ>0 −→ (TzG̃)γw̃>0 is an isomorphism.
Since ργw̃z commutes with the infinitesimal action of γw̃, it implies that dim(ñw̃γ>0) +
dim(nγ>0) = dim((TzG̃)γw̃>0) and Trγw̃

(
ñw̃γ>0 × nγ>0

)
= Trγw̃((TzG̃)γw̃>0).

Since (TzG̃)γw̃>0 ≃ g̃γ>0, relations (C1) and (C2) follows. ✷

3.3 Cohomological conditions

To any w̃ ∈ Wã, we associate the Schubert cell X̃
o
w̃,γ = P̃[w̃] = B̃[w̃] ⊂ F̃γ and the Schubert

variety X̃w̃,γ = X̃o
w̃,γ (see §1.3). Let us denote Xo

γ := B[e] ⊂ Fγ and the corresponding

Schubert variety Xγ = Xo
γ .

Let [X̃w̃,γ ] ∈ H2nw̃,γ (F̃γ ,Z) and [Xγ ] ∈ H2nγ (Fγ ,Z) be the cycle classes defined by
these algebraic subvarieties. Here nw̃,γ = codimC(X̃w̃,γ) and nγ = codimC(Xγ).

A standard computation shows that condition (C1) of Lemma 3.5 is equivalent to
codimC(X̃w̃,γ) + codimC(Xγ) = dimC(Fγ).

If (γw̃, Cw̃,γ) is a balanced Ressayre’s pair of G̃, then the map qCw̃,γ satisfies condition

(C3) : {g̃ ∈ ŨC, ♯{(qCw̃,γ)
−1(g̃−1)} = 1} contains a Zariski open subset of ŨC.

Let us consider the map

πw̃,γ : (P̃ × P)×
(P̃×P)∩Pw̃,γ

w̃P̃γ −→ F̃γ ×Fγ

that sends [p̃, p; w̃x] to ([p̃w̃], [p]).
The following facts are standard (see Proposition 4.3 in [6] or Section 6.1 in [20]).

For any g̃ ∈ ŨC, the map πw̃,γ is injective on the fiver (qCw̃,γ)
−1(g̃−1), and the set

πw̃,γ((q
C
w̃,γ)

−1(g̃−1)) is equal to

Xo
γ ∩ ι−1(g̃X̃o

w̃,γ) ≃ {(x, y) ∈ P̃[w̃]× P[e], g̃x = ι(y)} ⊂ F̃γ ×Fγ .

Here ι : Fγ → F̃γ is the canonical embedding. Thus conditions (C3) and (C′
3) becomes

(C3)
{
g̃ ∈ ŨC, ♯{Xo

γ ∩ ι−1(g̃X̃o
w̃,γ)} = 1

}
contains a Zariski open subset of ŨC.

(C′
3)

{
g̃ ∈ ŨC,X

o
γ ∩ ι−1(g̃X̃o

w̃,γ) 6= ∅
}

contains a Zariski open subset of ŨC.

According to a transversality theorem due to Kleiman, the intersection Xγ∩ι−1(g̃X̃w̃,γ)

is transverse for any g̃ in a nonempty Zariski open subset of ŨC; moreover, Xo
γ∩ι−1(g̃X̃o

w̃,γ)
is dense in this intersection. We deduce that

1. (C3) is equivalent to asking that the cohomology class of Xγ ∩ ι−1(g̃X̃w̃,γ) is equal to
the cohomology class of a point : [Xγ ] · ι∗([X̃w̃,γ ]) = [pt] in H∗(Fγ ,Z).

2. (C1) and (C′
3) are equivalent to asking that [Xγ ] · ι∗([X̃w̃,γ ]) = ℓ[pt] with ℓ ≥ 1 in

H∗(Fγ ,Z).

Let us notice that [Xγ ] · ι∗([X̃w̃,γ ]) = [pt] implies that codimC(X̃w̃,γ) + codimC(Xγ) =
dimC(Fγ), hence (C1) is a consequence of (C3).
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3.4 Conclusion

Let us consider the gradient map Ψ : G̃ ≃ K̃ × p̃ → p̃× p, (k̃, X̃) 7→ (−k̃X̃, π(X̃)).
Let (w̃, γ) ∈ Wã × a and Cw̃,γ = w̃G̃γ . In the previous sections, we have proved the

following

• γw̃ := (w̃γ, γ) is admissible if and only if Vect
(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥.

• Condition (C2) for (γw̃, Cw̃,γ) is equivalent to Trγ(n
γ>0)+Trw̃γ(ñ

w̃γ>0) = Trγ(g̃
γ>0).

• Condition (C3) for (γw̃, Cw̃,γ) is equivalent to [Xγ ] · ι∗([X̃w̃,γ ]) = [pt] in H∗(Fγ ,Z).

• (C1) is a consequence of (C3).

• Conditions (C1) and (C′
3) for (γw̃, Cw̃,γ) are equivalent to [Xγ ] · ι∗([X̃w̃,γ ]) = ℓ[pt] with

ℓ ≥ 1 in H∗(Fγ ,Z).

We notice that (Ψ(Cw̃,γ), γw̃) = 0. Thus Theorem 2.6 gives us the following

Theorem 3.6 Let (ξ̃, ξ) ∈ ã+ × a+. We have −Kξ ⊂ π
(
K̃ξ̃

)
if and only if

(13) (ξ̃, w̃γ) + (ξ, γ) ≥ 0

for any (γ, w̃) ∈ a×Wã satisfying the following properties:

a) γ is rational and Vect
(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥.

b) [Xγ ] · ι∗([X̃w̃,γ ]) = [pt] in H∗(Fγ ,Z).

c) Trγ(n
γ>0) + Trw̃γ(ñ

w̃γ>0) = Trγ(g̃
γ>0).

The result still holds if we replace condition b) with

b′) [Xγ ] · ι∗([X̃w̃,γ ]) = ℓ[pt] with ℓ ≥ 1 in H∗(Fγ ,Z).

We have to make some small modifications in the previous theorem in order to obtain
Theorem 1.7. The longest element w0 ∈ W , which is invariant by σ, can be seen as the
unique element of Wa such that w0(a+) = −a+. Any elements ξ ∈ a+ and γ ∈ a can
be written ξ = −w0(ξ

′) and γ = wγ′ where ξ′ ∈ a+, γ′ ∈ −a+ and w ∈ Wa. Since
Waγ = Kγ ∩ a is contained in Wãγ = K̃γ ∩ ã, for any (w, w̃) ∈ Wa × Wã, there exists
w̃′ ∈ Wã such that w̃wγ′ = w̃′γ′.

We leaves the reader verify the following

• −Kξ ⊂ π
(
K̃ξ̃

)
is equivalent to Kξ′ ⊂ π

(
K̃ξ̃

)

• (13) is equivalent to (ξ̃, w̃′γ′) ≥ (ξ′, w0wγ
′)
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• Vect
(
Σ(g̃/g) ∩ γ⊥

)
= Vect

(
Σ(g̃/g)

)
∩ γ⊥ is equivalent to Vect

(
Σ(g̃/g) ∩ (γ′)⊥

)
=

Vect
(
Σ(g̃/g)

)
∩ (γ′)⊥.

• Condition b) is equivalent to [Xw,γ′ ] · ι∗([X̃w̃′,γ′ ]) = [pt] in H∗(Fγ′ ,Z).

• Condition c) is equivalent to Trwγ′(nwγ′>0) + Trw̃γ′(ñw̃γ′>0) = Trγ′(g̃γ
′>0).

We see then that Theorem 1.7 is a reformulation of Theorem 3.6.

4 Singular value inequalities for matrix sums

Let p ≥ q ≥ 1 and n = p + q. We consider the canonical action of the group K :=
U(p)×U(q) on the vector space Mp,q(C) of complex matrices of size p×q. Let a ⊂ Mp,q(C)
be the real subspace consisting of all matrices of the form

Y (x) =




0 · · · x1
...

...
...

xq · · · 0
0 · · · 0
...

. . .
...

0 · · · 0




, x ∈ R
q.

The chamber a+ := {Y (x), x1 ≥ x2 ≥ · · · ≥ xq ≥ 0} parametrizes the K-orbits on
Mp,q(C) : in other words a matrix X belongs to the orbit K · Y (x) if and only x is equal
to the singular spectrum of X (see §1.6). Thus we can consider

Singular(p, q) :=
{
(a, b, c) ∈ (Rq

++)
3,K · Y (c) ⊂ K · Y (a) +K · Y (b)

}
,

where R
q
++ = {x = (x1 ≥ x2 ≥ · · · ≥ xq ≥ 0)}. Notice that K · Y (x) = −K · Y (x)

for any x ∈ R
q
++, hence Singular(p, q) can be defined with the symmetric condition 0 ∈

K · Y (a) +K · Y (b) +K · Y (c).
We need to recall some notations introduced in §1.6. For any r ∈ [q], let Pp,q

r be the
collection of subsets I ⊂ [n] of cardinal r, satisfying I ∩ Io = ∅ and I ∩ {q + 1, . . . , p} = ∅,
where Io = {n + 1 − k, k ∈ I}. We see that any I ∈ Pp,q

r is equal to the disjoint union
I+

∐
Io− where I+, I− are disjoint subsets of [q]. A subset A ⊂ [n] is polarized if it admits

a decomposition A = A+
∐

A− into disjoints subsets. If A+ and A− are both of cardinal
r, we say that A is balanced. We denote by Poln2r the collection of balanced polarized
subsets of [n] of cardinal 2r.

To any subset I ∈ Pp,q
r , we associate the balanced polarized subset Î = I

∐
Io ∈ Poln2r

and the cohomology class [XÎ ] ∈ H∗(F(r, n− r;n),Z). The proof of the following result is
given is §4.6.

25



Theorem 4.1 An element (x, y, z) ∈ (Rq
++)

3 belongs to Singular(p, q) if and only if

(⋆)I±,J±,K±
|x |I+ + | y |J+ + | z |K+

≤ |x |I− + | y |J− + | z |K−

holds for any r ∈ [q], for any I, J,K ∈ Pp,q
r such that

(14) [X
Î
]⊙0 [XĴ

]⊙0 [XK̂
] = [pt] in H∗(F(r, n − r;n),Z).

The result still holds if we replace (14) by the weaker condition [XÎ ]⊙0 [XĴ ]⊙0 [XK̂ ] = ℓ[pt]
with ℓ ≥ 1.

The following examples are detailed in §4.4.

Example 4.2 Let us consider the case p ≥ q = 1. Thus (a, b, c) ∈ (R+)
3 belongs to

Singular(p, 1) if and only if the Weyl inequalities holds : a + b ≥ c, a + c ≥ b, and
b+ c ≥ a.

Example 4.3 Let us consider the case p ≥ q = 2. Thus (a, b, c) ∈ (R2
++)

3 belongs to
Singular(p, 2) if and only if the following 18 inequalities holds

1. the Weyl inequalities

• a1 + b1 ≥ c1 (and 2 permutations),

• a1 + b2 ≥ c2 (and 5 permutations),

2. the Lidskii inequalities

• a1 + a2 + b1 + b2 ≥ c1 + c2 (and 2 permutations),

3. the signed Lidskii inequalities

• a1 + a2 + b1 − b2 ≥ c1 − c2 (and 5 permutations).

4.1 Multiplicative formulas in H∗(F(r, n− r;n),Z)

In this section, we use some multiplicative formula obtained by Ressayre [22] and Rich-
mond [25] for the structure constants in the cohomology of flag varieties to simplify con-
dition (14). We are interested by their multiplicative formula in the case of two steps flag
varieties F(r, n − r;n). The Schubert varieties of F(r, n − r;n) are parametrized by the
set Poln2r of balanced polarized subsets of [n] of cardinal 2r. If A = A+

∐
A− ∈ Poln2r, the

subset (A+)
c ⊂ [n] is of cardinal n−r : (A+)

c = {u1 < · · · < un−r}. Since A− is contained
in (A+)

c we can define the following subsets of cardinal r : A′ = {i ∈ [n − r], ui ∈ A−}
and A′′ = {k ∈ [n− r], n− r + 1− k ∈ A′}. Therefore, we can associate the cycles classes
[XA+

] ∈ H∗(G(r, n),Z) and [XA′′ ] ∈ H∗(G(r, n − r),Z) to any A ∈ Poln2r.
The following result is a particular case of a general multiplicative formula obtained

by Ressayre [22] and Richmond [25].
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Proposition 4.4 Let A,B,C ∈ Poln2r. The relation [XA] ⊙0 [XB ] ⊙0 [XC ] = ℓ[pt], with
ℓ > 0, holds in H∗(F(r, n − r;n),Z) if and only if we have

1. [XA+
] · [XB+

] · [XC+
] = ℓ′[pt] with ℓ′ > 0 in H∗(G(r, n),Z),

2. [XA′′ ] · [XB′′ ] · [XC′′ ] = ℓ′′[pt] with ℓ′′ > 0 in H∗(G(r, n − r),Z),

3. |A+|+ |B+|+ |C+| = |A−|+ |B−|+ |C−|+ r(n− r).

Moreover we have ℓ = ℓ′ℓ′′.

When we work with I, J,K ∈ Pp,q
r and the associated balanced polarized subsets

Î = I
∐

Io, Ĵ = J
∐

Jo, and K̂ = K
∐

Ko, we see that

|Î+|+ |Ĵ+|+ |K̂+| = |Î−|+ |Ĵ−|+ |K̂−|+ r(n− r) ⇐⇒
|I|+ |J |+ |K| = 2r(n− r) + 3

2r(r + 1) ⇐⇒
codim(XI) + codim(XJ ) + codim(XK) = r(n− r).

Therefore condition 3. is a consequence of condition 1. in Proposition 4.4 when working
with Î , Ĵ , K̂ ∈ Poln2r

If X ∈ Pp,q
r , we define X̃ ∈ Pn−r

r as equal to (X̂)′′. Thanks to Proposition 4.4, we can
state another version of Theorem 1.19.

Theorem 4.5 An element (x, y, z) ∈ (Rq
++)

3 belongs to Singular(p, q) if and only if
(⋆)I±,J±,K±

holds for any r ∈ [q], for any I, J,K ∈ Pp,q
r satisfying both conditions :

(15) [XI ] · [XJ ] · [XK ] = [pt] in H∗(G(r, n),Z),

(16) [X
Ĩ
] · [X

J̃
] · [X

K̃
] = [pt] in H∗(G(r, n − r),Z).

The result is still true if we work with the weaker conditions : [XI ] · [XJ ] · [XK ] = ℓ′[pt]
and [XĨ ] · [XJ̃ ] · [XK̃ ] = ℓ′′[pt] with ℓ′, ℓ′′ ≥ 1.

4.2 Inequalities of Weyl, Lidskii and Thompson

The purpose of this section is to give some examples of triplets (I, J,K) satisfying (15)
and (16) which will allow us to recover the classical inequalities of Weyl, Lidskii and
Thompson.

We need to recall a standard feature of Littlewood-Richardson coefficients. Let m ≥ 2
and r ∈ [m]. For any subset X = {x1 < · · · < xr} ⊂ [q] of cardinal r, we associate several
objects : the partition λ(X) = (λ1 ≥ · · · ≥ λr) where λa = m−r+a−xa ; the polynomial
irreducible representation Vλ(X) of U(r) and the cycle class [XX ] ∈ H2n(X)(G(r,m−r),Z),
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where n(X) = |λ(X)|. A classical result of Lesieur [17] tell us that for any subsets
A,B,C ⊂ [m] of cardinal r, if |λ(A)|+ |λ(B)|+ |λ(C)| = r(m− r) we have

[XA] · [XB ] · [XC ] = c(A,B,C)[pt]

where c(A,B,C) = dim(Vλ(A)⊗Vλ(B)⊗Vλ(C)⊗detr−m)U(r). Since |λ(A)|+|λ(B)|+|λ(C)| =
r(m− r) when c(A,B,C) 6= 0, we obtain the following equivalence for any ℓ ≥ 1 :

[XA] · [XB ] · [XC ] = ℓ[pt] ⇐⇒ dim(Vλ(A) ⊗ Vλ(B) ⊗ Vλ(C) ⊗ det r−m)U(r) = ℓ.

Weyl inequalities

Let m ≥ 2. To any element a ∈ [m] we associate the Schubert variety Xa = Bm · (Cea) ⊂
G(1,m) of codimension m− a. Lesieur’s result leads to the following simple criterion.

Lemma 4.6 Let i, j, k ∈ [m]. Then [Xi] · [Xj ] · [Xk] = [pt] in H∗(G(1,m),Z) if and only
if i+ j + k = 2m+ 1.

Let i, j ∈ [q] such that i + j ≤ q + 1. Consider the following triplet of Pp,q
1 : I =

∅∐{n + 1 − i}, J = ∅∐{n + 1 − j} and K = {i + j − 1}∐ ∅. On one side, the cycles
classes in H∗(G(1, n),Z) are [XI ] = [Xn+1−i], [XJ ] = [Xn+1−j ] and [XK ] = [Xi+j−1]. On
the other side, the cycles classes in H∗(G(1, n − 1),Z) are [XĨ ] = [Xn−i], [XJ̃ ] = [Xn−j ]
and [XK̃ ] = [Xi+j−1]. Thanks to the previous Lemma, we see that Conditions (15) and
(16) are satisfied. The corresponding inequalities are the Weyl inequalities [28] :

τi+j−1(A+B) ≤ τi(A) + τj(B), ∀A,B ∈ Mp,q(C).

whenever i+ j ≤ q + 1.

Lidskii inequalities

Let us consider the element Xn
r := ∅ ∐ {n − r + 1, . . . , n} ∈ Pp,q

r : here X̃n
r = {n − 2r +

1, . . . , n − r} ∈ Pn−r
r . The Schubert varieties XXn

r
and XX̃n

r
are respectively equal to the

whole manifolds G(r, n) and G(r, n − r), hence [XXn
r
] = 1 and [X

X̃n
r
] = 1. Recall that the

identity [XI ] · [XJ ] = [pt] holds in H∗(G(r, n),Z) if and only if J = Io.
Thus we obtain the following

Lemma 4.7 Let I ∈ Pp,q
r . The triplet (Xn

r , I, I
o) satisfies (15) and (16) if and only if

Ĩo = (Ĩ )o.

We leave it to the reader to verify that the identity Ĩo = (Ĩ )o is satisfied in the following
two cases:

1. I = {i1 < · · · < ir}
∐ ∅. The corresponding inequalities are the Lidskii inequalities

[18]:
r∑

k=1

τik(A+B) ≤
r∑

k=1

τik(B) +

r∑

k=1

τk(A), ∀A,B ∈ Mp,q(C).
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2. I = {i1 < · · · < îs < · · · < ir}
∐{n+ 1− is}. The corresponding inequalities will be

referred to as the signed Lidskii inequalities :

∑

k 6=s

τik(A+B)− τis(A+B) ≤
∑

k 6=s

τik(B)− τis(B)+
r∑

k=1

τk(A), ∀A,B ∈ Mp,q(C).

Thompson inequalities

If X = {x1 < · · · < xr} ⊂ [q] is a subset of cardinal r ≥ 1, we define the partition
µX = (xr − r ≥ · · · ≥ x1 − 1) and the irreducible representation VµX

of U(r) with highest
µX . Recall that V ∗

µX
= Vµ∗

X
where µ∗

X = (1− x1 ≥ · · · ≥ r − xr).
Let r ∈ [q]. Let us consider three subsets of [q] of cardinal r : I− := {i1 < · · · < ir},

J− := {j1 < · · · < jr} and K+ = {k1 < · · · < kr}. For any p ≥ q, we define three elements
of Pp,q

r as follows : Ip = ∅∐{p + q + 1 − i, i ∈ I−}, Jp = ∅∐{p + q + 1 − j, i ∈ J−} and
Kp = K+

∐ ∅.

Lemma 4.8 The triplet (Ip, Jp,Kp) defined above satisfies (15) and (16) if and only if
dim(VµI−

⊗ VµJ−
⊗ V ∗

µK+
)U(r) = 1. If (VµI−

⊗ VµJ−
⊗ V ∗

µK+
)U(r) 6= {0}, then the weak

versions of (15) and (16) are true.

Proof : A direct computation gives : λ(Ip) = λ(Ĩp) = µI−, λ(J
p) = λ(J̃p) = µJ− and

λ(Kp) = (n− r)1r+µ∗
K+

, λ(K̃p) = (n− 2r)1r+µ∗
K+

. Using Lesieur’s result one sees that,
for any ℓ ≥ 1, the following statements are equivalent :

• [XIp ] · [XJp ] · [XKp ] = ℓ[pt] in H∗(G(r, n),Z),

• [X
Ĩp
] · [X

J̃p ] · [XK̃p ] = ℓ[pt] in H∗(G(r, n − r),Z).

• dim(VµI−
⊗ VµJ−

⊗ V ∗
µK+

)U(r) = ℓ.

✷

Corollary 4.9 We have
∑

k∈K+

τk(A+B) ≤
∑

j∈J−

τj(B) +
∑

i∈I−

τi(A), ∀A,B ∈ Mp,q(C)

if (VµI−
⊗ VµJ−

⊗ V ∗
µK+

)U(r) 6= {0}.

Let us consider the situation where kα = iα + jα − α, ∀α ∈ [r]. Theses relations
imply that µK+

= µI− + µJ−, and a standard fact of representation theory tells us that
dim(VµI−

⊗ VµJ−
⊗ V ∗

µI−
+µJ−

)U(r) = 1. We obtain here Thompson’s inequalities [27]

r∑

α=1

τiα+jα−α(A+B) ≤
r∑

α=1

τjα(B) +
r∑

α=1

τiα(A), ∀A,B ∈ Mp,q(C),

which are valid for any subsets {i1 < · · · < ir} and {j1 < · · · < jr} satisfying ir+jr−r ≤ q.
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4.3 Horn conditions

In the previous sections we parameterized the inequality (⋆)I±,J±,K±
in terms of subsets

I, J,K leaving in Pp,q
r . To simplify the presentation, we will choose a parameterization

using directly the I±, J±,K±.
The cardinal of a finite set Z is denoted by ♯Z. Let start from a polarized subset

X• = X+
∐

X− of [q]. To any p ≥ q, we associate the subset Xp
• ⊂ [p + q] of cardinal

r = ♯X• defined as Xp
• = X+

∐{p+ q + 1− x, x ∈ X−}.
The complement of Xp

• , (X
p
• )

c = {u1 < · · · < up+q−r}, contains (Xp
• )

o = {p + q +
1 − x, x ∈ Xp

•}. Hence we can define the following subsets of cardinal r : (Xp
• )

′ = {i ∈
[p+ q − r], ui ∈ (Xp

• )
o} and

X̃p
• = {k ∈ [p+ q − r], p+ q − r + 1− k ∈ (Xp

• )
′}.

Finally we associate the cycles classes [XXp
•
] ∈ H∗(G(r, p+q),Z) and [XX̃p

•
] ∈ H∗(G(r, p+

q − r),Z) to any polarized subset X• ⊂ [q] of cardinal r ≥ 1, and to any p ≥ q.
Recall that λ(Xp

• ) (resp. λ(X̃
p
• )) is the partition associated to the subset Xp

• ⊂ [p+ q]
(resp. X̃p

• ⊂ [p+q−r]). When I•, J•,K• are three polarized subsets of [q] of same cardinal
r, the relation [XIp•

] · [XJp
•
] · [XKp

•
] = ℓ[pt] ℓ ≥ 1, in H∗(G(r, p + q),Z) is equivalent to

(λ(Ip• ), λ(J
p
• ), λ(K

p
• )− (p+ q− r)1r) ∈ Horn(r). In the same way, the relation [X

Ĩp•
] · [X

J̃p
•
] ·

[X
K̃p

•
] = ℓ[pt] ℓ ≥ 1, in H∗(G(r, p+ q− r),Z) is equivalent to (λ(Ĩp• ), λ(J̃

p
• ), λ(K̃

p
• )− (p+

q − 2r)1r) ∈ Horn(r).
Let us rewrite a weak version of Theorem 4.5 with these new notations.

Theorem 4.10 An element (x, y, z) ∈ (Rq
++)

3 belongs to Singular(p, q) if and only if
(⋆)I±,J±,K±

holds for any triplet I•, J•,K• of polarized subsets of [q] satisfying the following
conditions :

1. ♯I• = ♯J• = ♯K• = r ∈ [q],

2. (λ(Ip• ), λ(J
p
• ), λ(K

p
• )− (p+ q − r)1r) ∈ Horn(r),

3. (λ(Ĩp• ), λ(J̃
p
• ), λ(K̃

p
• )− (p+ q − 2r)1r) ∈ Horn(r).

Conditions 2. and 3. implies respectively that |λ(Ip• )|+ |λ(Jp
• )|+ |λ(Kp

• )| = (p+q−r)r
and |λ(Ĩp• )|+ |λ(J̃p

• )|+ |λ(K̃p
• )| = (p+q−2r)r. We end this section by calculating precisely

these two relations.

Definition 4.11 For a polarized subset X• ⊂ [q], we denote by δX•
the cardinal of the set

{(a, b) ∈ X+ ×X−, a < b}.
Let r ∈ [q]. For any 0 ≤ α ≤ r, we denote by 1rα = (1, . . . , 1, 0, . . . , 0) ∈ Rr the vector

where 1 appears α times and 0 appears r − α times.

Lemma 4.12 Let X• ⊂ [q] be a polarized subset of cardinal r ≥ 1.
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1. For any p ≥ q, we have

(17) |λ(Xp
• )| = |X−| − |X+|+ (p+ q + 1)♯X+ − r(r+1)

2 ,

(18) |λ(X̃p
• )| = |X−| − |X+|+ (p+ q + 1)♯X+ − r(r+1)

2 − (♯X+)
2 − 2δX•

·

Hence |λ(Xp
• )| − |λ(X̃p

• )| = (♯X+)
2 + 2δX•

.

2. For any p′ ≥ p ≥ q, we have

λ(Xp′

• )− λ(Xp
• ) = (p′ − p)1r♯X+

and λ(X̃p′

• )− λ(X̃p
• ) = (p′ − p)1r♯X+

·

Proof : Let us prove the first point. A direct computation gives |Xp
• | = |X+| − |X−|+

(p+ q + 1)(r − ♯X+) and then, as |λ(Xp
• )| = (p+ q − r)r + r(r+1)

2 − |Xp
• |, we obtain (17).

Recall that (Xp
• )

′ ⊂ [p+ q − r] is defined as the collection of the ranks of the elements
of {p+ q + 1− x, x ∈ Xp

•} in [n]−Xp
• . A short computation gives that

(19) |(Xp
• )

′| = |X−| − |X+| − 2δX•
+ (p + q + 1− ♯X+)♯X+.

and |X̃p
• | = (p+ q− r+1)r−|(Xp

• )
′|. As |λ(X̃p

• )| = (p+ q−2r)r+ r(r+1)
2 −|X̃p

• |, we obtain

|λ(X̃p
• )| = (p+ q − 2r)r + r(r+1)

2 − (p+ q − r + 1)r + |(X̂)′|
= |(Xp

• )
′| − r(r+1)

2

= |X−| − |X+|+ (p+ q + 1)♯X+ − r(r+1)
2 − (♯X+)

2 − 2δX•
·

The last equality is a consequence of (19).
The second point, which can be proved by direct calculation, is left to the reader. ✷

Corollary 4.13 The inequality (⋆)I±,J±,K±
appears in the description of the convex cone

Singular(p, q) only if the triplet I•, J•,K• of polarized subsets of [q] satisfies the relations :

(C1) ♯I• = ♯J• = ♯K• = r ∈ [q],

(C2) |I+|+ |J+|+ |K+| − (|I−|+ |J−|+K−|) + r(r+1)
2 = (p+ q+1)(♯I+ + ♯J+ + ♯K+ − r),

(C3) (♯I+)
2 + (♯J+)

2 + (♯K+)
2 + 2(δI• + δJ• + δK•

) = r2.
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4.4 Examples : Singular(p, 1), Singular(p, 2) and Singular(3, 3)

In the next examples, the notation X• = {iǫ1, . . . , iǫr} means that X+ = {iǫk, ǫ = +} and
X− = {iǫk, ǫ = −}.

Example 4.14 Let p ≥ q = 1. Thus (a, b, c) ∈ (R+)
3 belongs to Singular(p, 1) if and only

if the Weyl inequalities holds : a+ b ≥ c, a+ c ≥ b, and b+ c ≥ a.

Proof : Let I•, J•,K• ⊂ [1] satisfying the relations of Theorem 4.10. If we use relation
(C3) of Corollary 4.13, we obtain that (♯I+)

2+(♯J+)
2+(♯K+)

2 = 1. Up to a permutation,
we must have I• = J• = {1−} and K• = {1+}. This case corresponds to the Weyl
inequality a+ b ≥ c. ✷

Example 4.15 Let p ≥ q = 2. The element (a, b, c) ∈ (R2
++)

3 belongs to Singular(p, 2) if
and only if the following 18 inequalities holds

1. the Weyl inequalities

• a1 + b1 ≥ c1 (and 2 permutations),

• a1 + b2 ≥ c2 (and 5 permutations),

2. the Lidskii inequalities

• a1 + a2 + b1 + b2 ≥ c1 + c2 (and 2 permutations),

3. the signed Lidskii inequalities

• a1 + a2 + b1 − b2 ≥ c1 − c2 (and 5 permutations).

Proof : Let I•, J•,K• ⊂ [2] satisfying the relations of Theorem 4.10. Let r := ♯I• =
♯J• = ♯K•.

First case : r = 1. Relation (C3) of Corollary 4.13 gives (♯I+)
2 +(♯J+)

2+(♯K+)
2 = 1.

Up to a permutation, we have I• = {i−}, J• = {j−}, K• = {k+} with i, j, k ∈ {1, 2}.
Relation (C2) of Corollary 4.13 imposes that k = i+ j−1, thus the triplet (i, j, k) belongs
to (1, 1, 1), (1, 2, 2) and (2, 1, 2). All this cases corresponds to the Weyl inequalities :
a1 + b1 ≥ c1, a1 + b2 ≥ c2, and a2 + b1 ≥ c2.

Second case : r = 2. Here relation (C3) becomes

(♯I+)
2 + (♯J+)

2 + (♯K+)
2 + 2(δI± + δJ± + δK±

) = 4.

Up to a permutation, we can suppose that ♯I+ ≤ ♯J+ ≤ ♯K+. There are two possibilities :

• (♯I+, ♯J+, ♯K+) = (0, 0, 2). Thus I• = J• = {1−, 2−} and K• = {1+, 2+}. This case
corresponds to the Lidskii inequality a1 + a2 + b1 + b2 ≥ c1 + c2.
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• (♯I+, ♯J+, ♯K+) = (0, 1, 1). Up to a permutation, we have δK•
= 1 and δJ• = 0. Here

I• = {1−, 2−}, J• = {1−, 2+} and K• = {1+, 2−}. This situation corresponds to the
signed Lidskii inequality a1 + a2 + b1 − b2 ≥ c1 − c2. ✷

Example 4.16 An element (a, b, c) ∈ (R3
++)

3 belongs to Singular(3, 3) if and only if the
following 87 inequalities holds :

1. the Weyl inequalities

• a1 + b1 ≥ c1 (and 2 permutations),

• a1 + b2 ≥ c2 (and 5 permutations),

• a2 + b2 ≥ c3 (and 2 permutations),

• a1 + b3 ≥ c3 (and 5 permutations).

2. the Lidskii inequalities

• a1 + a2 + b1 + b2 ≥ c1 + c2 (and 2 permutations),

• a1 + a2 + b1 + b3 ≥ c1 + c3 (and 5 permutations),

• a1 + a2 + b2 + b3 ≥ c2 + c3 (and 5 permutations),

• a1 + a2 + a3 + b1 + b2 + b3 ≥ c1 + c2 + c3 (and 2 permutations).

3. the signed Lidskii inequalities

• a1 + a2 + b1 − b2 ≥ c1 − c2 (and 5 permutations),

• a1 + a2 + b1 − b3 ≥ c1 − c3 (and 5 permutations),

• a1 + a2 + b2 − b3 ≥ c2 − c3 (and 5 permutations),

• a1 + a2 + a3 + b1 + b2 − b3 ≥ c1 + c2 − c3 (and 5 permutations),

• a1 + a2 + a3 + b1 − b2 + b3 ≥ c1 − c2 + c3 (and 5 permutations),

• a1 + a2 + a3 − b1 + b2 + b3 ≥ −c1 + c2 + c3 (and 5 permutations).

4. others inequalities

• a1 + a3 + b1 + b3 ≥ c2 + c3 (and 2 permutations),

• a1 + a3 + b1 − b3 ≥ c2 − c3 (and 5 permutations),

• (a1 + a2 − a3) + (b1 − b2 + b3) + (−c1 + c2 + c3) ≥ 0 (and 5 permutations).

Proof : Let I•, J•,K• ⊂ [3] satisfying the relations of Theorem 4.10. Let r := ♯I• =
♯J• = ♯K•.

First case : r = 1.
We obtain here the Weyl inequalities ai + bj ≥ ci+j−1 (up to permutations).
Second case : r = 2.
Let us use the relation (♯I+)

2 + (♯J+)
2 + (♯K+)

2 + 2(δI± + δJ± + δK±
) = 4. Up to a

permutation, we can suppose that ♯I+ ≤ ♯J+ ≤ ♯K+. There are two possibilities :

33



• (♯I+, ♯J+, ♯K+) = (0, 0, 2). Here we have I+ = J+ = K− = ∅. Relation (C3) of
Corollary 4.13 gives |I−|+ |J−| = |K+|+3. Knowing that |I−|, |J−|, |K+| ∈ {3, 4, 5},
we obtain few cases related to Lidskii inequalities:

1. (|I−|, |J−|, |K+|) = (3, 3, 3) : a1 + a2 + b1 + b2 ≥ c1 + c2,

2. (|I−|, |J−|, |K+|) = (3, 4, 4) or (4, 3, 4) : a1 + a2 + b1 + b3 ≥ c1 + c3 or a1 + a3 +
b1 + b2 ≥ c1 + c3,

3. (|I−|, |J−|, |K+|) = (3, 5, 5) or (5, 3, 5) : a1 + a2 + b2 + b3 ≥ c2 + c3 or a2 + a3 +
b1 + b2 ≥ c2 + c3.

The only case left is (|I−|, |J−|, |K+|) = (4, 4, 5). Here I• = J• = {1−, 3−} and
K• = {2+, 3+}. A small computation shows that the Horn conditions are satisfied
in this case. We obtain the inequality a1 + a3 + b1 + b3 ≥ c2 + c3.

• (♯I+, ♯J+, ♯K+) = (0, 1, 1). Up to a permutation, we can suppose that δK•
= 1 and

δJ• = 0. Thus I• = {i−1 < i−2 }, I• = {j−1 < j+2 } and K• = {k+1 < k−2 }. Relation
(C2) of Corollary 4.13 gives i−1 + i−2︸ ︷︷ ︸

α

+ j−1 + k−1︸ ︷︷ ︸
β

= j+2 + k+1︸ ︷︷ ︸
γ

+3.

Knowing that α, β, γ ∈ {3, 4, 5}, we obtain

1. (α, β, γ) = (3, 3, 3), (3, 4, 4), or (3, 5, 5). It gives us the signed Lidskii inequali-
ties.

2. (α, β, γ) = (4, 3, 4), or (5, 3, 5). No solutions.

3. (α, β, γ) = (4, 4, 5). Here I• = {1−, 3−}, I• = {1−, 3+} and K• = {2+, 3−}. A
small computation shows that the Horn conditions are satisfied in this case. It
corresponds to the inequality a1 + a3 + b1 − b3 ≥ c2 − c3.

Last case : r = 3.
Let start with the relation (C3) : (♯I+)

2 + (♯J+)
2 + (♯K+)

2 + 2(δI± + δJ± + δK±
) = 9.

Up to a permutation, we can suppose that ♯I+ ≤ ♯J+ ≤ ♯K+. First, let us list the triples
(♯I+ ≤ ♯J+ ≤ ♯K+) that cannot satisfy (C3) : (0, 0, 0); (0, 0, 1); (0, 1, 1); (0, 0, 2); (1, 1, 2);
(0, 2, 2); (2, 2, 2). There are four cases left :

1. (♯I+, ♯J+, ♯K+) = (0, 0, 3). Here I• = J• = {1−, 2−, 3−} and K• = {1+, 2+, 3+}. We
obtain the Lidskii inequality a1 + a2 + a3 + b1 + b2 + b3 ≥ c1 + c2 + c3.

2. (♯I+, ♯J+, ♯K+) = (0, 1, 2). We must have δJ•+δK•
= 2, so we have three possibilities

a) (δJ• , δK•
) = (0, 2) : here I• = {1−, 2−, 3−}, J• = {1−, 2−, 3+} and K• =

{1+, 2+, 3−}. We obtain the signed Lidskii inequality a1+a2+a3+b1+b2−b3 ≥
c1 + c2 − c3.
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b) (δJ• , δK•
) = (1, 1) : here I• = {1−, 2−, 3−}, J• = {1−, 2+, 3−} and K• =

{1+, 2−, 3+}. We obtain the signed Lidskii inequality a1+a2+a3+b1−b2+b3 ≥
c1 − c2 + c3.

c) (δJ• , δK•
) = (2, 0) : here I• = {1−, 2−, 3−}, J• = {1+, 2−, 3−} and K• =

{1−, 2+, 3+}. We obtain the signed Lidskii inequality a1+a2+a3−b1+b2+b3 ≥
−c1 + c2 + c3.

3. (♯I+, ♯J+, ♯K+) = (1, 2, 2). We must have δI• = δJ• = δK•
= 0, thus I• =

{1−, 2−, 3+}, J• = {1−, 2+, 3+} and K• = {1−, 2+, 3+}. The associated partitions
are λ(I3• ) = (1, 0, 0) and λ(J3

• ) = λ(K3
• ) = (2, 2, 0). As ((1, 0, 0), (2, 2, 0), (−1,−1,−3))

does not belongs to Horn(3), this triplet (I•, J•,K•) does not satisfies the conditions
of Theorem 4.10.

4. (♯I+, ♯J+, ♯K+) = (1, 1, 1). We must have δI• + δJ• + δK•
= 3. Up to a permutation,

two situations arise

a) δI• = δJ• = δK•
= 1: here I• = J• = K• = {1−, 2+, 3−}. The corresponding

partition is µ = (2, 1, 0), and one checks that (µ, µ, µ − 3 · 13) ∈ Horn(3).
Thus this triplet satisfies the conditions of Theorem 4.10. The corresponding
inequality,

a1 + a3 + b1 + b3 + c1 + c3 ≥ a2 + b2 + c2,

is nevertheless redundant since it is a consequence of the inequality x1 ≥ x2
satisfied by a, b, c.

b) δI• = 0, δJ• = 1 and δK•
= 2 : here I• = {1−, 2−, 3+}, J• = {1−, 2+, 3−}

and K• = {1+, 2−, 3−}. The corresponding partition are λ = λ(I3• ) = (1, 0, 0),
µ = λ(J3

• ) = (2, 1, 0) and ν = λ(K3
• ) = (3, 1, 1). One checks that (λ, µ, ν − 3 ·

13) ∈ Horn(3), thus the triplet (I•, J•,K•) satisfies the conditions of Theorem
4.10. The corresponding inequality is a1 + a2 + b1 + b3 + c2 + c3 ≥ a3 + b2 + c1.

Remark 4.17 The case where I•, J•,K• are all equal to A• = {1−, 2+, 3−} yields the
example of a triplet satisfying the Horn conditions but giving a redundant inequality.
This redundancy phenomenon can be explained as the triplet (A•, A•, A•) does not sat-
isfy the cohomological conditions of Theorem 4.5 : one has [XA3

•
] · [XA3

•
] · [XA3

•
] = 2[pt] in

H∗(G(3, 6),Z) (see Example 4.2.1 in [4] ).

4.5 The convex cone Singular(∞, q)

Let p ≥ q. To any matrix X ∈ Mp,q(C), we associate

X∨ =

(
X

0 · · · 0

)
∈ Mp+1,q(C)

It is immediate to see that X and X∨ have the same singular values : τ(X) = τ(X∨)
for any X ∈ Mp,q(C). From this basic consideration, we see that if (τ(A), τ(B), τ(A +
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B)) ∈ Singular(p, q) then (τ(A), τ(B), τ(A + B)) = (τ(A∨), τ(B∨), τ(A∨ + B∨)) belongs
to Singular(p+ 1, q). Hence, Singular(p, q) ⊂ Singular(p+ 1, q) for any p ≥ q.

This leads us to define the following convex cone

Singular(∞, q) =
⋃

p≥q

Singular(p, q).

Let us denote by Eq the set formed by all inequalities

(⋆)I±,J±,K±
: |x |I+ + | y |J+ + | z |K+

≤ |x |I− + | y |J− + | z |K−
, x, y, z ∈ R

q.

associated to triplet (I•, J•,K•) of polarized subsets of [q] of same cardinal.

Definition 4.18 Let us denote by Ep,q ⊂ Eq the set of inequalities associated to triplet
(I•, J•,K•) satisfying the Horn conditions of Theorem 4.10. Let Emin

p,q ⊂ Ep,q be the minimal
system of inequalities describing the convex cone Singular(p, q).

An inequality (⋆)I±,J±,K±
is called regular if there are twice as many terms on the right

side as on the left side, e.g. ♯I− + ♯J− + ♯K− = 2(♯I+ + ♯J+ + ♯K+).

We start with a basic observation.

Lemma 4.19 There exists po ≥ q, such that Singular(∞, q) = Singular(po, q). In other
words, Singular(p, q) = Singular(p+ 1, q) for any p ≥ po.

Proof : Thanks to Theorem 4.10, we know that for any p ≥ q the convex cone Singular(p, q)
is determined by a finite system of inequalities Ep,q ⊂ Eq. As Eq is finite, there exits R ⊂ Eq
such that N(R) := {p ≥ q, Ep,q = R} is infinite. Take po = inf N(R). Let us verify that
Singular(∞, q) ⊂ Singular(po, q) : as the other inclusion Singular(po, q) ⊂ Singular(∞, q)
is obvious, the proof will be completed. Let x ∈ Singular(∞, q) : there exists p ≥ q such
that x ∈ Singular(p, q). As N(R) is infinite, there exists p′ ∈ N(R) such that p′ ≥ p. It
follows that x ∈ Singular(p, q) ⊂ Singular(p′, q) = Singular(po, q). ✷

We have now a nice characterization.

Proposition 4.20 The identity Singular(∞, q) = Singular(p, q) holds if and only if all
the inequalities of Emin

p,q are regular.

Proof : Let p ≥ q such that Singular(∞, q) = Singular(p, q). It means that Emin
p′,q = Emin

p,q

for any p′ > p. Let (I•, J•,K•) such that (⋆)I±,J±,K±
∈ Emin

p,q . Corollary 4.13 tells us that

(C2) |I+|+ |J+|+ |K+|−(|I−|+ |J−|+K−|)+ r(r+1)
2 = (p+q+1)(♯I++♯J++♯K+−r).

Notice that (⋆)I±,J±,K±
is a regular if and only if ♯I+ + ♯J+ + ♯K+ − r = 0. Hence, if

(⋆)I±,J±,K±
is not regular, the identity (C2) does not hold anymore when we change p in
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p′ > p. It implies that (⋆)I±,J±,K±
/∈ Ep′,q for any p′ > p. It is in contradiction with the

fact that (⋆)I±,J±,K±
∈ Emin

p′,q .

Suppose now that all the inequalities of Emin
p,q are regular. In order to prove that

Singular(∞, q) coincides with Singular(p, q), it is sufficient to show that Emin
p,q ⊂ Ep′,q for

any p′ ≥ p. Let (I•, J•,K•) such that (⋆)I±,J±,K±
∈ Emin

p,q . By definition, we have

1. ♯I• = ♯J• = ♯K• = r ∈ [q],

2. ♯I+ + ♯J+ + ♯K+ = r,

3. Λp := (λ(Ip• ), λ(J
p
• ), λ(K

p
• )− (p+ q − r)1r) ∈ Horn(r),

4. Λ̃p := (λ(Ĩp• ), λ(J̃
p
• ), λ(K̃

p
• )− (p+ q − 2r)1r) ∈ Horn(r).

Identity 2. is due to our assumption that (⋆)I±,J±,K±
is a regular inequality.

Our goal is achieved if we show that Λp′ and Λ̃p′ belong to Horn(r) for any p′ > p.
If 0 ≤ α ≤ r, we denote by 1rα = (1, . . . , 1, 0, . . . , 0) ∈ Rr the element where 1 appears
α-times. We have seen in Lemma 4.12 that for any polarized subset X• ⊂ [q] of cardinal

r ≥ 1 we have λ(Xp′
• ) − λ(Xp

• ) = λ(X̃p′
• ) − λ(X̃p

• ) = (p′ − p)1r♯X+
, ∀p′ ≥ p. This leads to

the relations

Λp′ − Λp = Λ̃p′ − Λ̃p = (p′ − p)
(
1r♯I+ , 1

r
♯J+ , 1

r
♯K+

− 1r
)
, ∀p′ ≥ p.

Now it is an easy matter to check that (1r♯I+ , 1
r
♯J+

, 1r♯K+
− 1r) ∈ Horn(r) since ♯I+ +

♯J+ + ♯K+ = r. Using the fact that Horn(r) is a convex cone, we can conclude that
Λp′ = Λp + (p′ − p)(1r♯I+ , 1

r
♯J+

, 1r♯K+
− 1r) and Λ̃p′ = Λ̃p + (p′ − p)(1r♯I+ , 1

r
♯J+

, 1r♯K+
− 1r)

belongs to Horn(r) for any p′ ≥ p. ✷

Corollary 4.21 We have the following identities :

• Singular(∞, 1) = Singular(1, 1),

• Singular(∞, 2) = Singular(2, 2),

• Singular(∞, 3) = Singular(3, 3).

Proof : The first two relations follow from the computations done in Examples 4.14
and 4.15. In Example 4.16, we have proved that Singular(3, 3) is determined by a system
of regular inequalities. The relation Singular(∞, 3) = Singular(3, 3) is then a consequence
of the previous proposition. ✷
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4.6 Proof of Theorem 1.19

We work with the conjugate linear involution σp,q(g) = Ip,q(g
∗)−1Ip,q on GLn(C), where

Ip,q is the diagonal matrix Diag(Ip,−Iq). Let UC = GLn(C) embedded diagonally in

ŨC = GLn(C) × GLn(C). We define on ŨC the conjugate linear involution σp,q(g1, g2) =
(σp,q(g1), σp,q(g2)).

We see then that G = U(p, q) and G̃ = G × G are the subgroups fixed by σp,q. The
Cartan decomposition of the Lie algebra of G is g = k ⊕ p where k = u(p) × u(q) and
p ≃ Mp,q(C) as a U(p)× U(q)-module.

Let t ⊂ u(n) be the maximal torus composed by all the matrices of the form

i



D(a) 0 M(c)
0 D(b) 0

M(c̃) 0 D(ã)


 , (a, b, c) ∈ R

q ×R
p−q × R

q.

Here M(c) =




0 · · · c1
...

...
...

cq · · · 0


 and D(a) =



a1 · · · 0
...

. . .
...

0 · · · aq


. We denoted x̃ = (xq, . . . , x1)

for any x = (x1, . . . , xq) ∈ Rq.
We notice that t is invariant under the involution σp,q, and that a = it−σp,q is the

maximal abelian subspace of p consisting of all matrices of the form

(20) X(c) :=




0 0 M(c)
0 0 0

M(c̃) 0 0


 , c ∈ R

q.

Let fi be the member of a∗ whose value on the matrix X(a) is ai. The set Σ(g) of
restricted roots includes all linear functionals ±fi ± fj with i 6= j and ±2fi for all i. Also
the ±fi are restricted roots if p 6= q (see Chapter 6 in [13]). Thus we can choose the
following Weyl chamber

a+ := {X(a), a1 ≥ a2 ≥ · · · ≥ aq ≥ 0}.
In this case the restricted Weyl group Wa is the semi-direct product Sq ⋊ {1,−1}q where
Sq acts on Rq by permuting the indices and {1,−1}q = {ǫ = (ǫ1, · · · , ǫq) | ǫk = ±1} acts
by sign changes : ǫ · a = (ǫ1a1, . . . , ǫqaq).

We start by determining the admissible elements.

Lemma 4.22 Let G = U(p, q) and G̃ = G×G. The admissible elements relatively to the
G̃×G-action on G̃ are4 of the form (w1γr, w2γr, γ3γr) where wi ∈ Wa,∀i and

γr :=




0 0 M(cr)
0 0 0

M(c̃r) 0 0


 ,

4Up to multiplication by a positive rational.
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where cr = (−1, . . . ,−1︸ ︷︷ ︸
r times

, 0, . . . , 0) for some r ∈ {1, . . . , q}.

Proof : First we note that g̃/g ≃ g as a g-module, thus Σ(g̃/g) = Σ(g). We look at a
rational vector γ such that (⋆) Vect

(
Σ(g) ∩ γ⊥

)
= Vect

(
Σ(g)

)
∩ γ⊥. Up to the action of

the Weyl group Wa, we can suppose that γ = (γ1 ≥ · · · ≥ γq ≥ 0) is dominant. Since the
set Σ(g) is generated by the simple roots S(g) = {fi − fi+1, 1 ≤ i ≤ q − 1} ∪ {fq}, we see
that for γ dominant, the condition (⋆) is equivalent to asking that all linear forms of S(g)
except one must vanish against γ. This last condition implies that γ is proportional to a
certain γr for r ∈ {1, . . . , q}. ✷

Now we have to detailed condition b) of Theorem 1.13 for an admissible element
(w1γr, w2γr, w3γr). To do so, we use the conjugation by the element θ ∈ O(n) defined
by

θ =
1√
2



Iq 0 Jq
0

√
2Ip−q 0

Jq 0 −Iq


 .

Here Jq =



0 · · · 1

0
... 0

1 · · · 0


 is a q × q matrix. We see that θ2 = In and that t̃ := Ad(θ)(t) ⊂

u(n) is the (usual) maximal torus of diagonal matrices. More precisely, the image of the

matrix



D(a) 0 M(c)
0 D(b) 0

M(c̃) 0 D(ã)


 by Ad(θ) is equal to



D(a+ c) 0 0

0 D(b) 0
0 0 D(ã− c̃)


 .

Let Eθ = θ(Cr) ⊂ Fθ = θ(Cn−r) be the image of the flag Cr ⊂ Cn−r by θ. The
map ϕ([g]) = g(Eθ ⊂ Fθ) defines a diffeomorphism between the flag manifold Fγr :=
GLn(C)/Pγr and the two-steps flag variety F(r, n − r;n). Moreover, for any w ∈ Wa

the image of the Schubert variety Xw,γr through the diffeomorphism ϕ is equal to some
θ(X

X̂
) ⊂ F(r, n− r;n) where X+ ∪X− = w({1, · · · , r}). To be more precise the polarized

subset X+∪X− is equal to {|w(i)|, 1 ≤ i ≤ r} and k ∈ X+ if and only if there exists i ∈ [r]
with k = w(i) = |w(i)|.

Through the diffeomorphism ϕ, we see that the condition

b) [Xw1,γr ]⊙0 [Xw2,γr ]⊙0 [Xw3,γr ] = [pt] in H∗(Fγr ,Z)

becomes [XÎ ]⊙0 [XĴ ]⊙0 [XK̂ ] = [pt] in H∗(F(r, n−r;n),Z), where I+∪I− = w1({1, · · · , r}),
J+ ∪ J− = w2({1, · · · , r}) and K+ ∪K− = w3({1, · · · , r}) are polarized subsets of [q].
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