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ABSTRACT 21 

A super-layer deposition method is developed for 3D macroscopic finite element modeling of heat 22 
transfer at part scale during the powder bed fusion (PBF) process. The proposed super-layer strategy 23 
consists of the deposition of batches of several layers. The main consideration is to deal with the effective 24 
heating times and with the inter-layer dwell time in a reasonable way. The material is deposited at once 25 
for each super-layer thanks to level-set and mesh adaptation methods, while the energy input is 26 
prescribed, either by respecting the layer-by-layer thermal cycle, or in a single thermal load. The level 27 
set method is used twice: first to track the interface between gas and the successive super-layers of 28 
powder bed and; second to track the interface between the part in construction and the non-exposed 29 
powder. To preserve simulation accuracy, adaptive remeshing is used to maintain a fine mesh near the 30 
evolving construction front during the process. Simulation results obtained by means of this super-layer 31 
method are presented and discussed by comparison with those obtained by layer-by-layer strategy, 32 
considered here as a reference. It is shown that, when respecting certain conditions, temperature 33 
evolutions and distributions approaching the reference ones can be obtained with significant savings 34 
on computation time. Assessment is first performed on simple part, then on a more complex 35 
configuration.  36 
Keywords: additive manufacturing, powder bed fusion, finite element modeling, super-layer deposition, 37 
level-set, mesh adaptation 38 
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1 INTRODUCTION 1 

Due to its efficient and flexible capabilities, additive manufacturing (AM) is at the heat of a 2 

revolution in manufacturing processing. Powder bed fusion (PBF) is one of the numerous AM 3 

processes, in which a moving heat source is used to selectively melt and solidify powder 4 

material to form a three-dimensional (3D) object, layer after layer. PBF consists of either 5 

electron beam powder bed fusion (EB-PBF), or laser powder bed fusion (L-PBF) [1]. These 6 

processes allow printing complex multifunctional parts in a single manufacturing step, which 7 

was not possible through traditional technologies. Moreover, different materials such as metals, 8 

ceramics and polymers are currently being evaluated, including combinations of different 9 

materials [2]. As a result, PBF has attracted both research and industry attention. To avoid the 10 

standard trial-and-error experimental approach, numerical models have been developed during 11 

the recent years, to simulate thermal and mechanical responses during and after the construction 12 

process, with the objective of reducing the time-to-market and saving research and development 13 

expenses.  14 

Up to now, numerical models at different scales have been proposed to simulate L-PBF. At the 15 

scale of powder particles, Körner et al. [3] proposed a 2D lattice Boltzmann model to study 16 

melting and solidification of a randomly packed powder bed under the irradiation of a Gaussian 17 

beam. This model allows studying the influence of powder density, the stochastic effect of a 18 

randomly packed powder bed, capillary, wetting and balling phenomena. Khairallah et al. [4] 19 

presented a high-fidelity model for L-PBF by considering surface tension, Marangoni effect, 20 

recoil pressure in the melt pool. This model is able to capture the effect of strong dynamic melt 21 

flow on the generation of porosity, material spattering, and denudation. To further study such 22 

defects, Bayat et al. [5] also developed a high-fidelity numerical model based on the finite 23 

volume method (FVM) at track scale, in which the keyhole-induced porosities along with their 24 

initiating mechanisms were analyzed during single track L-PBF of a Ti-6Al-4V alloy. Moreover, 25 

the model was extended to multi-track/multi-layer by Bayat et al. [ 6 ] for predicting the 26 

formation and evolution of the porosities. By the investigated process parameters, the results 27 

show that porosities mainly appear in between the tracks, due to lack of fusion of the particles. 28 

To increase the computation efficiency for predicting melting/solidification process during L-29 

PBF, the powder bed may also be considered as a continuum, instead of using an explicit 30 

description of the numerous particles [7,8]. This supposes the definition of equivalent properties 31 

for the powder-bed equivalent medium, e.g. equivalent density and thermal conductivity for 32 
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heat transfer. A compressible formulation of the Navier–Stokes equations is then used to 1 

account for the severe density increase during the transformation of the powder continuum into 2 

a dense liquid phase, and further simulate fluid flow in the melt pool [7, 8]. To ensure the 3 

stability and accuracy of the hydrodynamic analysis, the time step must be controlled and 4 

maintained to small values. This model also encompasses a non-linear thermal resolution 5 

developed by Saad et al. [9] to predict the temperature field evolution while accounting for 6 

fusion and solidification latent heat effects. Despite their pertinence at the scale of one or several 7 

deposited tracks, all previously mentioned approaches cannot address simulations at part scale, 8 

as this would generate prohibitive computation times [10]. 9 

With the goal to simulate the construction of entire parts, macroscopic approaches are the most 10 

appropriate and 3D finite element methods (FEM) are generally adopted. However, model 11 

predictions are affected by both inaccuracy and uncertainty [11]. Model inaccuracy arises from 12 

modelling assumptions at different stages, e.g. simplification of the thermal heat source, 13 

ignorance of powder material. Model uncertainty is a resultant of various sources of uncertain 14 

knowledge of material properties and process parameters. Zhang et al. [ 12 ] proposed a 15 

modeling strategy consisting in decomposing each deposited layer in a series of fractions 16 

considering the laser scanning path. When proceeding in this way, the local temperature 17 

evolution can be correctly predicted in a reasonable computation time. Moreover, the non-18 

exposed powder is also considered around the built part during the construction process, 19 

providing more realistic conditions for the prediction of temperature distribution. Besides FEM, 20 

an efficient numerical method is also proposed by Zhang et al. [13] to simulate at part scale by 21 

considering laser scan path, which allows addressing parts with arbitrary complexity. 22 

To further increase the computational efficiency and address the simulation of large parts by 23 

FEM, the layer-by-layer strategy has been adopted. An example can be found in the work of 24 

Chiumenti et al. [14], in which the temperature plot has an average evolution of the temperature 25 

field of the layer, but the CPU-time is notably reduced compared with the reference simulation 26 

by hatch-by-hatch strategy. It should be mentioned that the layer-by-layer method is a 27 

simplified model compared to the so-called “high-fidelity” analysis in which the exact scanning 28 

strategy is reproduced. Instead of this, the layer-by-layer approach (or approaches by fraction 29 

of layer) directly addresses each deposited layer as a whole (respectively portions of a whole 30 

layer). It has been noted that [15], apart in the close neighborhood of the construction front, 31 

layer-based approaches can reliably model the transient physical effects at part scale, during the 32 

manufacturing process, e.g. comparable temperature gradients, and the temperature cycling of 33 



Journal of Manufacturing Science and Engineering 

4 

 

freshly deposited material, which gives access to the prediction of solid-state metallurgical 1 

phase transformations, including their consequences in terms of distortions and residual stress. 2 

However, such layer-by-layer calculations can still be too costly for parts made of thousands of 3 

layers. This is why so-called super-layer or meta-layer strategies have emerged in the literature 4 

[14, 16, 17, 18, 19, 20, 21]. A super-layer consists of a certain number of layers, the deposition 5 

of which is modelled in a single operation. In the work of Chiumenti et al. [14], a homogeneous 6 

energy density is adopted, in which the elongated exposure time for the heat source is 7 

considered as one-time step for the thermal analysis. Similar work is done by Bayat et al. [20], 8 

while a short exposure time is proposed for the heat source of the super-layer method. Super-9 

layers may be quite big, for instance, Li et al. [21] proposed a numerical model to predict 10 

residual stress and distortion while depositing 50 layers at a time (a 1.5 mm thick super-layer). 11 

Doing so, simulation times are significantly reduced and thermomechanical analyses can be 12 

more easily assessed. In above references, the simulation strategy for energy deposition is 13 

usually not clearly discussed. Concerning the assessment of heat transfer calculation, only final 14 

temperature distributions are generally given, while temperature evolutions of at selected 15 

locations are either ignored or not compared with those of corresponding results obtained by 16 

either layer-by-layer methods, or high-fidelity methods. Moreover, the limits of validity for 17 

such super-layer methods are not properly identified. In view of performing predictive 18 

simulations including thermo-metallurgical and thermo-mechanical computations, more in-19 

depth investigations are required, which is the objective of the present contribution.  20 

In this paper, the super-layer method is discussed and evaluated in the restricted context of 21 

thermal analysis and in the framework of the level-set method and mesh adaptation: i- the 22 

material is deposited by successive super-layers, the energy input being applied for each super-23 

layer by a uniform heat source while respecting a temporal cycle adapted to the number of 24 

layers contained in each super-layer, ii- mesh adaptation is applied, preserving a fine mesh at 25 

upper and lower boundaries of the super-layer, while generating a coarse mesh far from the 26 

heating zone, and iii-  the non-exposed powder and its role on heat flow at part scale is 27 

considered during the deposition process. For a simple manufacturing configuration, 28 

temperature evolution and distribution are presented and discussed by comparison with 29 

reference results defined as the layer-by-layer strategy. Then, an application example for a more 30 

complex manufacturing configuration is given in the last section. 31 
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2 LEVEL SET AND DYNAMIC ADAPTIVE MESH CONTROL 1 

The numerical simulation is operated on a single three-dimensional domain Ω, which is 2 

discretized with tetrahedral finite elements in a non-structured manner. At any instant t of the 3 

construction process, Ω encompasses a material domain and a gas domain. The material domain 4 

consists itself of two domains: the dense material (the substrate and the already constructed 5 

workpiece), and the non-consolidated powder, as schematized in Fig. 1. In the present model 6 

simulation, the interfaces separating the different domains are described using the level set 7 

formulation [10]. As shown in Fig.1, a first level set function 𝜓 (level set 1 in the figure) tracks 8 

the interface between the material domain and the gas domain. This function is the signed 9 

distance to this interface, and takes the value 0 at the interface (contour in red color in the figure). 10 

It is positive in the gas domain and negative in the material domain. Material deposition is 11 

realized by updating function 𝜓 with time as follows: 12 

𝜓𝑡+∆𝑡 = 𝜓𝑡 − ∆𝑧 (1) 

 13 

Assuming a constant layer thickness ∆𝑧𝑙  during the construction process, the level set 14 

increment ∆𝑧  can be written as ∆𝑧 = 𝑛𝑙  ∆𝑧𝑙 . The layer-by-layer modelling approach 15 

corresponds to 𝑛𝑙 = 1, while we have 𝑛𝑙 > 1 for a super-layer approach (deposition of 𝑛𝑙 16 

layers in a single batch).      17 

Another level set function, 𝜑𝑔𝑒𝑜., is used to track the geometry of the part to be built: 𝜑𝑔𝑒𝑜. >18 

0 in the part and 𝜑𝑔𝑒𝑜. < 0 outside (Fig. 1, all line contours in blue color). Concerning the 19 

already constructed part, it is defined by a third level set function, 𝜑 (level set 2 in the figure) 20 

for which 𝜑 = 0 (Fig. 1, blue lines contours) represents the interface between the already 21 

constructed part, and the non-exposed powder or the gas. Function 𝜑 is defined by combining 22 

the level set function of the part geometry, 𝜑𝑔𝑒𝑜., and the pre-defined level set 𝜓:  23 
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𝜑 = 𝑚𝑖𝑛(𝜑𝑔𝑒𝑜., −𝜓) (2) 

As a result, 𝜑 is positive in the workpiece domain (already constructed workpiece and substrate) 1 

and negative in powder and gas domains.  2 

Regarding accuracy and efficiency of simulation, the local mesh size and the total number of 3 

elements need to be controlled, based on the two level sets 𝜓 and 𝜑. In the present work, 4 

inhomogeneous mesh is adopted to satisfy the requirements of dynamic adaptive mesh refining 5 

and coarsening. The mesh is refined around the interface defined by 𝜑 = 0 within the deposited 6 

layer, colored in yellow in Fig. 1. On the contrary, the mesh is progressively coarsened when 7 

increasing the distance from the interface 𝜓 = 0. During the construction process, the interface 8 

𝜓 = 0 is displaced upwards in the vertical direction using Eq. 1. The mesh needs to be updated 9 

accordingly, i.e. at the same frequency as the interface with the gas domain evolves. The main 10 

idea is to define two mesh metrics. Firstly, a background mesh metric on the whole domain Ω 11 

is defined by the level sets 𝜓 and 𝜑, which generates a homogeneous coarse mesh far from the 12 

two interfaces and inhomogeneous fine mesh around them. Secondly, a local mesh metric in 13 

the vicinity of the construction front is defined by 𝜑𝐹𝑖𝑛𝑒 = 𝑚𝑖𝑛(𝜑, 𝜓 + ∆𝑧𝑠𝑙 , −𝜓), which 14 

generates a fine and inhomogeneous mesh in this area. The final metric is obtained by the 15 

intersection of the above two metrics. The specific mesh control algorithm is explained in a 16 

previous paper by Zhang et al. [12].  17 
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 1 

Fig. 1. Schematic of the level set approach for part-scale simulation 2 

3 POWDER AND ENERGY INPUT IN THE SUPER-LAYER APPROACH 3 

As already introduced in Section 2, the material can be deposited by a series of super-layers, 4 

each of them containing a certain number of layers, 𝑛𝑙 > 1 , and being deposited 5 

instantaneously. The main objective of the super-layer strategy is to reach significant savings 6 

in computation cost as will be studied hereafter when solving a heat transfer problem. The basic 7 

reason is that each addition using Eq. (1) requires performing a remeshing procedure. Therefore, 8 

decreasing the number of depositions by using the super-layer strategy naturally decreases the 9 

number of remeshing operations, hence saving computation time. Nonetheless, energy inputs 10 

to the system with a super-layer method have to be rigorously controlled so as to be 11 

representative of the layer-by-layer strategy, the latter being used as the reference case in the 12 

following. 13 

The layer-by-layer method is first reviewed. Two super-layer methods are then introduced. Both 14 

super-layer methods consider deposition of several layers instantaneously with total thickness 15 

∆𝑧𝑠𝑙, corresponding to the summation of 𝑛𝑙 (> 1) layers. The super-layer methods differ in the 16 

number of heating steps, 𝑛ℎ, which are performed during each super-layer deposition. The first 17 

method is named “multi-shot”. Energy deposition is imposed in the whole volume of the super-18 
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layer in a number of heating steps 𝑛ℎ = 𝑛𝑙. The second super-layer method is named “one-shot” 1 

as all heating steps involved in the successive deposition of 𝑛𝑙 layers are merged in a single 2 

equivalent heating step, so 𝑛ℎ = 1. Considering ∆𝑡𝑙  as the time required for a single layer 3 

addition in the process (recoating time, plus laser scanning time), Fig. 2 schematically illustrates 4 

the differences between the different strategies – layer-by-layer method, “multi-shot” and “one-5 

shot” multi-layer methods – on a time sequence of  5∆𝑡𝑙, during which five layers are deposited. 6 

 

 

 

Fig. 2. Schematic time sequence to model a series of 5 layer additions, with indication of instants 

for material and energy supply for 3 methods: (a) layer-by-layer, with 𝑛𝑙 = 1  and 𝑛ℎ = 1 ; 

(b) “multi-shot” super-layer, with 𝑛𝑙 = 5 and 𝑛ℎ = 5; and (c) “one-shot” super-layer, with 𝑛𝑙 = 5 

and 𝑛ℎ = 1 (𝑛𝑙 is the number of layers within each super-layer, 𝑛ℎ is the number of heating steps 

for each super-layer) 
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3.1 The layer-by-layer method 1 

The layer-by-layer method consists in adding single layers of thickness ∆𝑧𝑙 while solving the 2 

heat flow problem repeatedly and incrementally during the time interval ∆𝑡𝑙. The heating time 3 

𝑡ℎ𝑒𝑎𝑡 is then evaluated as the effective time during which the material is locally exposed to the 4 

laser beam, so that it can be reasonably expressed by: 5 

 𝑡ℎ𝑒𝑎𝑡 =
𝜙𝐿

𝜈𝐿
 (3) 

where 𝜙𝐿 is the diameter of the laser beam and 𝜈𝐿 its travelling velocity, both being assumed 6 

constant over all layers. Knowing the area of the 𝑙𝑡ℎ layer (effective laser-scanned area within 7 

a considered powder layer),  𝑆𝑙 , and the hatch spacing between adjacent tracks,  𝐻𝑆 , an 8 

estimation of 𝑡𝑠𝑐𝑎𝑛
𝑙  is given by: 9 

𝑡𝑠𝑐𝑎𝑛
𝑙 =

𝑆𝑙

𝐻𝑆𝑣𝐿
 (4) 

Consequently, the following energy balance can be derived for each layer: 10 

𝑃𝐿 (1 − 𝑅) 𝑡𝑠𝑐𝑎𝑛
𝑙 = �̇�𝐿

𝑙   𝑉𝑙 𝑡ℎ𝑒𝑎𝑡     (5) 

where PL is the laser power and R is the reflection coefficient of the laser radiation at the surface 11 

of the material. The left-hand side of Eq. (5) represents the energy delivered by the heat source 12 

during the scan time 𝑡𝑠𝑐𝑎𝑛
𝑙  of each layer. The right-hand term expresses the energy absorbed by 13 

the material within the scanned volume 𝑉𝑙 = ∆𝑧𝑙  𝑆𝑙, during the heating time, 𝑡ℎ𝑒𝑎𝑡. So injecting 14 

Eqs (3) and (4) in Eq. (5), the expression of the volume heat source �̇�𝐿
𝑙  to be delivered in a 15 

single layer during its heating time can be obtained: 16 

�̇�𝐿
𝑙 =

 𝑃𝐿(1 − 𝑅)

𝐻𝑆𝜙𝐿∆𝑧𝑙
 (6) 

It is worth considering the ratio 𝑡ℎ𝑒𝑎𝑡 𝑡𝑠𝑐𝑎𝑛
𝑙⁄  given by: 17 

𝑡ℎ𝑒𝑎𝑡 𝑡𝑠𝑐𝑎𝑛
𝑙⁄ = 𝐻𝑆𝜙𝐿 𝑆𝑙⁄  (7) 

Assuming 𝜙𝐿 and 𝐻𝑆 of the order of 100 μm and 𝑆𝑙 of the order of hundreds of mm2, then the 18 

ratio is of the order of 10−4. This short heating step is assumed to take place at the beginning 19 
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of each layer deposition during the modelling time sequence, as shown in Fig. 2(a): red bars. 1 

The cooling time 𝑡𝑐𝑜𝑜𝑙
𝑙  is then given by: 2 

𝑡𝑐𝑜𝑜𝑙
𝑙 = 𝑡𝑠𝑐𝑎𝑛

𝑙 + 𝑡𝑑𝑤𝑒𝑙𝑙
𝑙 − 𝑡ℎ𝑒𝑎𝑡 (8) 

where 𝑡𝑑𝑤𝑒𝑙𝑙
𝑙  is the time required to spread a new powder layer. 3 

In the schematics proposed in Fig. 2(a), constant thickness and section area are used over 5 4 

cycles so a total deposited thickness of 5 ∆𝑧𝑙  is reached. This takes place over 5 ∆𝑡𝑙 where ∆𝑡𝑙 5 

characterizes the time period for a single layer deposition. It is the summation of the scan time 6 

of the heat source, 𝑡𝑠𝑐𝑎𝑛
𝑙 , plus the corresponding dwell time, 𝑡𝑑𝑤𝑒𝑙𝑙

𝑙 : ∆𝑡𝑙 = 𝑡𝑠𝑐𝑎𝑛
𝑙 + 𝑡𝑑𝑤𝑒𝑙𝑙

𝑙 . By 7 

Eq.(8), ∆𝑡𝑙 can be expressed as ∆𝑡𝑙 = 𝑡ℎ𝑒𝑎𝑡 + 𝑡𝑐𝑜𝑜𝑙
𝑙 , from the numerical point of view. With the 8 

volume heat source �̇�𝐿
𝑙  for each deposited layer on a volume 𝑉𝑙 , the total energy input is 9 

5 �̇�𝐿
𝑙 𝑉𝑙𝑡ℎ𝑒𝑎𝑡 after 5 cycles. 10 

3.2  “Multi-shot” super-layer method 11 

The main difference with the layer-by-layer method obviously lies in the material deposition, 12 

as 𝑛𝑙 layers are instantly deposited in a single batch. For instance, in Fig. 2(b), this incremental 13 

batch of material is directly imposed with a thickness ∆𝑧𝑠𝑙 = 5Δ𝑧𝑙 and the construction level 14 

(Eq. (1)) is maintained constant up to the next super-layer deposition. However, in the “multi-15 

shot” method, the thermal load through the time cycle for the super-layer is in accordance with 16 

the effective time cycling of the real process. Consequently, there are as many heating 17 

computation steps as the number of layers in the super-layer (𝑛ℎ = 𝑛𝑙), and each heating step 18 

is followed by its corresponding cooling time. Such a temporal sequence is illustrated by Fig. 19 

2(b). Heat flow is treated in a very similar way as in Fig. 2 (a), with a total energy input 20 

progressively added over time to reach the same amount after 5 cycles, 5 �̇�𝐿
𝑙 𝑉𝑙𝑡ℎ𝑒𝑎𝑡 . 21 

Accordingly, Eq. (5) can be rewritten  22 

𝑃𝐿(1 − 𝑅)𝑡𝑠𝑐𝑎𝑛
𝑠𝑙 = �̇�𝐿

𝑠𝑙𝑉𝑠𝑙𝑡ℎ𝑒𝑎𝑡
𝑠𝑙  (9) 

As previously, assuming constant thickness and section area for each layer, the total scan time 23 

rewrites 𝑡𝑠𝑐𝑎𝑛
𝑠𝑙 = ∑ 𝑡𝑠𝑐𝑎𝑛

𝑙𝑛𝑙

𝑙=1 = 𝑛𝑙  𝑡𝑠𝑐𝑎𝑛
𝑙  and the total heating time rewrites 𝑡ℎ𝑒𝑎𝑡

𝑠𝑙 = ∑ 𝑡ℎ𝑒𝑎𝑡
𝑛ℎ

𝑙=1 =24 

𝑛ℎ 𝑡ℎ𝑒𝑎𝑡 and can still be evaluated using Eqs. (4) and (3), respectively. The total volume of the 25 

super-layer writes 𝑉𝑠𝑙 =  ∑ 𝑆𝑙𝑛𝑙

𝑙=1 Δ𝑧𝑙 =  Δ𝑧𝑙 ∑ 𝑆𝑙𝑛𝑙

𝑙=1 . As a consequence, the new expression of 26 

the volume heat source �̇�𝐿
𝑠𝑙 (considered as identical at each heating) becomes: 27 
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�̇�𝐿
𝑠𝑙 =

 𝑃𝐿 (1 − 𝑅)

𝐻𝑆𝜙𝐿  ∆𝑧𝑙  𝑛ℎ 
 (10) 

The difference with respect to Eq. (6) is the presence of 𝑛ℎ in the denominator that expresses a 1 

lower power density, in coherence with the multiple heating steps of the “multi-shot” super-2 

layer method. The expression of the cooling time can then be deduced: 3 

𝑡𝑐𝑜𝑜𝑙
𝑠𝑙 = ∆𝑡𝑠𝑙 − 𝑡ℎ𝑒𝑎𝑡

𝑠𝑙 = ∑(𝑡𝑠𝑐𝑎𝑛
𝑙 + 𝑡𝑑𝑤𝑒𝑙𝑙

𝑙 )

𝑛𝑙

𝑙=1

− 𝑛ℎ 𝑡ℎ𝑒𝑎𝑡 (11) 

Note that in Fig. 2(b) a constant cooling time over each energy input is also assumed for the 4 

schematics by 𝑡𝑐𝑜𝑜𝑙
𝑠𝑙 /𝑛𝑙 = (𝑡𝑑𝑤𝑒𝑙𝑙

𝑙 + 𝑡𝑠𝑐𝑎𝑛
𝑙 −  𝑡ℎ𝑒𝑎𝑡) , which is the same as Eq. (8). 5 

3.3 “One-shot” super-layer method 6 

The super-layer method with a one-shot heating is illustrated in Fig. 2(c). Not only the material 7 

input Δ𝑧𝑠𝑙 = 5 Δ𝑧𝑙 is achieved at the beginning of Δ𝑡𝑠𝑙, but the same is also done for the energy 8 

input. Such a one-shot energy input (𝑛ℎ = 1) has to be consistent with the global laser energy 9 

transmitted to the workpiece under construction. For that, Eq. (9) can be rewritten 10 

𝑃𝐿(1 − 𝑅)𝑡𝑠𝑐𝑎𝑛
𝑠𝑙 = �̇�𝐿

𝑠𝑙𝑉𝑠𝑙𝑡ℎ𝑒𝑎𝑡 (12) 

where 𝑡𝑠𝑐𝑎𝑛
𝑠𝑙  and 𝑉𝑠𝑙 take the same summation form as in Eq. (9), 𝑡ℎ𝑒𝑎𝑡 being still expressed by 11 

Eq. (3) due to the one-shot method. The expression of the volume heat source �̇�𝐿
𝑠𝑙 is then the 12 

same as for the layer-by-layer method (Eq. (6)): 13 

�̇�𝐿
𝑠𝑙 =

 𝑃𝐿 (1 − 𝑅)

𝐻𝑆𝜙𝐿 ∆𝑧𝑙 
 (13) 

The cooling time is now calculated as follows: 14 

𝑡𝑐𝑜𝑜𝑙
𝑠𝑙 = ∆𝑡𝑠𝑙 − 𝑡ℎ𝑒𝑎𝑡 = ∑(𝑡𝑠𝑐𝑎𝑛

𝑙 + 𝑡𝑑𝑤𝑒𝑙𝑙
𝑙 )

𝑛𝑙

𝑙=1

− 𝑡ℎ𝑒𝑎𝑡 (14) 

In the light of the comparison between Eqs. (10)-(11) and (13)-(14), the main weak point of the 15 

“one-shot” method can be anticipated. The system will cool down during quite a longer-time 16 

interval between two successive heating steps ∆𝑡𝑠𝑙 compared to the “multi-shot” method where 17 

cooling is multiple (𝑛ℎ > 1). The risk for larger amplitude between successive max and min 18 
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temperatures of a characteristic thermal cycle will thus be exacerbated compared to the 1 

multi-shot method.  2 

The main objective of this paper is to compare the three methods and to identify the impact of 3 

the number of layers per super-layer, 𝑛𝑙, as well as the number of heating steps, 𝑛ℎ, on the 4 

simulation results. As a result, better anticipation is expected on possible compromises between 5 

computation time and prediction accuracy. The methods are compared regarding temperature 6 

evolutions and distributions for simple and complex cases in Sections 5 and 6. Before 7 

performing the numerical simulations, some comments on the resolution of the heat transfer 8 

equation in the super-layer context are given in Section 4. 9 

4 HEAT TRANSFER EQUATION 10 

The standard heat transfer equation is considered for the thermal analysis: 11 

𝜌𝑐𝑝

𝑑𝑇

𝑑𝑡
−  ∇ ∙ (𝑘∇𝑇) =  �̇�𝐿 (15) 

with T the temperature, ρ the density, cp the specific heat, k the thermal conductivity and �̇�𝐿the 12 

volumetric heat source defined in Section 3, either using �̇�𝐿
𝑙  given by Eq. (6), or using �̇�𝐿

𝑠𝑙 13 

given by Eqs. (10) and (13). The regions where melting and solidification occur are very close 14 

to each other typically three to four times the beam diameter 𝜙𝐿, which is a very small distance 15 

with respect to the part size. This justifies that the latent heat of fusion and solidification can 16 

be ignored when solving heat transfer at part scale, which is also proved by the work of Shen 17 

and Chou [22]. Consequently, during the numerical simulation the weak form makes linear the 18 

finite element resolution of the set of equations deduced from Eq. (15), and this allows 19 

performing a single linear resolution of this system of equations at each time step. Besides, it 20 

should be mentioned that the conductivity of the powder domain (powder non-exposed to the 21 

laser interaction) is calculated by the relationships proposed by Sih and Barlow [23, 24], in 22 

which the porosity of the powder bed is considered. 23 

The first simulation domain is a 3D parallelepiped, in which a cylinder is printed (Fig. 3).  As 24 

seen in this perspective view, the simulation domain,  80 mm high, includes gas at the top, a 10 25 

mm-thick substrate at the bottom, and the cylinder part to be built in between, of height zp,max. 26 

Along the bottom face of the domain, a convective heat exchange is considered, with an air 27 
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temperature Tair and a heat exchange coefficient hconv. The unit outward normal vector being 1 

denoted 𝒏, the extracted heat flux is expressed by: 2 

−𝑘∇𝑇 ∙ 𝒏 =  ℎ𝑐𝑜𝑛𝑣(𝑇 − 𝑇𝑎𝑖𝑟) (16) 

A similar equation, with the conductive coefficient hcond instead of hconv, and Text instead of Tair, 3 

is considered for heat extraction between the lateral surfaces of the domain and the machine 4 

environment, while an adiabatic boundary condition is considered at the top surface of the 5 

domain. It should be mentioned that only thermal diffusion is considered along the evolving 6 

interface between the top of the constructed part and the gas domain. The initial temperature in 7 

the system is set as T0.   8 

In the present context, the temperature solution issued from Eq. (15) may be affected by 9 

temporal or/and spatial oscillations. The reasons for this lie in the diffusive thermal shock 10 

arising from high and localized energy inputs close to a material in the powder state, showing 11 

fairly low heat conductivity. In order to control such undesirable effects, different methods can 12 

be used, among which the asynchronous resolution of Eq. (15), or the cond-split scheme as 13 

proposed by Fachinotti & Bellet [25]. Another strategy consists in artificially extending the 14 

heating stage, by multiplying the right-hand side of Eq. (3) by a constant factor 𝛼 greater than 15 

1.   16 

𝑡ℎ𝑒𝑎𝑡 = 𝛼
𝜙𝐿

𝜈𝐿
 (17) 

The latter methodology offers two advantages. First, considering Eqs. (5) and (6), this clearly 17 

induces a decrease in the volume heat source �̇�𝐿 : 𝛼 will appear in the denominator of the 18 

expressions defining �̇�𝐿. Second, such an increase of 𝑡ℎ𝑒𝑎𝑡 allows increasing the computation 19 

time step ∆𝑡. This is also favorable as diffusive thermal shock occurs when the diffusion length 20 

during a time increment is lower than the mesh size ℎ𝑚𝑠ℎ: 21 

√
𝑘

𝜌𝑐𝑝
∆𝑡 < ℎ𝑚𝑠ℎ (18) 

As already studied in reference [12], the value of 𝛼 may be chosen relatively large, typically up 22 

to several hundred or thousand, while still maintaining a very small ratio 𝑡ℎ𝑒𝑎𝑡/𝑡𝑠𝑐𝑎𝑛
𝑙  without 23 

impacting significantly the solution temperature field (𝛼 can be determined by the maximum 24 
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temperature reaching the liquidus at the heated super-layer, for example). This is why the 1 

heating times in Fig. 2 are only schematics. 2 

5 MODEL VERIFICATION 3 

First, to test the proposed super-layer model with respect to energy conservation, a simple test 4 

consisting of the construction of a square pillar built on a substrate [12] was first adopted with 5 

adiabatic bottom and lateral boundaries. It was verified that the multilayer strategy has no 6 

impact on the total energy input in the part under construction. It was found – but not related in 7 

detail, nor documented here – that the difference in energy input between layer-by-layer and 8 

super-layer methods was less than 0.53 % for 𝑛𝑙= 5, and less than 1.08 % for 𝑛𝑙= 15. 9 

 10 

Fig. 3. Geometry of the simulation system (dimensions in mm) 11 

Following this first check, our interest now focuses on the test described in Fig. 3. During the 12 

construction, a 9 mm-diameter cylinder is built at the top surface of a 10 mm-thick substrate, 13 

with an evolving height up to ∆𝑧𝑝,𝑚𝑎𝑥. This cylinder is surrounded by the non-exposed powder 14 

(in light gray color) with a final top surface at 𝑧𝑝 = 10 + ∆𝑧𝑝,𝑚𝑎𝑥. The gas region extends 15 
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above, up to 𝑧 = 𝑧𝑡𝑜𝑝 = 80 mm. Material properties, heat exchange and process parameters are 1 

given in Table 1.  2 

Table 1  3 

Material properties, heat exchange and process parameters for the test case shown in Fig. 3 [7, 23, 24] 4 

  Properties 
Workpiece Powder bed Argon 

gas 

(Ti-6Al-4V) 

 

(Ar) 

Materials 

 

 

Materials 

Density, ρ [kg.m-3] 4430 2480.8 1.3 

Thermal conductivity, k [W.m-1.K-1] 6.6 0.378 0.024 

Specific heat, cp [J.kg-1.K-1] 565 565 1000 

 

Heat 

exchange 

Machine environment, 𝑇𝑒𝑥𝑡 [°C] 25 

 

Heat 

exchange 

Initial temperature of Ω, 𝑇0 [°C] 25 

Ambient temperature, 𝑇𝑎𝑖𝑟 [°C] 25 

Conductive coefficient, ℎ𝑐𝑜𝑛𝑑 [W.m-2.K-1] 15 

Convection coefficient, ℎ𝑐𝑜𝑛𝑣 [W.m-2.K-1] 15 

 

 

 

Laser 

Nominal power, 𝑃𝐿 [W]  170 

Scan speed, νL [mm.s-1] 1500 

Reflection coefficient, R 0.3 

Diameter of laser beam, 𝜙𝐿 [μm] 73.6 

hatch spacing, 𝐻𝑆 [μm] 73.6 

Thickness of powder layer, Δ𝑧𝑙 [μm] 40 

Total deposited height, ∆𝑧𝑝,𝑚𝑎𝑥  [mm] 38.4 (960 layers) 

Scaling factor, 𝛼 1230 

Inter-layer dwell time,  𝑡𝑑𝑤𝑒𝑙𝑙
𝑙  [s] 7 

 5 

5.1 Comparison of the proposed super-layer strategies 6 

This verification is focused on temperature evolution, which is very important for the 7 

metallurgical and mechanical analyses. For that purpose, the response of a temperature sensor 8 

located at the bottom center of the cylinder (sensor A, location indicated in Fig. 4) is tested for 9 
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different solution strategies: layer-by-layer (𝑛𝑙 = 1, 𝑛ℎ = 1), super-layer by “one-shot” (𝑛𝑙 =1 

5, 𝑛ℎ = 1) and super-layer by “multi-shot” (𝑛𝑙 = 5, 𝑛ℎ = 5). As the simulation of the whole 2 

construction – which consists of almost a thousand of very thin layers – requires a significant 3 

computation time, only the first 30 layers are studied here for comparison. The layer-by-layer 4 

strategy (𝑛𝑙 = 1, 𝑛ℎ = 1, results in black color in Fig. 4) is considered as the reference case. 5 

When using the super-layer strategy, with 𝑛𝑙 = 5, the “one-shot” method (𝑛ℎ = 1, thin red line) 6 

shows extra-high peak values due to a severe time concentration of the heat input, while the 7 

minimum values (obtained after dwell time) are similar to those of the reference curve.  For 8 

the ″multi-shot″ method (𝑛ℎ = 5,  thick red line), it can be observed that except for the very 9 

first layers, the peak temperature values are quite close to the reference calculation, and the 10 

minimum values are always identical to the reference ones. What is even more important is that 11 

the repeated thermal cycles are very well reproduced by the “multi-shot” super-layer strategy.  12 

 13 

Fig. 4. Temperature evolution at location A during the deposition of the first 30 layers for the 14 

test case described by Fig. 3 and Table 1. Comparison is given between the layer-by-layer 15 

approach (thick black curve), the “one-shot” super-layer method (thin red line) and the “multi-16 

shot” super-layer method (thick red line) 17 

Beside temperature accuracy, the computation efficiency can be studied and is summarized in 18 

Table 2 for the 30-layer deposition simulated with 28 cores. To carry out the simulation using 19 

the layer-by-layer approach, considering layers of thickness 40 μm for a domain size 20×20×80 20 

mm3, a non-structured initial mesh containing about 1.7 million tetrahedral elements is adopted 21 

for the adaptive mesh strategy. At the end of the 30-layer deposition, a non-structure mesh 22 

containing around 1.9 million tetrahedral elements is obtained. Compared to a reference 23 

computation time of 418 minutes (~7 h), obtained with the layer-by-layer method, the multi-24 
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layer method, here with (𝑛𝑙 = 5), provides significant time reduction:  118 minutes (~2 h) for 1 

the “one-shot” method (𝑛ℎ = 1), and 267 minutes (~4.5 h) for the “multi-shot” method (𝑛ℎ =2 

5). 3 

Table 2  4 

 Computation time for the simulation of a 30-layer deposition with 28 core parallel 5 

computation 6 

𝑛𝑙 1 5  5  

𝑛ℎ 1 5 

(multi-shot) 

1 

(one-shot) 

Number of layers/ 

super-layers 

30 6 6 

 

Final mesh 

informatio

n 

Number of Nodes 

(⨯106) 

0.33 0.33 0.33 

Number of Elements 

(⨯106) 

1.91 1.93 1.94 

Computation time (min) 418 267 118 

Time gain - 1.56 3.54 

 7 

As the layer-by-layer deposition is too costly to simulate one thousand layers, the “multi-shot” 8 

super-layer method with 𝑛𝑙 = 5 and 𝑛ℎ = 5 will be considered as the reference case in the 9 

following sections, in which the robustness and precision of the proposed “multi-shot” and 10 

“one-shot” super-layer strategies are studied. 11 

5.2 Sensitivity analysis for 𝑛𝑙  and 𝑛ℎ 12 

Considering 𝑛𝑙 = 5 and 𝑛ℎ = 5  as the reference case for the entire part construction, 𝑛𝑙 = 5 13 

and 𝑛𝑙 = 15 are studied to verify the robustness and accuracy of the “multi-shot” and “one-shot” 14 

super-layer methods. Figure 5 shows the calculated temperature evolution at sensor A (defined 15 

in Fig. 4) during the construction process, and the temperature distribution (central vertical 16 

profile) after the dwell time following the last layer deposition. With the “multi-shot” method, 17 

the temperature evolutions calculated for the two different values of 𝑛l are found superimposed 18 

(Fig. 5 (a)) except in the very beginning of the construction process. On the contrary, big 19 

oscillations are found for the “one-shot” method. This confirms and extends the result obtained 20 

in the preliminary study.  21 
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(a)  1 

(b)   2 

Fig. 5.  Simulation of the construction of a vertical cylinder with the multi-shot super-layer 3 

strategy, using two different values for 𝑛l with (a) temperature evolution at sensor A and (b) 4 

temperature profile along the center line BB′ after the dwell time of the last layer 5 

At the end of the process, after the final dwell time, the vertical temperature profile obtained 6 

for 𝑛𝑙 = 15 and 𝑛ℎ = 15 tends to overlap with that of the reference (𝑛𝑙 = 5 and 𝑛ℎ = 5) (Fig. 7 

5 (b)). In contrast, the “one-shot” method leads to discrepancies when compared to the “multi-8 

shot” method. Thus, the single heating strategy ( 𝑛ℎ = 1), which imposes a strong energy power 9 

within a short time according to Eq. (13), has a clear detrimental impact on the temperature 10 

profile. The peaks are especially marked near the construction front and become lower far from 11 
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the front. Large temperature differences are observed at point 𝐵′ when using the “one-shot” 1 

method (  𝑛ℎ = 1 ), reaching 60°C and 114°C (see Table 3) for 𝑛𝑙 = 5 and 𝑛𝑙 = 15 , 2 

respectively.  3 

At the end of the construction, the calculated temperature distribution in the entire domain 4 

including the non-exposed powder is shown in Fig. 6(a). By the mesh distribution in the yz 5 

section plane, the fine mesh is kept along the constructed part to maintain the built geometry. 6 

Moreover, the mesh distribution in the super-layer zone is given, defined by the red contour 7 

line (𝜑𝐹𝑖𝑛𝑒) in the zoomed inset, in which the fine mesh is generated around the interface of 8 

𝜑𝐹𝑖𝑛𝑒 and gradual coarse meshes inside and outside of the super-layer are given. By filtering 9 

the mesh in the gas and powder domains, Fig. 6(c) only shows the temperature distribution in 10 

the constructed part. Actually, the temperature distribution is similar for the two cases (𝑛l = 5 11 

and 15) of the “multi-shot” deposition, which is demonstrated by Fig. 5(b).  12 

 13 

(a) (b)                                                               (c)  14 

Fig. 6. Thermal simulation of the cylinder construction using the multi-layer “multi-shot” 15 

approach (𝑛l = 5, 𝑛h = 5). (a) Calculated temperature distribution at the end of the process in 16 

the whole domain, with a view of the finite element mesh in non-exposed powder and gas; (b) 17 

mesh distribution in the longitudinal median section of the domain (yz section plane by 𝑥 = 0) 18 

zoom at the top of the part with red contour line around the super-layer zone; (c) temperature 19 

distribution in the part only 20 



Journal of Manufacturing Science and Engineering 

20 

 

The computation times of the different methods for the entire construction are indicated in Table 1 

3, all of them being obtained by parallel calculations performed on 28 cores. They show 2 

significant reduction when 𝑛l is 15 for the two super-layer strategies. The time gain is near 3 3 

for 𝑛ℎ = 15 (“multi-shot” deposition) compared with the reference case, and more than 6 for 4 

𝑛ℎ = 1  (“one-shot” deposition), but with a significant decrease in accuracy. In total, 5 

considering computation time and prediction quality, the super-layer strategy shows excellent 6 

performance with the “multi-shot” method, even when using high values for 𝑛l, such as 15. 7 

Table 3  8 

Computation time for different sub-layers. 28 core parallel computations 9 

𝑛l 5 5 15 15 

𝑛h 5 1 15 1 

Number of super-layers 192 192 64 64 

T at point 𝐵′ 384 324 375 270 

 

Final mesh 

information 

Number of Nodes 

(⨯106) 

0.46 0.46 0.52 0.52 

Number of 

Elements 

(⨯106) 

2.68 2.70 2.98 2.99 

Computation time (min) 10202 4563 3541 1595 

Time gain - 2.24 2.88 6.39 

 10 

6 COMPLEX APPLICATION  11 

The L-PBF manufacturing of an impellor, made of Ti-6Al-4V alloy is now considered. A 12 

similar geometry was studied in the past and reported in a previous paper [12]. However, the 13 

part studied here is twice as big as the previous one, which is more appropriate to evaluate the 14 

efficiency and precision of the proposed super-layer strategy. The part geometry is given in Fig. 15 

7(a). The thickness of the blades is 2 mm and a go-through hole (radius 𝑅1 = 2 mm) locates at 16 

the center of the geometry. The L-PBF construction consists of 960 layers for a total part height 17 

of 24 mm (∆𝑧𝑙 = 25 𝜇m). The construction is performed on a substrate of dimension 60 x 60 x 18 

2 mm3. Fig. 7(b) illustrates the global construction environment, including the non-exposed 19 

powder and the gas zone, as it is at the end of the simulation. 20 
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 (a)  
 (b)  

Fig. 7. Schematics of a complex L-PBF construction simulated at part scale showing (a) the 

part geometry; and (b) the global computation domain and its metallic and gas sub-domains 

as well as the boundary conditions (dimensions in mm) 

The material properties are the same as in Section 5 (Table 1). The boundary conditions, the 1 

initial conditions and the process parameters are given in Table 4. The reference frame is shown 2 

in Fig. 7. Its origin is located at the center of the bottom face of the simulation domain, i.e. at 3 

the basis of the substrate, hence coordinates within the domain evolving in the ranges 4 

−30 𝑚𝑚 ≤ 𝑥 ≤ 30 𝑚𝑚,   −30 𝑚𝑚 ≤ 𝑦 ≤ 30 𝑚𝑚, 0 𝑚𝑚 ≤ 𝑧 ≤ 54 𝑚𝑚.  5 

Table 4 Heat exchanges and process parameters for the part shown in Fig. 7 6 

 

Heat 

exchange 

Temperature of machine environment, 𝑇𝑒𝑥𝑡 

[°C] 

25 

Initial temperature, 𝑇0 [°C] 25 

Ambient temperature, 𝑇𝑎𝑖𝑟 [°C] 25 

Conductive coefficient, ℎ𝑐𝑜𝑛𝑑 [W m-2 K-1] 15 

Convection coefficient, ℎ𝑐𝑜𝑛𝑣 [Wm-2 K-1] 15 

 

 

 

Laser 

Nominal power, 𝑃𝐿 [W]  200 

Scan speed, νL [mm.s-1] 1200 

Reflection coefficient, R 0.3 

Diameter of laser beam, 𝜙𝐿 [μm] 145 

hatch spacing, 𝐻𝑆 [μm] 100.05 

Thickness of powder layer, Δ𝑧𝑙 [μm] 25 

Deposited height, ∆𝑧𝑝,𝑚𝑎𝑥 [mm] 24 (960 layers) 

Scaling factor, 𝛼 500  

Inter-layer dwell time,  𝑡𝑑𝑤𝑒𝑙𝑙
𝑙  [s] 15 

 7 
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6.1 Simulated temperature evolution: impact of 𝑛l in the super-layer method 1 

In this section, the “multi-shot” super-layer method with different 𝑛l values is compared to the 2 

“one-shot” method in terms of temperature evolution and distribution. 3 

Four temperature sensors are defined to make this comparison as shown in Fig. 8. The first two 4 

sensors are on the top surface of the substrate: sensor A is located in the bottom of the central 5 

powder zone, coordinates (0, 0, 2) mm; sensor B is located at coordinates (0, -3, 2) mm. Two 6 

additional sensors A1 and B1 are selected. They are initially in the gas zone, respectively 3 mm 7 

above A and B. As the construction front passes by, A1 is found in the non-exposed powder, 8 

while B1 is found in the part material. To verify temperature distribution, two line sensors are 9 

selected through the whole model: a vertical one (CC', going through substrate, powder and gas 10 

regions, with C = O) and a horizontal one (DD' through powder, part, powder, part and powder) 11 

at height 𝑧 = 22 mm. 12 

   13 

Fig. 8. Location of the selected points sensors, and line sensors along the vertical construction 14 

direction CC'' (CC'' = OC'') and along the horizontal direction DD' in a view representing the 15 

configuration after deposition of 960 layers 16 

 17 

6.1.1 Selection of the reference model for testing “multi-shot” method 18 

As the layer-by-layer strategy is too costly to simulate thousands of layers additions, the “multi-19 

shot” method will be chosen to serve as a reference model for later multi-layer simulations. The 20 

objective of the present section is to validate this choice. To save computational cost and 21 

preserve precision, the deposition of the first 180 layers is studied for both the layer-by-layer 22 
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and the “multi-shot” (𝑛l  =  5, 𝑛h  =  5) methods. The validation will be done through the 1 

comparison of temperature evolution at sensors A and B (Fig. 8). 2 

(a)   3 

             4 

(b)  5 

 6 

    Fig. 9. Temperature evolutions: (a) sensor A (in powder zone); (b) sensor B (in part 7 

zone) 8 

In Fig.9 (a), it can be seen that the “multi-shot” method with (𝑛l  =  5, 𝑛h  =  5)  globally 9 

provides a similar temperature evolution as for the layer-by-layer method. During the 10 
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temperature increase, the “multi-shot” method reproduces very well the thermal cycling, with 1 

almost the same cycling amplitude (Δ𝑇 between successive max and min). The difference for 2 

this cycling amplitude is more perceptible during the plateau, where typically it is about 120 °C 3 

with 𝑛𝑙 = 1, and 150 °C with 𝑛𝑙 = 5. On the contrary, when the energy source goes far away 4 

from the sensor, the agreement regarding cycling is again excellent. 5 

Similar trends are found for the second sensor B in the part zone, as shown in Fig. 9 (b). Because 6 

the heat conduction is much higher in the consolidated metal than in the powder bed, the 7 

temperature evolution at sensor B is very different from sensor A at the beginning of the 8 

construction. The layer-by-layer method shows a peak of temperature, expressing the heat 9 

cumulation during the deposition of the first layers, followed by a temperature decrease down 10 

to the same plateau at about 900 °C as for sensor A. This expresses that after the initial heat 11 

transient, the temperature becomes uniform in the consolidated part and in the powder bed in 12 

the vicinity of the two sensors. Regarding the initial transient regime, it can be seen in Fig. 9 13 

(b) that the peak temperature characterizing the deposition of each “multi-shot” (𝑛l  =  5, 𝑛h  =14 

 5 ) is in good agreement with the peaks obtained by the “layer by layer” method.  15 

In total, following results already obtained in preceding sections, these results confirm the good 16 

accuracy of the “multi-shot” super-layer method. Hence, the “multi-shot” (𝑛l  =  5, 𝑛h  =  5 ) 17 

will be considered as the reference model for the entire assessment process. 18 

6.1.2 Comparison of the initial deposition at sensors A and B  19 

In this section, the study of the impact of 𝑛𝑙 is now extended to the entire process. Fig. 10 shows 20 

the calculated temperature evolution for both sensors A and B during the whole construction 21 

process. Because of a high computation cost, the single layer deposition (𝑛l = 1, 𝑛h = 1) is not 22 

performed. As verified in subsection 6.1.1, the multi-shot deposition (𝑛l = 5 , 𝑛h = 5 ) is 23 

selected as the reference. A higher value of 𝑛𝑙= 15 is adopted to verify two different super-layer 24 

strategies. The global evolution shows a first temperature increase stage, followed by a plateau 25 

and a slow cooling down for both the sensors in the powder and in the part, respectively. The 26 

slow temperature decrease ends at about 14000 s, after the deposition of 800 layers. At this time, 27 

the constructed height reaches 20 mm and the blades are fully printed. The last part of the 28 

construction begins. It consists in printing the top part of the axial shaft over a 4 mm height. 29 

This requires less laser heat input due to the quite small scanned surfaces, thus explaining the 30 

more efficient cooling rate at the position of the sensors. 31 
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To compare the results, two zoomed sub-plots between the range of 0 and 2000s are given for 1 

the “multi-shot” method of 𝑛l = 5 and 𝑛l = 15 in Fig. 10(a) and (b), respectively. In Fig. 10 2 

(a) for the sensor A in the powder zone, the curve (𝑛l = 15, 𝑛h = 15) can cover the evolution 3 

of (𝑛l = 5, 𝑛h = 5), and the two curves overlap after 2000s during the cooling stage. Big 4 

oscillations are found for the curve (𝑛l = 15, 𝑛h = 1), while its average value is still around 5 

the the evolution of 𝑛l = 5 . Similar phenomena are found for the sensor in the part zone in Fig. 6 

10 (b). Globally, the “multi-shot” method provides very similar average temperatures during 7 

cycling, even with high 𝑛l = 15. The “one-shot” method shows big oscillation while maintaing 8 

the convergence of the average temperature. 9 

(a)   10 

(b)  11 

Fig. 10. Temperature evolution of the entire process for (a) sensor A in the powder zone; and 12 

(b) sensor B in the part zone, both positions defined in Fig. 8 13 
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6.1.3 Comparison during the construction process at sensors A1 and B1 1 

To analyze further the response of the proposed model, two additional sensors A1(0, 0, 5) and 2 

B1(0, -3, 5) are selected. They are initially located in the gas domain, 3 mm above sensors A 3 

and B. Before the deposited material approaches the two sensors, big temporal oscillations are 4 

found for the calculated temperature evolution, as shown in Figs 11(a) and 11(b) (the thin blue 5 

curves). They express the heat cycling of the gas situated over the construction front, this 6 

cycling being associated with the multiple heat inputs during the deposition of the successive 7 

super-layers. It is reminded here that due to the level set method, a part of the laser energy 8 

supply affects the level set transition zone at the construction front, and thus is transferred to 9 

the gas. That explains the oscillations before the material deposition at the sensors A1 and B1. 10 

However, it is important to note that despite the high temperature encountered by the argon gas 11 

in the simulation, this represents a marginal energetic content as the ratio between the heat 12 

capacity of the gas and the metal is very low: (𝜌𝑔𝑎𝑠𝑐𝑝
𝑔𝑎𝑠

) (𝜌𝑚𝑒𝑡𝑎𝑙𝑐𝑝
𝑚𝑒𝑡𝑎𝑙)⁄ = 5.2 × 10−4. In 13 

orther words, as already studied in reference[12], the metal energetic input is almost not affected 14 

by this small loss tranferred to the gas. After the deposition of the 120th layer, sensor A1 is 15 

embedded in the powder zone and sensor B1 is embedded in the workpiece. The temperature 16 

oscillations then rapidly disappear, and, like in previous analyses, a good convergence is 17 

observed between the calculations done with different 𝑛𝑙 values, for sensors in the powder and 18 

in the part. 19 

(a)  20 
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(b)  1 

Fig. 11. Calculated temperature evolution during the entire process, using different 𝑛𝑙 values 2 

(a) at sensor A1 in the gas first and in the powder later; and (b) at sensor B1 in the gas first and 3 

in the workpiece later. The black vertical line indicates the time at which the sensors A1 and 4 

B1 are included in the powder and the workpiece, respectively (coordinates in mm) 5 
 6 

6.2 Temperature distribution at the end of construction 7 

After the dwell time following the deposition of the last layer, the temperature distribution is 8 

obtained in the constructed part and in the whole model, as illustrated in Fig. 12(a), in which 9 

partial view of the adapted mesh is also shown. To verify the influence of 𝑛𝑙 on the temperature 10 

distribution, temperature profiles are plotted through the whole model as indicated in Fig. 8: a 11 

vertical one (CC', going through substrate, powder and gas regions, with C = O) and horizontal 12 

one (DD' through powder, part, powder, part and powder) at height 𝑧 = 22 mm. At the end of 13 

construction, the mesh distribution in the yz section plane is given. Like in Fig. 6. (b), the fine 14 

mesh is refined near the zero-isosurfaces of the two level sets 𝜓 and 𝜑, as well as in the last 15 

deposited super-layer. Figs. 12(c) and 12(d) shows the different computed temperature profiles. 16 

It can be seen that results obtained with the “multi-shot” strategy, using 𝑛𝑙 = 5 and 15, are very 17 

close, through the height of the part, and also along horizontal profiles.  18 

Along the vertical direction, the temperature difference between the “multi-shot” method (𝑛l =19 

15, 𝑛h = 15) and the reference case(𝑛l = 5, 𝑛h = 5)  does not exceed 2°C (metal material 20 

domain), which is excellent and confirms the good accuracy of the “multi-shot” strategy for 21 

conservation and distribution of energy. The fact that the prediction is not degraded with the 22 

augmentation of 𝑛𝑙 is all the more remarkable that, in this case and contrary to previous ones 23 

(the cylinder), the construction front is not perpendicular to the boundaries of the part: blades 24 
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are significantly inclined with respect to the base plane. In contract, the temperature distribution 1 

obtained with the “one-shot” strategy shows huge differences with the one of “multi-shot” 2 

approach. This unsatisfying result of the “one-shot” strategy is in line with the results already 3 

obtained for the plain straight cylinder (Fig. 5 (b)).  4 

(a)    (b)   5 

(c)      (d)   6 

Fig. 12. Calculated temperature distribution at the end of the construction process with (a) 3D 7 
representation of the temperature field in the constructed part and surrounding powder, together with 8 
adapted mesh; (b) mesh distribution in the yz section plane of the domain, with zoom at the top of the 9 
part with red contour line along the super-layer zone; (c) and (d) obtained temperature profiles 10 
 11 

As regards horizontal profiles, Fig. 12(d) reveals that the maximum temperature is always 12 

located in the central powder zone. Heat is actually confined in the axial zone, with a reduced 13 

axial and radial heat diffusion due to the low apparent conductivity of the powder zone. At the 14 

top of the part, close to the final construction front, this leads to a temperature excess in the 15 

powder of about 10 °C compared to the surrounding consolidated metal. It is also revealed that 16 

the different regions of the domain, when exposed to a similar radial heat flow, adopt extremely 17 

different temperature gradients. In particular, very low gradients looking like plateaus are 18 

observed in regions occupied by the consolidated metal. Here again, it can be noted that the 19 

“multi-shot” based super-layer method, associated with appropriate dynamic adaptive 20 

remeshing, complies well with regions having very different diffusivities. This is important as 21 

it is essential to consider the different domains (metal, powder) and their different properties 22 

when modelling heat transfer in L-PBF. Again, similar to the vertical line CC', the temperature 23 
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profile along the horizontal DD' obtained with the “one-shot” method shows a huge difference 1 

with respect to the “multi-shot” method.  2 

 3 

The computation time for the simulation of the entire model construction is given in Table 5 4 

for 28 cores. Thanks to mesh adaptation, the element number is maintained around 2 millions. 5 

The computation time reduces from 5175 minutes (~86 h) when using 𝑛𝑙 = 5 to 1698 minutes 6 

(~28 h) for 𝑛𝑙 = 15. A CPU gain factor of about 3 demonstrates a clear interest in using the 7 

“multi-shot” based super-layer approach. The “one-shot” method shows an interesting CPU 8 

gain of 17, but, as seen above, with a degraded solution. 9 

Table 5  10 

Computation times for different 𝑛𝑙 numbers for the simulation of the impellor construction with 11 

28 core parallel computation 12 

 13 

𝑛l 5 15 15 

𝑛h 5 15 1 

Number of super-layers 192 64 64 

T at point 𝐶′ 112 112 68 

 

Final mesh 

information 

Number of Nodes 

(⨯106) 

0.41 0.41 0.42 

Number of Elements 

(⨯106) 

2.36 2.36 2.40 

Computation time (min) 5175 1698 301 

Time gain - 3.1 17.2 

 14 

In total, this application of the super-layer method to a complex L-PBF simulation case 15 

demonstrates that the proposed strategy, when properly designed using the “multi-shot” concept, 16 

is quite robust to predict the temperature distribution and its evolution during the process. 17 

7 CONCLUSIONS 18 

In this paper, an original solution scheme has been proposed to simulate the thermal aspects of 19 

PBF additive processes. It is based on the finite element method and combines energy based 20 

super-layer strategies, level set method, and mesh adaptation. In the present super-layer 21 

strategies, a series of 𝑛𝑙  material layers is deposited at the same time. Two different options 22 

have been tested with respect to heat flow. The “one-shot” option consists in heating each super-23 

layer in a single step, 𝑛ℎ =  1, like for the layer-by-layer method, thus gathering 𝑛𝑙 heating 24 
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stages together. The “multi-shot” option includes as many heating steps as layers: 𝑛ℎ =  𝑛𝑙, 1 

generating thermal cycling at a higher frequency for each super-layer, and the already built 2 

metal underneath. 3 

Compared to the reference layer-by-layer standard approach, it has been shown that the “multi-4 

shot” super-layer method offers an excellent compromise, providing robust and accurate heat 5 

transfer predictions, while decreasing the computation time. The “one-shot” super-layer method 6 

offers the advantage of a faster time response, but at the cost of a degraded accuracy. In all 7 

cases, the super-layer methods offer a very efficient numerical tool to predict temperature 8 

evolution during the construction process. The combination with level sets and adaptive 9 

remeshing extends its capacity to obtain the temperature distribution not only in the part, but 10 

also in the non-exposed powder, which is essential for intricate geometries with possibly 11 

isolated powder zones. In final, using the super-layer method, simulating powder bed fusion 12 

process with thousands of layers and complex geometries is possible with a sustainable 13 

computation time and good precision. 14 
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Figure Captions List 

Fig. 1 Schematic of the level set approach for part-scale simulation 

Fig. 2 Schematic time sequence to model a series of 5 layer additions, with 

indication of instants for material and energy supply for 3 methods: 

(a) layer-by-layer, with 𝑛𝑙 = 1 and 𝑛ℎ = 1; (b) “multi-shot” super-layer, 

with 𝑛𝑙 = 5 and 𝑛ℎ = 5; and (c) “one-shot” super-layer, with 𝑛𝑙 = 5 and 

𝑛ℎ = 1  ( 𝑛𝑙  is the number of layers within each super-layer, 𝑛ℎ  is the 

number of heating steps for each super-layer) 

 

Fig. 3 Geometry of the simulation system (dimensions in mm) 

Fig. 4 Temperature evolution at location A during the deposition of the first 30 

layers for the test case described by Fig. 3 and Table 1. Comparison is given 

between the layer-by-layer approach (thick black curve), the “one-shot” 

super-layer method (thin red line) and the “multi-shot” super-layer method 

(thick red line) 

 

Fig. 5 Simulation of the construction of a vertical cylinder with the multi-shot 

super-layer strategy, using two different values for 𝑛l with (a) temperature 

evolution at sensor A and (b) temperature profile along the center line BB′ 

after the dwell time of the last layer 

 

Fig. 6 Thermal simulation of the cylinder construction using the multi-layer 

“multi-shot” approach ( 𝑛l  = 5, 𝑛h  = 5). (a) Calculated temperature 

distribution at the end of the process in the whole domain, with a view of 

the finite element mesh in non-exposed powder and gas; (b) mesh 

distribution in the longitudinal median section of the domain (yz section 

plane by 𝑥 = 0) zoom at the top of the part with red contour line around the 

super-layer zone; (c) temperature distribution in the part only 

 

Fig. 7 Schematics of a complex L-PBF construction simulated at part scale 

showing (a) the part geometry; and (b) the global computation domain and 

its metallic and gas sub-domains as well as the boundary conditions 

(dimensions in mm) 

 

Fig. 8 Location of the selected points sensors, and line sensors along the vertical 

construction direction CC'' (CC'' = OC'') and along the horizontal direction 

DD' in a view representing the configuration after deposition of 960 layers. 

 

Fig. 9 Temperature evolutions: a) sensor A (in powder zone); b) sensor B (in part 

zone) 

 

Fig. 10 Temperature evolution of the entire process for (a) sensor A in the powder 

zone; and (b) sensor B in the part zone, both positions defined in Fig. 8 

 

Fig. 11 Calculated temperature evolution during the entire process, using different 

𝑛𝑙 values (a) at sensor A1 in the gas first and in the powder later; and (b) at 
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sensor B1 in the gas first and in the workpiece later. The black vertical line 

indicates the time at which the sensors A1 and B1 are included in the 

powder and the workpiece, respectively (coordinates in mm) 

 

Fig. 12 Calculated temperature distribution at the end of the construction process 

with (a) 3D representation of the temperature field in the constructed part 

and surrounding powder, together with adapted mesh; (b) mesh distribution 

in the yz section plane of the domain, with zoom at the top of the part with 

red contour line along the super-layer zone; (c) and (d) obtained 

temperature profiles 

 

 

 

 

 

 

Table Caption List 

 

Table 1 Material properties, heat exchange and process parameters for the test case 

shown in Fig. 3 [7, 23, 24] 

 

Table 2 Computation time for the simulation of a 30-layer deposition with 28 core 

parallel computation 

 

Table 3 Computation time for different sub-layers. 28 core parallel computations 

  

Table 4 Heat exchanges and process parameters for the part shown in Fig. 7 

Table 5 Computation times for different 𝑛𝑙  numbers for the simulation of the 

impellor construction with 28 core parallel computation 

 

  

 


