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Numerical analysis of the Monte-Carlo noise for the resolution of the
deterministic and uncertain linear Boltzmann equation
(comparison of non-intrusive gPC and MC-gPC)

Gaél Poétte?

“CEA DAM CESTA, F-33114 Le Barp, France

Abstract

Monte Carlo-generalised Polynomial Chaos (MC-gPC) has already been thoroughly studied in the
literature [1, 2, 3, 4, 5, 6, 7]. MC-gPC both builds a gPC based reduced model of a partial
differential equation (PDE) of interest and solves it with an intrusive MC scheme in order to
propagate uncertainties. This reduced model captures the behaviour of the solution of a set of
PDEs subject to some uncertain parameters modeled by random variables. MC-gPC is an intrusive
method, it needs modifications of a code in order to be applied. This may be considered a drawback.
But, on another hand, important computational gains obtained with MC-gPC have been observed
on many (linear [1, 3] or nonlinear [4, 5, 6, 7]) applications. The MC-gPC resolution of Boltzmann
equation has been investigated in many different ways: the wellposedness of the gPC based reduced
model has been studied in [2, 6], the convergence with respect to the truncation order P has been
theoretically and numerically studied [2, 1], the coupling to nonlinear physics has been performed
in [7, 6]. But the study of the MC noise remains, to our knowledge, to be done. This is the purpose
of this paper.

Keywords: Monte Carlo, generalised Polynomial Chaos, Uncertainty Quantification, Transport

1. Introduction

Monte Carlo-generalised Polynomial Chaos (MC-gPC) has already been thoroughly studied in
the literature [1, 2, 3, 4, 5, 6, 7]. MC-gPC both builds a gPC based reduced model of a partial
differential equation (PDE) of interest and solves it with an MC scheme in order to propagate
uncertainties. This reduced model captures the behaviour of the solution of a set of PDEs subject
to some uncertain parameters modeled by random variables. MC-gPC is an intrusive method, it
needs modifications of an MC code in order to be applied. This may be considered a drawback.
But, on another hand, important computational gains obtained with MC-gPC have been observed
on many (linear [1, 3] or nonlinear [4, 5, 6, 7]) applications. Its use allows performing studies
(uncertainty propagation, sensitivity analysis etc.) which, up to now, were out of reach [1, 7, 6]. In
this article, we are interested in the MC resolution of the gPC based reduced model of the uncertain
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linear transport equation

Ou(z,t,v, X) +v - Vou(z,t,v, X) = —vo(z, v, X)u(z, t,v, X)

1
+vas(x,v,X)/Ps(x,v-v’,X)u(x,t,v’,X)dv', )

together with the initial and boundary conditions

u(z,t =0,v,X) =ug(z,v,X), z€DX), te|0,T] veV, XeQ @)
u(z,t,v, X) =wup(t,v,X), z€dDX), t€[0,T] v-ns(z,X) <0, XeQ,

where ng is the outward normal to €2 at . In the above expression, u is a density of particles. The
variables z € D C R3, ¢t € [0,7] C R and v € V C R3 are respectively the space, time and velocity*
variables. Variable X = (X1, ..., Xq)" is a vector of Q independent? random variables of probability
measure dPx = H?:l dPx, modelling the uncertainties. Variables (x,t, v) are the physical variables
in opposition to X which is refered to as the uncertain variable. The cross-sections oy = o¢(z, v, X),
os = os(x,v,X) are assumed to be given functions of (x,v, X) in this paper. They stand for the
total and scattering cross-sections. The quantity Ps defines how the velocities and angles are
scattered when a reaction is encountered: it (at least) satisfies [ Py(z,v-v/, X)dv' =1,Vz € D,v €
Y e R} X € Q c RQ. Of course, the above notations are for macroscopic cross-sections, in the
sense that many physical reactions are summed-up in the above notations, see [13, 14, 15]. System
(1) together with boundary conditions (2) define the well-posed [16] mathematical problem we
want to solve and in which we want to be able to accurately take uncertainties® into account. In
other words, we are mainly interested in the statistics of X — u(x,t,v,X) (i.e. mean, variance,
histogram, sensitivity indices [17] etc.) at specified locations z € D, times ¢ € [0, 7] and velocities
v € V. The uncertain transport equation is of importance in many physical domains such as
neutronics [18, 19, 20, 7], photonics [21, 22, 23, 24, 25, 6], biology [26], socio-economics [5, 27, 3],
epidemiology [28] etc. In neutronics [7] or photonics [6] for example, equation (1) must be solved
at each iteration/time step.

Of course, different values of X correspond to different fully decoupled deterministic equations:
in principle, there is no difficulty in solving such uncertain problem. The main issue comes from
the fact that exact propagation of uncertainties is very expensive from the computational point of
view: equation (1) is often solved thanks to an MC scheme [29, 18, 30, 19, 20, 31, 32, 33]. This
resolution method is known to be efficient for high (3(x)+1(¢)+3(v) = 7) dimensional problems but
costly. Running several deterministic MC computations for several values of X can consequently
be prohibitive.

Recently, a new solver, called MC-gPC, has been proposed in order to solve the uncertain linear
Boltzmann equation (1): it is based on the construction of a P—truncated gPC based reduced model
together with its MC resolution [1]. The idea of MC-gPC is to make the MC particles solve not
only the physical fields (z,¢,v) but also the uncertain one X, on-the-fly during the MC resolution
(it then avoids tensorising the physical and the uncertain experimental designs, see [1]). To sum-up,

It may be decomposed into v = vw where v = [v| € RT and w = % € §2.

21t is always possible to come back to such framework, at the cost of more or less tedious pretreatments leading
to a controled approximation [8, 9, 10] and decorrelation [11, 12].

3geometrical, in the cross-sections, in the multiplicity, in the boundary conditions etc.



important gains have been observed in low to moderate stochastic dimensions* Q@ ~ 1 — 10 with
simple modifications of an existing MC code and without changing the HPC strategy® of the code,
for linear [1, 2], nonlinear [6] and eigenvalue (keg) [7] problems.

The MC-gPC resolution of equation (1) has been investigated in many different ways: the
wellposedness of the gPC based reduced model has been studied in [2, 6], the convergence with
respect to the truncation order P has been theoretically and numerically studied [2, 1], the coupling
to nonlinear physics has been performed in [7, 6]. But the study of the MC noise remains, to
our knowledge, to be done. This is the purpose of this paper. In this paper, we are interested in
understanding what can be expected in terms of error estimations with respect to Nys¢, the number
of MC particles. Typically, we try to give elements of answers to the following question: what can be
expected in terms of MC noise for MC-gPC when compared to a more classical (i.e. non-intrusive)
application? In order to answer that question, we estimate the variances of non-intrusive gPC
and MC-gPC, theoretically and numerically, and compare them. Of course, the studies could only
have been carried out numerically (by performing several fine MC resolutions and comparing the
results) but the performances of the different resolution schemes can be very similar hence hard
to distinguish due to the noise. For this reason, in order to avoid misleading situations, we also
focus on simple regimes (free flight regime, collisional regime) for which analytical calculations of
the asymptotical errors are possible.

The paper is organized as follows: section 2 recalls the main principles of non-intrusive gPC
and MC-gPC for solving (1) and introduce notations. In section 3, we present asymptotical results
on some commonly implemented deterministic MC scheme allowing to solve (1) non-intrusively.
Several other MC schemes exist, see [29, 15, 34] and the references therein, but we can not go
through every of them. We focus on the semi-analog scheme®, intensively used in neutronic codes”
[18, 19, 20], and on the non-analog one, mainly used in photonic ones [36, 21, 22, 37, 38, 39, 40].
Even for those well-known MC schemes, the analysis made in this section is, to our knowledge,
original. In section 4, the numerical analysis of the amplitude of the noise (i.e. the variance as an
error estimator) of the uncertain MC schemes, non-intrusive gPC vs. MC-gPC resolutions for (1),
are performed in the same conditions as in section 3 and compared. Emphasis is made on verification
(as in Verification & Validation, see V&V [41]) in those two sections 3-4. Section 5 is devoted to
discussions on how to use the previous material in practice together with concluding remarks on
how MC-gPC could be improved. Note that we chose to add in the appendices all the material
which one can find in other papers but which eases the understanding and the reproducibility of
the results of this paper.

4MC-gPC being based on gPC which is sensitive to the curse of dimension, the P—truncated reduced models
remains exponentially sensitive to P and Q, see [1, 2].

5The HPC strategy we have in mind is commonly called domain replication, see [31, 32, 33]. It consists in
replicating the geometry on several processors and tracking several MC particles populations with different initial
seeds in every replicated domains. At the end of the time steps, the contribution of every processors are averaged.
This parallel strategy is particularly well suited to MC codes, taking advantage of the independence of the MC
particles.

6 Also known as implicit capture.

"Note that this MC scheme is also intensively used in photonics, see [35, 24, 25].



2. Non-intrusive gPC and MC-gPC reduced models in a nutshell

In this paper, we are interested in the construction of gPC based reduced models in order to
take into account uncertainties. Let us introduce the polynomials basis ((bi( )ken orthonormal with
respect to the scalar product defined by dPx, i.e such that

/qsf(X)qle(X) dPx = 611, V(k,1) € N2

In practice, this basis is built once and for all once dPx known. In the above expression, the
basis must be truncated up to certain orders (p;)ic(1,..,} Which may depend on the directions
(Xi)ief1,...,@)- Assume that Vi € {1,..,Q}, p; = pip, then the total number of polynomial coeffi-
cients, abusively called the polynomial order later on, is® P = P(pip, Q) = (pip + 1)?. It exhibits
an exponential growth with both pip and Q. This is commonly called the curse of dimensionality
[43, 44]. As a consequence, the reduced models described in this paper, in practice, can only be
applied to a moderate number of uncertain parameters (Q ~ 10). The multivariate polynomial
basis is built by tensorization of one-dimensional polynomial basis in every stochastic direction
(Xi)ieq1,....@}- In the following sections, for conciseness in the notations, we map? the set of poly-
nomial indices AP1PQ = {(ky,..kg)|Vi € {1,...,Q}, ki < pip} into {0, ..., P} to build the tensorized
basis (¢5 (X) = H?:l (bi’i (Xi))keqo,...,py- In the previous expression, Vi € {1,...,Q}, the basis
(qu) k€{0,...,p1p} 18 @ one-dimensional polynomial basis orthonormal with respect to dPx,. When
P grows, we assume it grows because the one-dimensional polynomial orders p;p grow.

Let us assume we want to approximate a function X — F(X) such that [ F?(X)dPx < oo.
Then the P-truncated gPC expansion defined by the polynomial approximation

P
FP(X) =Y R (X) 5 F(X), (3)
k=0

bears some interesting convergence properties [45, 46, 47]. Spectral convergence for F' solution of
the uncertain unstationary linear Boltzmann equation (1) has even been proved in [2].

Independently of the dimension or of the polynomial basis, the gPC coefficients (Fi)reqo,..,r}
are defined by integration: they correspond to the projection of F' on the components of the gPC
basis with respect to the scalar product defined by dPx:

Fj = /F(X)¢>kX(X)dPX,Vk: eN. (4)

We naturally want to apply the above material to X — u(z,t,v, X) Vz € D,Vt € [0,T],Vv € V,
solution of (1). As a consequence, our aim is to compute the gPC coeflicients of u by numerical
integration. This can be done in practice by both non-intrusive gPC and MC-gPC:

— non-intrusive gPC [48, 49, 42, 50, 43, 51, 52] consists in introducing the set of points/weights
(Xi,w;i)ieq1,..., N} approximating random variable X and its probability measure dPx. The

80f course, simplexes such as the ones presented in [42] may be used and have less coefficients but studying their
effects is beyond the scope of this paper.
91t is only a renumerotation.



gPC coefficients of u are consequently recovered by numerical integration: Vk € {0, ..., P}
ug(z, t,v) = /u(x t,v, X)pp (X)dPx,
N
Zu z,t,v, X;) o (Xi)w;
i=1

We furthermore assume that the experimental design (X;,w;)ieq1,... . n} converges toward
(X, dPx) in the sense that we have Yk € {0, ..., P}

ug(z, t,0) = /u(x, t,v,X)¢i((X) dPx = Zu(m,t,v,Xika(Xi)wi + O(NP), (5)

with 8 < 0. Depending on the choice of the experimental design (X;,w;)ie(1,... .5}, conver-
gence can be fast or slow: for an MC experimental design, 5 = f% is considered slow but is
independent of the dimension Q and of the smoothness of the solution w. This is the well-
known central limit theorem [29]. Gauss quadrature rules have much faster convergence rates
but they strongly depends on the smoothness of the solution u and can only be applied in

low to moderate dimensions [43, 44].

Independently of the choice of the experimental design, a non-intrusive application of gPC
implies performing NV runs of a code solving (1) in order to gather (u(x,t,v, X;), w;)ie{1,... N}
and post-treat them in order to build the gPC coefficients as in (5). In our MC resolu-
tion context, each run needs Nys¢ particles such that u is approximated as u(zx,t,v, X;) =

_1
uNve (z,t, v, X;) + O(N,,Z), where uM¥¢ is the code output. This means that we have
Vk € {0, ..., P}

N

ug(x, t,v) = ZuNMC (z,t,v, Xi)¢i((Xi)wi + O(Nﬁ) + O(N,2),
= (6)
N

t,v)
= SN (3,0, X))o (X )wn + O(NF) + &LV 6
> ue o (X + O(N?) + Pl

In the above expression, (Gr)refo,...,p} are random variables of mean zero and variance one
which, at this stage, remains to be fully characterised. From the residual terms in (6), we can
see that the experimental design for the uncertain variable X is tensorised with the one for the

physical variables (x,t,v) with an accuracy which is O(max(N?, NA}%C)) Both N and Ny¢

must grow in order to converge. MC-gPC has been introduced in [1] mainly because a full
MC experimental design on the whole set of variables (z,¢,v, X) can avoid this tensorization.

MC-gPC allows integrating the gPC coefficients on-the-fly during MC resolution. The details
are in [1] and briefly recalled in Appendix C. With MC-gPC, the gPC coefficients are
computed on-the-fly during the MC resolution so that we have Vk € {0, ..., P}

Uk(l/‘,t,’U) — u/iVMC(l‘7t, ’U) +O(NA7[%C’)7 (7)
t ~
— e (g, 1, p) 4 DMLY 5

Nyrc



Once again, in (7), random variables (Qk) ke{o,...,py are of mean zero and variance one and
their distributions remain to be characterised. In (7), the convergence only depends on Nys¢
which can be considered an advantage.

F non-intrusive Nyjc = 10 == ]
non-intrusive Ny;c = 20 =¥=— 1
non-intrusive (\7 vo = 100

\‘iCintrusive MC scheme (Npc = N

log of the L'—norm of the error

0.001 b e
1000 10000

1 10 100
N

Figure 1: Convergence studies with respect to N and Njp;¢ for non-intrusive gPC and MC-gPC on the variance of
the number of particles.

Figure 1 illustrates the behaviours summed-up in expressions (6) and (7). It presents some conver-
gence curves in a very simple configuration (see Appendix A for all the details) for the two above
numerical methods:

— the results obtained by non-intrusive gPC use a deterministic black-box code solved by an
MC scheme (the semi-analog one, see Appendix B.1) of discretisation parameter Ny;o. The
uncertain counterpart is solved with an MC sampling of (X, dPx) with N points. Three
plots are displayed, corresponding to three convergence studies with respect to N for fixed
values of Ny;¢ = 10,20,100. Every curve obtained with the non-intrusive method presents,
first, a converging behaviour with a slope characteristic of the numerical method used in order
to integrate the uncertainties, i.e. here O(N _%). Then, the curves present a more or less
pronounced kink: a change of slope, followed by a plateau, a stagnation of the accuracy. It

corresponds to the point where the general accuracy becomes driven by the coarser numerical
1

method, here O(N,,%). Increasing N (relative to the z—axis) does not allow any significant
gain as O(N#) = (’)(N_%) < 1. In a sense, the locations of the kinks corresponds to optimal
parameter choices (Nj;o, N): increasing the accuracy in one direction without the other
induces a loss of computational time.

— For MC-gPC, the behaviour is quite different and is described by equation (7). For MC-gPC
N = Nyc, i.e. the experimental design is not anymore tensorized with the MC particles.
The approximation obtained with the new MC scheme does not stagnate with the increasing
number of samplings. The uncertainty is solved on-the-fly during the MC resolution and the
convergence rate for the whole problem remains O( \/leﬁ) avoiding the kinks in the curves
obtained non-intrusively.




Now, from a practical point of view, if o mc for MC-gPC is much more important than oy, for
non-intrusive gPC, the method is not necessarily relevant and it is not clear we have a gain as
much more MC particles could be needed for MC-gPC than for non-intrusive gPC. In [1, 6, 7]°,
it has experimentally been verified that we probably often have oy, ~ o1 mc so that MC-gPC does
not require much more MC particles than non-intrusive gPC. The aim of this paper is to verify it
more rigorously and identify more precisely the regimes and reasons when oy, ~ o pc does not hold.

In the next sections, we analytically and numerically compute o} and oy mc in particular con-
figurations and compare them. We will see that their expressions can strongly depend on the
resolution scheme (non-analog, semi-analog etc.) used in the MC code or on the regimes (determin-
istic, uncertain, collisional etc.) involved during a simulation. For this reason, we begin, in the next
section, by the numerical analysis of some (deterministic, i.e. without uncertainties) MC schemes
in particular regimes.

3. Numerical noise analysis of existing Monte-Carlo schemes for (1)

As explained in several publications [1, 2, 7, 6], MC-gPC relies on few modifications of an ex-
isting MC implementation. Depending on the code, different MC schemes can be implemented
(analog, implicit capture or semi-analog, non-analog etc.). We can not go through every of them
so we focus on the most common ones, the semi-analog MC' scheme (intensively used in neutronic
codes) and on the non-analog MC scheme (intensively used in photonic codes). In this section, we
perform the numerical analysis of their noise in a deterministic context (i.e. without uncertainties).
Even in a deterministic context, the next analysis is, to our knowledge, original. It will also help
performing the numerical analysis of non-intrusive gPC and of the MC-gPC schemes of section 4.

The MC schemes, semi-analog and non-analog, are recalled in Appendix B for the sake of
reproducibility of the results of this paper. We insist they are commonly used and we rely on [34]
for the details of their respective constructions. Both MC schemes are unbiased [29]. This means
they converge toward the same result for the mean, the first moment of the particle distribution.
Obviously, the schemes differ (see the different samplings and operations in Appendix B). But
it is hard a priori having any idea of their performances. The Central Limit theorem [29] states
that their performance differences can be expressed in term of convergence rate/variance!'. We
consequently study the asymptotic behaviours of the MC schemes with respect to the variance'? of
the population of particles. For this, in the next section, we rely on few simplifications: in section
3.1, we consider the free-flight regime in which every MC scheme is equivalent. In section 3.2, we
consider the collisional regime in which the MC schemes can strongly differ.

3.1. The free flight regime of (1)

In this section, we consider the free flight regime. It corresponds to the particular case where
ot = 05 = 0. In this regime, the non-analog and the semi-analog MC schemes are equivalent. They

10This is also observable on figure 1 as the non-intrusive Nj;c = 100 slope is on the same level as the one for
MC-gPC.

the Central Limit theorem states that the variance (if obtained from an unbiased estimator [29]) is an error
estimator.

12and even some high order moments for the semi-analog and non-analog schemes in sections 3.2.1-3.2.2.



differ only in the collisional one, studied in section 3.2. In the deterministic free flight regime, (1)
degenerates toward

Opu(z, t,v) + vou(z,t,v) =0,
U(ZL’, 07 U) = UO(ZL', ’U), (8)
u(z,t,v) = up(t,v),z € D, t€[0,T] v -ns<O.

In the next sections, we study the MC resolution of equation (8). Equation (8) can be rewritten
in an integral form [15]. In this case, the solution at time ¢ is made of a contribution of the initial
condition together with the the contribution of the boundary one. In order to ease the computation,
let us consider an infinite medium so that (8) resumes to

u(z,t,v) = ug(x — vt,v),Yo € D,v € V,t € [0,T]. (9)
Let us build dug such that

uo(z,v)

dug(z,v) = T,

dz dv where Up(z) = /uo(x,v) dv.

The above quantity is such that ug > 0 and sums-up to 1: it is the probability density function
of the positions z and velocities v of the initial condition. Expression (9) can consequently be
rewritten in an integral form as

U(I,LU) = Uo(I - ’Ut,’U),
ug(x — vt,v)

= / UOCSQ(.I - ’Ut)(SO(U) Uy

= /Uoéo(l’—vt—.ro)(so(’l)—vo) duO(a?o,Uo).

dz dv,

Introduce the random variables xg, vy ~ dug(zg,vo), then the above expression can be rewritten
as an expectation over path of a stochastic process as

u(z,t,v) = E[Updp(x — vot — x0)do(v — vo)],
where the stochastic process is given by
Uz7t7fu = UQ(S()(IZ’ - V()t - Xo)(so('U — V()).

Then, by definition, we have
u(z, t,v) = E[Ug 0]

The second order moment of the stochastic process Uy ¢, is given by

E[U2

x,t,v

] = E[Ug50($ — Vot — XQ)(SO(U — V())}.

. - . . ~ mNuc o(z,t,v) ;
Finally, the central limit theorem states that we have u(z,t,v) ~u (x,t,v) + mg with

U($7 t, ’U) = E[Uf,t,v] - ]EQ[UIJ”U]’

and G a gaussian random variable of mean zero and variance one. In the following sections, we are
going to estimate o numerically for different values of an uncertain parameter X. The equivalent of



this quantity for non-intrusive gPC and for MC-gPC will be studied in sections 4.1.1-4.1.2 relying
on the material of this section.

Let us consider an uncertain monokinetic configuration (i.e. u(z,t,v,X) = u(x,t, w, X) with
|w| = 1) with initial condition given by

uo(w,w, X) = Up(X)1_g, 2)(2),7 € D, X ~ dPyx. (10)

The initial condition is initially isotropic with respect to the angular variable w. In practice, we
take v = |vjw with |v| =1, zy = 0.1, D = [-1,1] and Up(X) = Uy + UpX with Uy =1, Uy = 0.5
with X ~ U([—1,1]). Figure 2 (left) presents the initial spatial profiles © — uo(x, X;),% € {1,..., N}

analyti(‘al J(x,
MC Uz, t

-1 -0.8  -06 -04 -02 0 0.2 0.4 0.6 0.8 1 -1 -08 0.6 -04 -02 0 0.2 0.4 0.6 0.8 1
x x

Figure 2: Spatial profiles x — U(z,t, X;) for ¢ € {1,...,10} for t € {0.0,0.5} from the analytical solutions and from
MC ones.

for N = 10 Gauss-Legendre points and N, = 100 cells. The uncertainty only affects the plateaus
of the initial conditions. Figure 2 (right) presents both the analytical solutions

u(z,t, X) :/u(x,t,w,X)dwz/uo(a:—wt,w,X)dw,

1 1 (11)
= Up(X) / ) 1[—x1,x1]($ — Wt)i dw,
at the N = 10 Gauss-Legendre points and the corresponding numerical results obtained from an
MC code: on figure 2 (right), the results are in good agreement despite the numerical noise of the
MC code. Now, our aim is mainly to study the amplitude of this numerical MC noise: figure 3
presents the numerical approximations of the spatial profiles  — o(xz,t, X;),i € {1, ..., N} obtained
by two different ways:

— first, thanks to the MC estimator instrumenting every MC resolution (the computations used
Nuye =5 x 10%),

— Second, thanks to an estimation relying on Ngeeq = 1000 runs with Ny, = 100 particles,
each initialised with a different seed and by evaluating the second order moment of random

variable (u(x,t,X) — E[U; )(X))vV Numce, ie.

t— V| (ule,t, X) — E[U,(X))V/Nare] (12)



where u(z,t,X) is the analytical solution given by (11). According to the Central Limit
Theorem (and due to the unbiasedness of the estimator used in the MC code) we have'?

(u(z,t, X) = E[Us (X)) VNye ~ G(0,0(z, t, X)).

x—o(z,t=0.5X;),i€{l,...N}

T T
from post-treatment,
, - MC

Figure 3: Spatial profiles x — o(z,t = 0.5, X;) for ¢ € {1, ..., N = 10} Gauss-Legendre points for ¢ = 0.5. The results
are obtained from two different ways: the curves labeled ’from post-treatement’ are estimated by using the analytical
solution (11) in (12). The dotted 'MC’ curves are obtained from the MC estimators of the code.

In figure 3, the spatial errors for every (X;)ie(1,...n=10} Obtained using the analytical solution (11)
in (12) are in agreement with the variances computed during the MC resolutions. These numerical
experiments allow verifying our developments (see V&V [41]). The analysis will consequently
be used in section 4.1.1 in order to compute the variances (O’%)ke{07__.7p} on the gPC coefficients
obtained non-intrusively.

3.2. The collisional regime for (1)

Let us now consider the collisional regime. For this, we assume we are in a monokinetic homo-
geneous configuration. It corresponds to the case of an infinite medium with constant cross-sections
with respect to time, space and energy. With these assumptions, the transport equation (1) resumes
to

at/u(t,w,X)dw—Fvcrt(X)/u(t,w,X)dw:US(X)/vPs(w’,w,X)u(t,w’,X) dw’. (13)

Bwhere G(u, o) denotes a gaussian random variable of mean p and variance o2.
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From the definition of P; ensuring!? Vw € S2,VX € , [ Py(w',w, X) dw’ = 1, it even simplifies to
the classical ODE
WU (t, X) + v (X)U(t, X) = vos (X)U(t, X).

Its solution is U(t, X) = Up(X)e ?(@(X)=0:(XD where U(t, X) = [ u(t,w, X)dw. In the following
sections, we verify the two MC schemes (semi- and non-analog) are converging for the mean solution
(i.e. unbiased). We furthermore compute their asymptotical higher order moments. The latters
allow comparing their performances via the analytical expression of their asymptotical variances.

8.2.1. Asymptotic mean and variance of the semi-analog scheme

The starting point of the analysis is the expectation form of the transport equation (B.6) for
the semi-analog MC scheme with the monokinetic, homogenous and deterministic assumptions (i.e.
oo(2,0,X) = 04,V € {s,t} and u(x,t,v,X) = u(t,w)). With these assumptions, the recursive
equation (B.6) becomes

U(t) = E [1g00((")Uo + 104 (T)Z—iU(t —n. (14)

In the above expression, we have 7 ~ &£(vo;) which must be read T is an exponential random
variable of parameter vo;. We suggest expanding the recursive part into an infinite sum over the
number of interactions. Let us introduce a new random variable S; = >, _, 7% where 7, ~ &(voy)
Vk € {1,...,i} are independent identically distributed. Random variable S; follows a Gamma law of
parameters (voy, i), denoted by S; ~ I'(voy,i). Let us introduce U, the stochastic process induced
by the possible histories of any MC particles. It is given by

o0 k
Os
Ve= Z 110, (Sk) Lft.00( (Sk + Tht1) () Us.

g
k=0 t

The indice k denotes the number of interactions encountered by any MC particles for times in [0, ¢].
The indicatrices

110, (Sk)Lit,00[(Sk + Tht1),
express the fact an MC particle encounters exactly k interactions for times between [0, ¢]. The first
moment is defined by U(t) = E[U;], and by linearity its expression becomes

)

~ k
Ut) =E[U]=E [Z L10,0(Sh) Lpt,00f (Sk + Th41) (Z) v

k=0 t

0o k
os
= UO E E [1[0’t](5k)1[t,oo[(sk +Tk+1)] (O’t) ) (15)
k=0

0o k
= UOZP(TkJrl >t—Sk|Sk < t) <US> .

a
k=0 t

Replacing the probability of having k interactions by its expression

P(Thi1 >t — Sk|Sk < t) = e " (vay) (16)

141t only corresponds to a pretreatment of the cross-sections.

11



leads to

With the few previous computations, we formally verified the semi-analog MC scheme is unbiased.
Let us now study the moment of order M of the stochastic process U;. It is defined as E [UtM } with

N N i1+ i
Os
UtIVI = UéVI Z Z 1[0)75](511)1[75,00[(51‘1 =+ Ti1+1)...1[0’ﬂ(Sz‘M)]-[t,oo[(SiM + TiM-‘rl) () .

: . 7
11=0 1 =0

In the previous expression, we expanded the exponant M into M summations over indices (i1, ..., ips).
Using the generalization to M terms of the fact that V(k,m) € N2, we have

110,41 (Sk) L jt,00[(Sk + Ty 1)110,4)(Srm) Lit,00[ (S + Tmt1) = Okm 110, (Sm) Lt 00[(Sm + Tims1)-

We can then simplify the above expression of UM into

t

00 P M xi
UtM = UOM Z:O 1[07t] (Si)l[t,oo[(Si + Tiv1) (;) .
Taking the expectation of UM leads to

00 M xi
E[Ut]\/[] :U§IZP(71+1>t*Si‘S¢<t) (O—S) s

i=0 gt
= 0o <ti p M X1
—ufreer S o (2) (18)
i=0

_ M <(vas)M - (U(Tt)Mt) '

= Uy €xp (vog) M1

The latter expression is in agreement with the moment of order 1 and allows obtaining the asymp-
totic variance (via E[U;] and E[U?]) of the homogeneous process U; for the semi-analog scheme:

o2(t) = E[UZ] - (E[U.])?,

(19)

To our knowledge, expression (19) has never been stated and the above (deterministic) result is
original. Let us now verify, see verification & validation (V&V [41]), our analysis. Figure 4 compares
the results obtained with

— the analytical expression (18) for several orders for the moments (E[UM]) Me{1,2,3,4}5

12



— and an instrumentation of an MC code in which the semi-analog MC scheme is implemented
and in which (E[UM])are(1,2,3,4) is estimated within the MC tracking.

The comparisons are made for two different configurations,

— an absorbing one (figure 4 left), with

Up=1,00=1.00,05 =0.85,v =1, (20)
— and a multiplicative one (figure 4 right), with

Up=1,00=1.00,05 =1.01,v = 1. (21)

Absorbing medium Multiplicative medium

-
N
3

==

SIS

thﬂ
g343,
i

(e
3

+
x
"

SEYEEAE

0.5

0.3 8§

0 10 20 30 40 50
t t

Figure 4: Time evolutions of the moments ¢ — E[U’] for n € {1,2,3,4} in the absorbing (20) and multiplicative
(21) configurations.

First, depending on the configuration (absorbing or multiplicative), the moments are either (re-
spectively) decreasing fast (figure 4 left) or growing fast (figure 4 right). Independently of the
configuration, the high order moments numerically estimated are in very good agreement with the
analytical ones given by (18).

The high order moments have an interest in terms of V&V [41]. But we are mainly interested
in the second order moment E[U?] used to compute the variance (19). Figure 5 (top) compares

— the time evolution of the analytical variance (19),

— the time evolution of the variance estimated during the semi-analog MC resolution (the com-
putation used Ny;c =5 x 10%),

— the time evolution of the variance estimated by relying on Ngeeq = 1000 runs with Ny, = 100
particles, each initialised with a different seed and by evaluating the variance of the random
variable (U(t) — E[U¢])v/Nuc, i-e.

t v - ]E[Ut])\/NMC} . (22)

According to the Central Limit Theorem (and due to the unbiasedness of the semi-analog
estimator) we have'® (U(t) — E[U])v/Nare ~ G(0, 0sa(t))-

B where G(u, o) denotes a gaussian random variable of mean p and variance o2.
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The comparisons are made on the two previously described situations (20) and (21) in figure 5
(top). In the absorbing situation, the error with respect to time has a maximum around ¢ ~ 3 and

Absorbing medium Multiplicative medium
0.04 ‘ 0.016 ‘ \ \
! ! i . . L Analytice
0.035 0.014 : i Variagee ﬁ?g(]' I%?:l estimator i
0.03 0.012
= 0.025 0.01
~—
g 0.02 ff - - 0.008
©
+ 0.015 {f - 0.006 -
- 0.01 ‘ 0.004
0.005 -~ WG s s 0.002
UJ} . g ; 0
-0.005 i i i i -0.002 i i i i
0 10 20 30 40 50 0 10 20 30 40 50
t t
0.08
0.07
0.06
— o b i
Sl 0.05
1=
4 | | B |
61 s B T A . 0.04
T N L L 1 oo
+ f f f f : : : :
0.02 - B B e e .
0.5 [+ 3 - B : : : :
0.01 7= S C o e -
0 i i i i 0 i i i i
0 10 20 30 40 50 0 10 20 30 10 50
t t

Figure 5: Top: time evolutions t — o2 (¢) (analytical variance), t — V[U] and (12) in the absorbing (20) and
Tsa(t)
U(t)
instrumentaion of the MC code) in the absorbing (20) and multiplicative (21) configurations.

multiplicative (21) configurations. Bottom: time evolutions ¢t — (analytical and estimated thanks to the

decreases as the population of particle dies out. On another hand, for the multiplicative case, the
error explodes just as the population of particle explodes. The time evolutions of the ratio standard

deviation over mean, i.e t — UU“(E? are also displayed in figure 5 (bottom) in both configurations

(20) and (21). This ratio grows linearly with time as the population of particles dies out (see figure
5 top-left) whereas this ratio remains way smaller in the multiplicative case (see figure 5 bottom-
right). This means that the relative accuracy is better in the multiplicative situation here (of course,
this ratio needs to be divided by v/Nys¢ in order to give an idea of the relative error). Besides, as
the population dies out, it is well known the linear Boltzmann equation is not an accurate enough
model and one needs to rely on more complex ones [53, 54, 55].

From figure 5, we verify our analysis of the moments for the semi-analog MC scheme: the
numerical results (obtained by several different ways) are in agreement with the analytical expression
(19), independently of the time, the values of the cross-sections or the initial condition.

Let us now develop the same computations for the non-analog scheme before considering uncer-
tain problems in section 4.

14



3.2.2. Asymptotic mean and variance of the non-analog scheme

Let us apply the same methodology to the non-analog MC scheme and compute the M order
moments of any non-analog MC solution of (13). For this, we come back to the expectation form of
the transport equation from which the MC scheme is built. With the assumptions detailed above,
the recursive equation (B.13) becomes

U(t) = E [Lgoef(r)loe """ + g g(r)e DUt = 7)] (23)

with 0, = 0y — 0s. We recall 7 ~ E(vog). Let us expand the recursive part into an infinite
sum over the number of interactions thanks to S; = >, _, 7% where 75, ~ E(vo,) Vk € {1,...,4}
are independent identically distributed. Random variable S; follows a Gamma law of parameters
(vos,i), denoted by S; ~ I'(vos,). Then (B.15), the equation for the mean (or the moment of
order 1) rewrites

)

U(t) =K [Ut] =E lz 1[0,t] (Sk)l[t,oo[(sk + Tk+1)67vgatk+1 UO
k=0

o0

= erfvoatZP (Tk+1 >t — Sk|Sk < t)7 (24)
k=0

=1

= er—voat_
We then recover the analytical solution of the homogeneous problem and formally verified that the
non-analog scheme is unbiased. Note that in this homogeneous configuration, the convergence of
the non-analog scheme does not even depend on the probability measure of the interaction times
Tk, Sk as the sum over k always equals 1, whatever this choice. The interesting part concerns the
moments of higher orders. Their computations are in fact very similar to the previous one. Few
computations lead to expression

E[UM] = Ugfe~Mvoat, (25)

The latter expression is in agreement with the moment of order 1 and allows showing the asymptotic
variance of the homogeneous process for the non-analog scheme is given by:

o2.(t) =0. (26)

This property of the non-analog scheme is singular: the zero variance result (26) allows recovering
the fact that in the homogenous case, only one MC particle is enough for the non-analog MC
scheme to restitute the analytical solution. For this scheme, we do not plot the curves as they are
all equal to zero except for the first moment ¢ — U(t) = E[U;] but we ensure we numerically recover
analytical expressions (25) and (26) in the same conditions as in the previous section 3.2.1.

4. Numerical noise analysis of existing uncertain Monte-Carlo schemes for (1)

In this section, we compute the variances of two stochastic (i.e. with uncertainties) MC schemes
in the free-flight regime and in the collisional one. Each section begins by the study of the variances
of the gPC coefficients of a non-intrusive application of gPC [48, 49, 42, 50, 43, 51, 52]. In section
4.1, we focus on the uncertain free-flight regime and in sections 4.2-4.3 on the uncertain collisional
one. The sections end with the study of the variances of the coefficients obtained by MC-gPC and
their comparisons with the ones obtained with non-intrusive gPC.
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4.1. Non-intrusive gPC and MC-gPC for the uncertain free-flight regime

We study the uncertain free-flight regime with non-intrusive gPC in section 4.1.1 and with MC-
gPC in section 4.1.2. In particular, the asymptotical variances (a,%)ke{o,__,7p} and (U’?:,MC)ke{O?_..yp}
of expressions (6) and (7) are estimated and compared in this regime.

4.1.1. The non-intrusive gPC resolution of the uncertain free-flight regime
The gPC coefficients, by definition see [48, 49, 42, 50, 43, 51, 52], are given by Vk € {0, ..., P}

ug(z,t,v) = /u(:v,t,v,X)qSk(X) dPx.

Besides, from section 3, we know that once w is approximated with an MC resolution scheme, we
have o x)

z,t,0,
TE o2 226(X),

VNue
where G(X) is a white noise indexed by X of mean zero and variance one. Note that it is a
white noise (i.e. uncorrelated) because for each X, every MC simulations are independent. The

. Ny : . . . g . o
asymptotic mean of u . is u and its asym.ptotlc standard .deV1at10n is g .
From the last equation, we want to obtain the asymptotical mean and variance of the approxi-
mated gPC coefficients (uévf‘lc)ke{07,__,p}. We need to study the mean and variance of

uNMe (2t v, X) = u(z, t,v, X) +

uich(x,taU) :/uNMC(:C,t,’U,X)¢k(X)dPX7

o(z,t,v (27)
= / [u(w,t,v,X) + MQ(X)] or(X)dPx,Vk € {0, ..., P}.

Ny

Let us begin with the mean: taking the expectation of (27) and interchanging the expectation and
the integral leads to Vk € {0, ..., P}

E [ iVMC(x’t, y)] = /E [u(x,t,v,X) + WQ(X)] or(X) dPx,

Nuye
U(LU, ta v, X)(rbk(X) dPX7

= ug(z,t,v).

(28)

The above expression ensures the estimation of the gPC coefficients is unbiased. In order to compute
the asymptotic variance, we need first to compute the second order moment of (uiv M) keqo,..., P}

E [( _ivf”c(x,t,v))z}
_E (/ [u(m,t,v,X) + Wg(xﬂ ¢k<X)d7>X)2] ,
Z]E./[ (2,t,0,X) + %m (X )Mk( )dPX/{u(mth)+W

Nyc Nue
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Let us now interchange the expectation and the integral, just as in the previous calculation for the
mean, in order to obtain:

[( Nae (g t,v))z} -

// K (1,0, X) + ng) (u(x,t,v,Y)Jng(Y))]¢k(X)¢k(Y)dPX(X)dPX(Y)~

NMC NMC

Due to the fact that G(X) and G(Y') are uncorrelated, we finally get

2 t,v, X
E [(ug’”c(x,t,v)) } :ui(a:,t,v,X)—F/Mgbk(X) dPx, (31)
Nue
so that the asymptotic variance of the gPC coefficients is given, Vk € {0, ..., P}, by
2 2z, t,0, X
v {(ukNC (2,t,v)) ] - / e X) o (x)apy. (32)
Nuyc

Its asymptotic standard deviation is consequently given by

- wvch\/ / o*(, v, X)$x(X) dPx. (33)

The numerical error on the gPC coefficients computed non-intrusively can consequently be estimated
thanks to the experimental design (X, w;)icq1,..., v} ~ (X, dPx) via expression

VY [(ukNMc(x,t, u)ﬂ

.....

2 astv) — / @0 X) o (x)apy,

NMC

xth) (34)

T (X )ws + O(NP).

i=1

In the next paragraphs, we consider a particular configuration, estimate the above variances/er-
rors and verify our analysis before performing a similar one on the MC-gPC estimated coefficients.
Note that care is taken to make sure we have O(N?) < 1 in order to avoid confusing results.

Figure 7 (left) presents the spatial profiles of the gPC coefficients * — wug(z,t = 0.5) for
k € {0,..P = 4} obtained by numerically integrating the analytical solution (11) and the outputs of
the MC code. First, the results are in agreements, with an observable MC noise. For this test-case,
ug,u; and ug are non-zero (even if us is small). We can see in figure 7 (left) that the numerical
MC noise for ug and uy4 fluctuates around zero: this testifies of a fast convergence with respect to
the polynomial order P (see [2]). Figure 7 (right) presents the spatial profiles  — o2 (z,t = 0.5)
for k € {0, ..., P = 4} in the same configuration as before. The numerical MC noise is higher on the
first coefficients ug and decreases for the successive orders. The asymptotical variances for uz and
u4 (which are close to zero) are very small.

4.1.2. The MC-gPC resolution of the uncertain free-flight regime
Let us now perform the same analysis but for the numerical MC noise obtained from an MC-

gPC resolution. In an infinite medium, in the same conditions as in the previous section, we have
vk € {0, ..., P}

ug(z, t,v) = /uo(m —vt,v, X)pr(X)dPx. (35)
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Figure 6: Spatial profiles of the gPC coefficients © — uy(z,t = 0.5) for k € {0, ..., P = 4} (left) and of the variances
of the gPC coefficients  — o (z,t = 0.5) for k € {0, ..., P = 4} both obtained thanks to non-intrusive gPC.

MC-gPC consists in taking X into account within the MC scheme in the early stages of the reso-
lution. For example, it consists in building dug such that

uo(z,v, X)

dug(z,v, X) = Uo(X)

dz dv where Up(X //uo (z,v,X)dxdv.

The above quantity is such that ug > 0 and sums-up to 1 VX ~ dPx: it is the probability density
function of the positions z and velocities v of the initial condition with uncertainty X ~ dPx.
Expression (35) can consequently be rewritten as an expectation as

ug(z,t,v) :/uo (z —vt,v, X)dp(X) dPx,

///UO (50 l‘ — vt — xo)éo( 0) (?][());(UO; ) dSU() d’l)oqj)]c( )dpx,

:///Uo )00(z — vt — x0)d0(v — v0) P (X) dug(wo, vo, X) dPx.

Introduce the random variables Xy ~ dPx and xg,vg ~ dug(xo, v, Xo), then the above expression
can be rewritten

Uk(.’E, t7 ’U) =E [U()(Xo)(s(](ir - Vot - xg{)ég(v - Vo)gbk(Xo)} .

Let us introduce
Us,t0.k = Uo(Xo)do(x — vt — x0)d0(v — vo)dr(Xo).

Then, we have by definition
Uk ($, t7 ’U) = E[Uﬂht;vyk]'

The second order moment of the stochastic process Uy ¢ vk is given by
E[UZ, 5] = E[UF(Xo)d0(z — vot — x0)d0 (v — vo) i (Xo)],

and can be estimated in order to approximate the variance (O'I%)Mc)ke{ow.’p} of the MC-gPC esti-
mators on the gPC coefficients (ux)rego,...p}:

O'Ig,MC (‘T’ t, v) = E[Uit,v,k] - EZ[Ux,t,U,k}'
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Figure 7 (left) compares the the gPC coefficients (ux)reqo,... p} approximated with non-intrusive
gPC and MC-gPC with the same number of Ny of MC particles. The non-intrusive runs used
N = 30 (in order to make sure O(N”) < 1). The two resolution schemes give satisfactory results on
every gPC coefficients. On figure 7 (left), we can emit the hypothesis that the MC-gPC coefficients

0.25
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-0.05 | I 0. i
1 08 06 -04 02 0 02 04 06 08 1 1 08 06 -04 02 0 02 04 06 08 1

x X

Figure 7: Left: spatial profiles ¢ — Ug(x,t) for k € {0,...P = 4} for t = 0.5 obtained from non-intrusive gPC and
MC-gPC. Right: spatial profiles  — 02 ;~(z,t) for k € {0,...P = 4} for t = 0.5 obtained from non-intrusive gPC
and MC-gPC.

are a little bit noiser than the non-intrusive ones. This can be verified by computing the variances
(U,%VMC)]CG{O"H’F} of the different estimators, see figure 7 (right). First, the variances of the first
coefficients ug are the same for non-intrusive gPC and MC-gPC: the two resolution schemes seem
to have the same performances on the mean ug. On another hand, the variances on coefficient
uq is 2 times more important for MC-gPC than for non-intrusive gPC which tends to confirm the
observation on figure 7 (left). In fact, with MC-gPC, the variances on all coefficients for k£ > 1 seem
to be equivalent whereas they tend to decrease for non-intrusive gPC.

In this regime, we can observe that MC-gPC is a little bit noisier than non-intrusive gPC. But
it remains hard identifying the reason why this increase of variance occurs. In the next sections, by
considering the collisional regime and by obtaining analytical expressions of the different variances,
we are going to be able to go further in the analysis and identify the term which is responsible for
this increase of variance for MC-gPC.

4.2. Non-intrusive semi- and non-analog MC schemes in the collisional regime

In this section, we exhibit the analytical variances we obtain by applying non-intrusive gPC in
the collisional regime. The projection of the solution v on the components of the basis are given by

ug(z,t,v) = /u(x,t,v,X)gZ)k(X) dPx,Vk € {0,..., P}.

In the numerical examples of the following sections, as we focus on the collisional regime, we are in
the monokinetic homogenous context and the above expression resumes to

Ui(t) = /U(t,X)qSk(X)dPX,Vk: € {0,... P},
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where the solution U(t, X) of the wuncertain monokinetic homogeneous equation (1) is given by
VX ~ dPx

U(t, X) = Up(X)e vet(X)=os (X)), (36)
In the two next sections, we study the non-intrusive gPC resolution on an MC code in which
— the semi-analog MC scheme is implemented, see section 4.2.1,

— the non-analog MC scheme is implemented, see section 4.2.2.

4.2.1. Non-intrusive semi-analog MC schemes in the collisional regime
From (19), the variance of the error made VX € dPx in a non-intrusive resolution is

(vos(X))? — (Uat(X))Qt
Js2a(t7 X) = Ug(X) e (Uat(X)) _ 62(UUS(X)—UUt(X))t ) (37)

As a consequence, asymptotically with Ny, according to the Central Limit Theorem, the error
made on U(t, X), VX € dPx is given by

a(t, X
U(t, X) = UNYC (1, X) ~ G (0, M) . (38)
Nuve
Figure 8 presents the results obtained on the uncertain configuration given by
Uy = 1.0,
X ~ u([iL 1])’
0s(X) =04+ 05 +vp05(X), (39)

0, =0.6,05 =0.1,vp04(X) =0.140.21X,
oy =04 +t0s+0;=10.

Note that as X is uniformly distributed in [—1, 1], the Legendre basis is used for (¢r(X))reqo,.... P}
(orthonormal with respect to the scalar product defined by the probability measure of X).

Configuration (39) is such that there is a probability of 1% for the medium to be multiplicative.
Figure 8 compares, for several (X;);cqi1,... vy (With N = 30 Gauss-Legendre points), the analytical
results given by (36) to the one numerically estimated by averaging over several realisations of the
stochastic process, i.e. t = E[U:(X;)],7 € {1,..., N}. On figure 8 (left), we can see that for some
realisations of X, the number of particles grows fast or decays fast. The results in terms of first,
i.e. t = E[Uy(X)] (figure 8 left), and second, i.e. t — E[UZ(X)] (figure 8 right), order moments of
figure 8 are in excellent agreement for both moments, for every points (X;)ieq1,..,n}-

Now, from expression (34), it is easy deducing the asymptotical variance of the estimated gPC
coefficients: we asymptotically (i.e. for N > 1) have

Thsa = /afa(nX)m(X)dPX,wce {0,..., P},
(v04(X))? — (voy(X))?
/Ug(X) e (vo (X)) _ 2o (X)—ve (XNt | g, (X)dPy, VE € {0,..., PY.
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t = E[U,(X;)],Vie {1,..,N} t = E[UZ(Xy)],Vi € {1,..., N}

b
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Figure 8: Comparisons of the time evolutions of ¢ —
Gauss-Legendre points (X;)ie(1,...,N}-

t — Up(t),k € {0,..., P}

0.9

Figure 9: Time evolutions of ¢t — Uk (t) (left) and t — o2 _ (t) (right) in configuration (39) for k € {0, ..., P = 4}.

This means that in this configuration, the error on the statistical quantities such as the mean, the
variance, the gPC coefficients can be analytically characterised. The asymptotical variance (40)
which measures the numerical error on the gPC coefficients in a non-intrusive applications will
later on be compared to the asymptotical variances obtained with MC-gPC implemented with a
semi-analog MC scheme.

Figure 9 presents the time evolutions of t — U(t), k € {0, ..., P = 4} (left) and t — o}, , (), k €
{0, ..., P = 4} (right) given by (40) in configuration (39). The projections on the gPC basis have
been obtained by numerical integration (with N = 30 Gauss-Legendre points). On figure 9 (left),
we can see that on average, the number of particles decreases with respect to time. The gPC
coefficients are growing with respect to time attesting of an increasing uncertainty on the solution.
On figure 9 (right), we can see that depending on the gPC coefficient, the numerical noise does not
behave the same way: for early times, the error is first more important on U;(t) and Ux(t). For
later times, the errors on the U (t) with k > 2 are more important.

Let us now perform the same analysis but for non-intrusive gPC applied on an MC code in
which the non-analog MC scheme is implemented.
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4.2.2. Non-intrusive non-analog MC' schemes in the collisional regime
From (26), the variance of the error made VX € dPx in a non-intrusive resolution is

o2.(t, X)=0. (41)

As a consequence, asymptotically with Njs¢, according to the Central Limit Theorem, the error
made on U(t, X), VX € dPx is given by

Narc N Ina(t, X)
U(t, X) — UNMe (¢, X) g(o, NMC>. (42)

From expression (34), it is easy deducing the asymptotical error made when estimating the gPC
coefficients: we asymptotically have, Vk € {0, ..., P}

2

o7 .= M@(X)dpx =0,Vk € {0,..., P}. (43)
’ Nue

This means that in this configuration, the error on the statistical quantities such as the mean, the

variance, the gPC coefficients can be analytically characterised. The asymptotical variance (43)

which measures the numerical errors on the gPC coeflicients in a non-intrusive applications will

later on be compared to the asymptotical variances obtained with MC-gPC implemented with a

semi-analog MC scheme.

4.8. MC-gPC for the semi- and non-analog MC schemes in the collisional regime

As explained before and detailed in [1, 6, 7], the MC-gPC implementation relies on few simple
modifications of an existing MC code (see Appendix C for more details). The asymptotical variance
of MC-gPC consequently strongly depends on the MC scheme implemented in the MC code. For
this reason, in the two next sections, we study the asymptotical variances obtained from MC-gPC
implemented in an MC code in which

— the semi-analog MC scheme is implemented, see section 4.3.1,

— the non-analog MC scheme is implemented, see section 4.3.2.

4.8.1. MC-gPC for the semi-analog MC scheme in the collisional regime

The starting point of the analysis is the expectation form of the uncertain transport equation
(1) for the semi-analog MC scheme with the uncertain monokinetic, homogenous assumptions (i.e.
Ou(z,0,X) = 04(X),Va € {s,t} and u(z,t,v,X) = u(t,w,X)). With these assumptions, the
recursive equation (C.2) becomes

Un(t) = B | Lo et(m)Un(X)1(X) + Lo, () (¢ — 7, X) 2220 )

e )| (4)

We recall we have X ~ dPx and 7x ~ E(vo(X)). We suggest expanding the recursive part
into an infinite sum over the number of interactions. Let us introduce a new random variable
SX = 3 _o7% where 7% ~ E(voy(X)) Vk € {1,...,i} are independent identically distributed.
Once again S;X follows a Gamma law of parameters (vo;(X),i), denoted by S ~ T'(voy(X),4).
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Let us introduce Uy, the stochastic process induced by the possible histories of any MC particles.
It is given by

os(X)
o (X)

0o k
U = Z L0, (Sk (X)) 1100 (Sk(X) + 75T ( ) Uo(X)gi(X).

k=0

The first moment is defined by U;(t) = E[U,,], and by linearity its expression becomes

kZ oS (5 + 74 (200 01 (016 )1,
Z/ Uo(X ZE 10,0 (SP) 100/ (SR + 7811 (Zi§((> dPx, (45)

kO
k
/Uo Joi(X Zp . t_s,g<|s,§<t)(:g)>).

Replacing the probability of having k interactions by its expression (16) leads to

> Sk vo k
- / Uo(X)o(X) 3 e~ (won(X))* 4 ( S(X)> dPx,

Ui(t) E U] =

= k! \voy(X)
o0 k
- / Uo(X)n(X)e " 003 (v (X)) 55 Py (46)
k=0 ’

N / Up(X)e "X, (X) dPx.

With the few previous computations, we formally verified the convergence of the semi-analog MC-
gPC scheme for the gPC coefficients of the stochastic process U, ;. Let us now study the moment

of order 2 of the stochastic process Uy ;. It is defined as E [UEJ] with

2 _
Up =

as<X>)“*” .

2X) DD 10 (ST) Lo (Siy + 78110, (S Ljt,o(Six + 721 (m(X)

11 =01i2=0

In the previous expression, we expanded the exponant M into M summations over indices (i1, ..., ips).
Using the generalization to M terms of the fact that V(k,m) € N2, we have

1[0t](Sk )l[too[(Sk +7'X )1[0 t](SX) [t,00 (SXJF mH) *5k,m1[0,t](SX) [t,00 (SXJF m+1)»

we simplify the above expression of Ut% ,(X) into

X 1y [0s(X) 2
Ut%l:UO Zl[()t] 1[too[(S + Z+ )(O't(X)> .
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Taking the expectation of UEJ leads to

B Z O’S(X) 2X1
E[U}] 7/ ;p s - §XSK < t) (Ut(X) dPx,
oo 2X1

-/ U3<X>¢%<X>e-”“t<x>f§<wt ( ) ap (47)

- [vns e ( W’S(X()gg (voy (X t) aPy.
This leads to the asymptotic variance

0s(X))2 — (voe(X))? _ 2

o) = [ U)X exp (L2 LI apy | [ vgpe oo as | a9)

Figure 10 compares the results in terms of first and second order moments on the P = 4-truncated
gPC coefficients obtained from

— the numerical integration of (48) (ref.),
— an estimation of (48) within an MC-gPC run,

— the time evolution of the variance estimated by relying on Ngeeq = 1000 runs with Ny, = 100
particles, each initialised with a different seed and by evaluating the variance of the random

variable (Ui (t) — E[Uk+])vV' Nuce, Vk € {0, ..., P = 4}, i.e.

tV [(Uk(t) - E[Uk,t})\/NMc} Wk € {0,..., P = 4}. (49)

According to the Central Limit Theorem (and due to the unbiasedness of the semi-analog
estimator) we have (Ui (t) — E[Ug )V Nuc ~ G(0, 0% mc-sa(t)), VE € {0, ..., P}.

The figure shows a good agreement which tends to verify both our implementation and analysis.

Now, expression (48) gives the asymptotic variance of the homogeneous process for the MC-gPC
implementation within a semi-analog MC code. From the above expression, we can already tell that
it differs from the one obtained in a non-intrusive context:

— first, this point has already been experimentally observed in [7]. We here have a proof in a
particular configuration.

— Now, by comparing (48) for MC-gPC and (40) for non-intrusive gPC for k = 0, we can see
that the error is the same on the mean Up(t) for the two resolution strategies (because we
always have ¢¢(X) = 1 independently of dPx due to the orthonormality of the basis). In
other words, if one compares the mean of an MC-gPC run and of a non-intrusive gPC study
and observes a difference, this will only be explained by the numerical noise. The performance
on the mean Uy(t) are asymptotically the same.

— For higher order gPC coefficients (k > 0), there is a difference between (40) and (48) mainly
explained by the exponant « of ¢%(X): for (40), « =1 and for (48), @ = 2. In order to have
a hint at what this exponant changes, let us consider a deterministic test-problem. In this
regime, we have
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Figure 10: Top left: time evolution of the gPC coefficients ¢ — Ug(t) Vk € {0,..., P = 4} obtained with MC-
gPC and analytically computed (ref.). Top right: time evolution of the variance multiplied by Nj;¢ of the gPC
coefficients t — UI%,MC-sa(t) Vk € {0,...,P = 4} obtained by instrumenting the semi-analog MC-gPC solver and
analytically computed (ref.). Top right: time evolution of the variance multiplied by Njsc of the gPC coefficients
t — U]%,MC»sa(t) Vk € {0,...,P = 4} obtained by instrumenting the semi-analog MC-gPC solver, an analytically
computed reference (ref.) and an evalution by post-treatment of several runs of deterministic MC code (i.e. using

(49)).

— from (40) for non-intrusive gPC

(vos)? — (voy)?
Tisalt) = / Us | e (vo) — 2osmva)t | g (X)) APy, Vk € {0, ..., P},
(vos)? = (vor)?,
—U2|e  (von) — 2(vas—van)t /(bk(X)dPX,Vke{O,...,P},

02,(t)do k, Yk € {0, ..., P}.

From the above expression, we can see that in the deterministic regime, for £ > 0,
asymptotically, the error is zero as a,%’sa(t) =0,vk e {1,..., P}.
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— From (48) for MC-gPC and Vk € {0, ..., P}
2 (UUt)Q —vogt 2
ThMCsalt) = Ugpi(X)exp | ————"t) dPx — Upe 7'y (X)dPx | ,

_erxp<( %)’ t()“‘” )/cm dPX—[ “”a/@ dPXr,
(
)

( ) ’UO’t — Upe™ 2vo’at5k

= Uj exp <(

From the above expression, we can see that in the deterministic regime, for k& > 0,
asymptotically, the error is not zero as o3, yjc,(t) = Ug exp (%t) #0,Vk €
{1,..., P}.

— From this relatively simple analysis, this means that there exists, for this MC scheme,
regimes (at least the deterministic one) in which, asymptotically, MC-gPC can have
lesser performances in terms of noise than non-intrusive gPC.

The last result is not alarming: first, MC-gPC has been experimentally computationally competitive
in several configurations in which the semi-analog MC scheme was at the basis of the implementa-
tion, see [1, 6, 7). One must not forget that the error in non-intrusive gPC and MC-gPC in not oy, sa

and ok Mc-sa but rather \7]’\“','“0 and U\’;%Cza. The question now is: how many more MC-particles
M M

MC-gPC may need in order to have the same level of noise on the coefficients (Uy(t))reqo,..., P}
as non-intrusive gPC? Having access to the analytical variances is handy in order to answer this
question (indeed, otherwise, some false positive could be obtained only due to a coarse MC dis-
cretisation on one hand or the other): we suggest studying (40) and (48) more in details in the
following paragraphs. Figure 11 compares (40) and (48) with respect to time in the configuration
(39). Except for the mean (i.e. k = 0) for which the variances are exactly the same, non-intrusive
gPC shows better performances in terms of noise. Now, depending on the time of interest, for
k > 0, the numerical errors can be quite different. In figure 11, the worst case scenario happens for
early times which, here, corresponds to having an almost deterministic solution: indeed, for early
times, the solution U(¢t, X) ~ Uy(X) = Uy in configuration (39). For early times, one must put
more efforts in terms of number Ny, of particles for the semi-analog MC-gPC solver’s accuracy
to match the error the semi-analog non-intrusive one. Nonetheless, for later times, as the problem
becomes uncertain, this gap in number of particles considerably drops and the performances of both
resolution schemes become almost equivalent.

4.8.2. MC-gPC for the non-analog MC scheme in the collisional regime

The starting point of the analysis is the expectation form of the uncertain transport equation
(1) for the non-analog MC scheme with the uncertain monokinetic, homogenous assumptions (i.e.
Ou(z,0,X) = 0o(X),Va € {s,t} and u(z,t,v,X) = u(t,w,X)). With these assumptions, the
recursive equation (B.13) becomes

Ui(t) = E 1 0o (Tx)Up(X) e« (Xt (X) + Lo 4 (Tx)U (t — 7x, X)e00«(X)E=m) g, (X)] . (50)

We recall we have X ~ dPx and 7x ~ E(vos(X)). We suggest expanding the recursive part
into an infinite sum over the number of interactions. Let us introduce a new random variable
SX =3 _ 7% where % ~ E(voy(X)) Vk € {1,...,i} are independent identically distributed.
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t— U%,Mc-sa(t) (MC-gPC) and t — cr,%’sa(t) (non-intrusive gPC) for k € {0, ..., P = 4}
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Figure 11: Comparison between t — 0% (t) (non-intrusive gPC) and t = 07 ;1 .. (t) (MC-gPC), for k € {0, ..., P = 4},
both based on the semi-analog MC scheme.

Once again Si¥ follows a Gamma law of parameters (vos(X),i), denoted by S ~ T'(vos(X),1).
Let us introduce Uy, the stochastic process induced by the possible histories of any MC particles.
It is given by

Ui = 10,0 (S6(X)) 11,00 (Sk(X) + 75272 1y (X) iy (X).
k=0

The first moment is defined by U, (¢t) = E[U,,], and by linearity its expression becomes

Ul(t) =E[Uy]=E [Z 110, (S Lt 00 (S + T 1)e 72O g (X ) (X) |
k=0
/ Uo(X)gr(X)e =MD "P (757 > 1 — SIS < 1)
k=0

- /UO(X)B_UU“(X)t¢l(X)dPX~

= —vo Fhtt
Uo(X)1(X) D E [110,4(SF) Lo (S + 78] e« dPx,
k=0

With the few previous computations, we formally verified the convergence of the non-analog MC-
gPC scheme for the gPC coefficients of the stochastic process U;. Let us now study the moment of
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order 2 of the stochastic process Uy ;. It is defined as E [Uzl] with
Uz, =

o0 o0
. i1 io 41
2X) D0 (ST oo (ST 4 781100 (ST Lo (Siy + 72T Poe (KU e mroa(X)=rE ),
11=012=0

In the previous expression, we expanded the exponant M into M summations over indices (i1, ..., 7).
Using the generalization to M terms of the fact that V(k,m) € N2, we have

10,4 (S ) L0 (S + T8 ) 10,0 (S ) L ft,00[ (S + TTY) = im 1104 (S ) L oo (Six + 7T,

we simplify the above expression of U, l%t(X ) into
U2 =Us(X Z L0, (S 100 (S5 + Tﬁgﬂ)e‘“"“(xﬂ(t‘f?l).
Taking the expectation of Uy, 2 leads to

E[UZ)] /Uo )97 (X Z]P K>t STST <) emvoe (02T qpy

(52)
- [ vt B
For the variance, we finally get
2
Thaoanl®) = [ VIS0 270 aps | [ Uy gx0aps| . (59

Figure 12 compares the results in terms of first and second order moments on the P = 4-truncated
gPC coefficients obtained from

— the numerical integration of (53) (ref.),
— an estimation of (53) within an MC-gPC run,

— the time evolution of the variance estimated by relying on Ngeeq = 1000 runs with Ny, = 100
particles, each initialised with a different seed and by evaluating the variance of the random

variable (Ui (t) — E[Uk+])vV' Nuce, Vk € {0, ..., P = 4}, i.e.

t—V [(Uk(t) - E[Uk,t])\/NMc] k€ {0, .., P = 4}. (54)

According to the Central Limit Theorem (and due to the unbiasedness of the semi-analog
estimator) we have (Ug(t) — E[Ug +])vV Nuc ~ G(0, 0% Mcna(t)), VE € {0, ..., P}.

The figure shows a good agreement which tends to verify both our implementation and analysis
(V&V [41]) of MC-gPC combined to the non-analog MC scheme together with the unbiasedness of
our estimators.
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Figure 12: Top left: time evolution of the gPC coefficients t — Uy (t) Vk € {0, ..., P = 4} obtained with MC-gPC and
analytically computed (ref.) for the non-analog MC scheme. Top right: time evolution of the variance multiplied
by Nasco of the gPC coefficients t — o'l%,MC—na(t) Vk € {0,...,P = 4} obtained by instrumenting the non-analog
MC-gPC solver and analytically computed (ref.). Top right: time evolution of the variance multiplied by Njs¢ of
the gPC coefficients t — Ji,MC—na(t) Vk € {0, ..., P = 4} obtained by instrumenting the non-analog MC-gPC solver,

an analytically computed reference (ref.) and an evalution by post-treatment of several runs of deterministic MC
code (i.e. using (54)).

Now, we can compare the asymptotical variances obtained with non-intrusive gPC and MC-
gPC, both based on a non-analog MC resolution. Once again, except for the first gPC coefficient
ug, the asymptotical variances are more important with MC-gPC than with non-intrusive gPC.
The conclusions are actually the same as for the semi-analog MC scheme of the previous section.
Note that in the collisional regime, with the non-analog MC scheme, the loss between non-intrusive
gPC and MC-gPC is quite important in terms of numerical error (as the variance is zero for non-
intrusive gPC with the non-analog MC scheme).

We finally compare, on figure 13, the asymptotical variances of a semi-analog MC-gPC imple-
mentation and of a non-analog MC-gPC implementation. For every gPC coefficients and for every
times, in the collisional regime, the error with the semi-analog MC-gPC scheme is slightly higher
than for the non-analog MC-gPC one. The improvement ensured by the non-analog MC scheme in
the collisional regime is not significative for MC-gPC (whereas it is for non-intrusive gPC).
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Figure 13: Time evolutions of t — o2 _ (x,t) and t — o7 __(x,t)for k € {0, ..., P = 4} (i.e. for non-analog MC-gPC
and semi-analog MC-gPC).

5. Discussion on how to use the previous results and conclusion

In this paper, we studied the numerical noise induced by the Monte-Carlo resolution of (intrusive
and non-intrusive) gPC based reduced model. In particular, we deepened the study of MC-gPC
applied to the uncertain linear Boltzmann equation. We theoretically and numerically compare the
variances (which are estimators of the error for the unbiased MC schemes) of combinations of MC
schemes/uncertainty propagation methods (the semi- and non-analog ones and non-intrusive gPC
and MC-gPC). In this concluding section, we give examples of how the material of the previous
sections can be used in practice. In particular, we think the analysis can help verify MC codes
(section 5.1), help decide which solver is more appropriate to one’s problem of interest (section
5.2), help predict the behaviour of the numerical noise on statistical quantities of interest (section
5.3) and help identify the weaknesses of MC-gPC in order to imagine new ways to improve it
(section 5.4).

5.1. Help verify an MC code implementation (Verification & Validation [{1])
The first use for the previous material which comes in mind concerns Verification & Validation
V&V [41] and especially verification. For example,

— the high order moments of the semi-analog (section 3.2.1) and of the non-analog (section
3.2.2) MC schemes and their asymptotical variances in the collisional regime can be used to
verify the implementation of some deterministic MC code.

— The asymptotical variances obtained in the different sections (in the deterministic or uncertain
case) allow verifying the unbiasedness of the estimator (in the free-flight regime and the
collisional one, see sections 3.1-3.2.1-3.2.2-4.3.1-4.3.2).
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— The asymptotical variances of the gPC coefficients for non-intrusive and MC-gPC allow ver-
ifying the implementations of non-intrusive gPC but, above all, MC-gPC, independently of
the MC scheme (semi-analog or non-analog) already implemented in the deterministic MC
code from which MC-gPC is based (sections 4.3.1-4.3.2).

With these examples, the results of the different sections are considered independently. By com-
paring them, we can go further and make advised choices in order to obtain better performances
for our resolution schemes.

5.2. Help in decision making

From the previous differences, depending on the regime of interest, we can discuss our choices:

— suppose one has mainly to consider configurations in the deterministic collisional regime, then
the non-analog MC scheme is more efficient than the semi-analog one.

— Suppose one is willing to implement MC-gPC within an MC code in which the semi-analog
MC scheme is implemented: then it is almost pointless to implement the non-analog one first
hand as with MC-gPC, the semi-analog and the non-analog MC schemes have almost the
same performances.

— If one wants to stick with non-intrusive gPC, an MC code with the non-analog MC scheme
is more efficient (same performances as the semi-analog one in the free flight regime and zero
variance on the gPC coefficients in the collisional one, see sections 3.1-4.2).

The above list is non-exhaustive and we can also use the above material for more practical consid-
erations, see the two next sections.

5.3. Help predict the behaviour of the numerical noise/error on some statistical quantities

The previous analysis can also help deducing confidence bounds on the different statistical
quantities of interest. The most obvious example remains the one of the mean for which we have
for MC-gPC

t
E[u™NYe (z,t,v, X)] = ud™C (x,t,v) = uo(x,t,v) + oo(z, t,v)

Go.

Nue
It gives an idea of how the approximation of the mean is improved with the Ny;c the number of
MC particles in the simulations. For the mean, it corresponds to a direct application of the material
of the previous sections (see section 4.3 for MC-gPC).

On another hand, a less direct application corresponds to the study of the numerical noise on
other statistical quantities of interest: let us take the example of the physical variance. It can be
obtained from the gPC coefficients as (see [50] for example)

P 2
V[uNve (x,t,v, X)] = Z (u,iVMc(a:,t,v)) .
k=1
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Using the material of the previous section, we can relate the physical variance obtained from an
MC approximation to the analytical one as we have:

V[uNve (z,t,0, X)] = i <u;€VMC (r,t,v))2 ,

k=1
P 2
oz, t,v
Z(um,t,m d >gk> ,
k=1 Nuo

k=
Viu(z, t,0)] + Y uk(,t v)wg " S <Uk(f”’t’”)g >2
s Uy P k\Ls by \/m k = NMC k .

From the above expression, we can deduce that by averaging over several runs (i.e. several seeds),
we asymptotically have

P
» B (@, t,v)
E [V[UN (z,t,v, X)]] =E [V[u(z,t,v)]] + ; kNMC .

The above expression is interesting in the sense that estimating the variances (U,%) kefo,...,p} together
with the physical variance V[u¥»¢ (x ¢,v, X)] can lead to the estimation of an upper bound of
the true physical variance V([u(zx,t,v, X)] (which is often desired in industrial applications) of the
quantity of interest. Of course, the previous analysis can be carried out on other statistical quantities
(Sobol indices for sensitivity analysis etc.) which can be deduced from the gPC coefficients, see
[43, 56].

5.4. Help understand the weaknesses and improvements for MC-gPC

Finally, with the previous analysis, we also identified explicitly the term which is problematic
for MC-gPC: in section 4.3, we saw that the estimator of the second order moment uses ¢ with
a = 2 for MC-gPC (where non-intrusive gPC uses ¢¢ with o = 1). This exponant a = 2 induces
a loss in terms of variance, especially in the deterministic case (or more generally when the gPC
coefficients are small), see sections 4.1.2—4.3. This is probably the weakest point of MC-gPC. It has
been precisely identified thanks to the previous analysis. From what we just learnt, we can now
imagine ways to avoid this excess of variance and improve MC-gPC: for example, there are several
ways to solve the reduced model (C.1) at the basis of MC-gPC. Until now, the MC resolution of
system (C.1) was based on an MC scheme allowing having minimal and simple modifications of
an existing MC solver, see [1] and Appendix C. But these minimal and simple modifications are
not the only ones ensuring solving the gPC based reduced model (C.1). New numerical strategies
could be designed in order to avoid having a too important noise in the deterministic regime. For
example, system (C.1) has almost the same structure as a multi-group system [15, 13]. We could
consequently use already existing strategies in order to reduce the noise of the MC resolution of
the reduced model (C.1) using multi-group MC schemes (for which (¢x)keqo,...,py is not anymore
explicitly involved in the estimator of the first or second order moments of the stochastic process
allowing to approximate the solution of our PDE set). This strategy would certainly lead to less
simple modifications of an existing MC solver but also probably to important improvements. This
will be the purpose of further publications.
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Appendix A. A simple analytical uncertain solution

In this section we build an analytical solution in a simple uncertain configuration. It is used
as a reference solution for the convergence studies of section 2 and figure 1. The configuration
is monokinetic (i.e. v = 1) and homogeneous (i.e. wu(z,t,v,X) = u(t,w,X)). We assume the
uncertainty, one-dimensional here for the sake of simplicity, affects the scattering cross-sections
0s =05+ 0sX, where X ~ U[—1,1] and &, is closely related to the variance of the uncertain scat-
tering cross-section. Let us mtroduce Ut,X)= [[u(z,t,w, X)dzdw. In the previously described
configuration, the uncertain linear Boltzmann equation resumes to the following stochastic ordinary
differential equation

QU (t, X) +voU(t, X) = vos(X)U(t, X), (A1)
U(0) = Uy, ’
satisfied by U. Introduce o, = oy — 0, then the solution is given by
U(t,X) _ er—vaa(X)t Upe —v(o—0s—0sX)t _ = Uge —v(Gq— osX)t (A2)

The quantity U(t, X) is a random variable indexed by time ¢, i.e. it is a stochastic process. In this
case, mean and variance of the stochastic process (A.2) can be computed analytically and are given
by

Vst _ ,—vbst
MU(t) =E[U(t, X)] = iUpe~v7ot ‘
1 () [U( ) )] QUOe ) A(AT?t’U B i t
MY (1) = B[U2 (¢, X)] - = 40ge 20t (A3
gstv
V[U(t) = My (t) — (MY (t))%.

Of course, higher order moments, probability of failure, complete characterisation of the probability
density function of the stochastic process can be calculated but in figure 1, we focus on the variance
V[U](¢t) to perform the convergence studies. Note that in practice, we take v = 1,Uy = 1,04 =
o, = 0.1,6, = 0.1. The L'-norm of the error is computed at time ¢t = 10. The curves of figure 1
implying an MC scheme are averaged over 128 computations with different seeds.

Appendix B. The semi-analog and the non-analog MC schemes

In this section, we briefly recall how the semi-analog and the non-analog MC schemes are built
and how they are implemented. The schemes are well-known in the literature. Still, we recall their
constructions here for the sake of reproducibility of the results but above all because the analysis of
sections 3 and 4 begins with the respective expectation forms of equation (1) for the different MC
schemes. Those forms are presented in the two next sections for the semi-analog MC scheme (see
section Appendix B.1) and for the non-analog one (see section Appendix B.2).

Appendiz B.1. Construction of the semi-analog MC scheme

The first step in order to rewrite (the deterministic counterpart of) (1) as an expectation consists
in identifying a probability measure relative to the time integration in equation (1). By successive
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changes of variables and integrations, see [34] for example, (1) can be rewritten (on an infinite
domain)

u(x, t,v) =
oo

—|—/ uo(z — vt, v)voy(z — vs, t — s,v)e” Jo vorEmvatmav)da g
t (B.1)

t
—|—/ e~ Jo vor(@—vast—aw)da /vcrs(x —ws,t — s,v,0" )u(x —vs, t — s,v") dv’ ds.
0
It is then possible to factorize by
fr(x,t,v,8)ds = 1jg o[ (S)vOt (T — vs,t — 5,v)e” Jo vor(z—vat—av)da g

The above expression is a probability measure V(x,t,v) € D x [0,T] x R3: indeed, it is positive and
sums up to 1 V(z,t,v) € D x [0,T] x R3. Using its expression in (B.1) leads to

x — vt,v) 0y (V")

+1[t oo[ ’LLQ( / /
id — ’t_ ) T 4y by Uy . .
u@tv) // +1[0t u(z —vs,t — s,0') os(x —vs 5,0,0') fr(z,t,v,s)dsdv’. (B.2)

o(x —vs,t — s,v)
Without loss of generality, we can write
vos(z —vs,t — s,v,0") = vos(x —vs,t — s,0)Ps(x —vs,t — s,v,0").

In the above expression, V(y, 3) € D x [0,T] we have

US(Y7/67U):/OS(Y’ﬁaUaU/)d’Ula

P ( 8 /) O-S(Ya/gavav/) (B.3)
S y, ) U? v =

O—S (y7 ﬁ’ ,U)
The quantity P, (z,t,s,v,v")dv’ = Ps(x —vs,t —s,v,v") dv’ is positive and is summing up to 1. It

is consequently a three-dimensional probability measure V(z,t,v) € D x [0, T] x R3. The probability
measure for the samplings of the velocity V' is here averaged over the set of reactionsr € {0, ..., R},
see [34] for more details. Equation (B.2) can then be rewritten

xtv

—|—1too[ uo(x — vt,v)
// n os(z—vs,t—s,0) fr(x,t,v,8)dsdv’.

+1p,q(s)  u(zr —wvs, t —s,0") e pr——— U)PV,(a?tsvv)

Introduce the following random variables associated to the previously identified probability measures

{ T with probability measure  f(z,t,v)ds, (B.5)

V' with probability measure P, (z,t,s,v,0") dv'.

Then (B.4) can be rewritten in an adjoint recursive way as an expectation over the above set of
random variables (B.5)

os(x —vr,t — 7,0)

u(z,t,v) =E [ 1t oo (T)uo (2 — vt,v) + 110.4(7) wlx —vr,t—7,V') |. (B.6)

oi(x — v, t — 7,0)
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The above expression is the starting point of the analysis of the variance of the semi-analog MC
scheme in section 3.2.1.

In order to build the semi-analog MC scheme, it remains to consider a ’particle’ solutions
(up)pef1,....Nyo) Of (B.6) having the particular form

up (2,1, 0) = wp(t)dz(2,(2)) 0 (vp (1)), (B.7)

and plug them into (B.6) to identify the operations to perform to make sure each (up)pe(1,... Nye} 15
solution of (B.6). Practically, the above system of equation in term of weight, position and velocity
leads to the recursive numerical treatment/algorithm (we here detailed the adjoint formulation)
summed up in algorithm 1.
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set u(x,t,v) =0

set u?(x,t,v) =0

for p e {1,...., Ny¢c} do

set s, =t #this will be the remaining life time of particle p

set xp, =
set v, = v
1
set w,(t) =
»(t) Nuro

while s, > 0 do
if , ¢ D then
#here a general function for the application of arbitrary boundary conditions
apply_boundary_conditions(x,, sp, vp)
end
Sample 7 from the distribution having probability measure f-(zp, sp, s,vp) ds.
if 7 > s, then
#move the particle p
Tp — Tp + VpSp,
#set the life time of particle p to zero:
sp +— 0
#tally the contribution of particle p for the first moment
u(z,t,v)+ = wp X ug(xp, vp)
#tally the contribution of particle p for the second moment
u?(z,t,0)+ = w, X ud(zp, vp)
nd
Ise
#change the particle weight
0s(Tp, 8p — T, Vp)
oi(xp, Sp — T, Vp)
#Sample the velocity V' of particle p from P (xp, Sp, T, vp,v") dv
v, =V’
#move the particle p
Tp — Tp + VT,
#set the life time of particle p to:
Sp— 85, —7>0
end

o O

Wp

p

/

end
end
Algorithm 1: The MC semi-analog scheme described in term of algorithmic operations in order
to compute (adjoint) u(z,t,v).

The description of algorithm 1 deduced from the recursive set of equations (B.6) shows that
the semi-analog MC scheme is defined by a set of samplings depending on almost every variables
x,t,v,v. The sampling of the velocity V' is averaged and the weight of the particle is multiplied
by the ratio 2= at the position and at the instant of the shock. The latter ratio corresponds to the
probability for the particle of being scattered. The MC particle does not represent the behaviour of
a physical particle at x,t, v but rather the behaviour of a population of physical particles at z, ¢, v.
With this treatment, the weight of an MC particle never goes to zero if o5 # 0. An MC particle is
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never explicitly captured hence the denomination ’implicit capture’ for this scheme.

The first and second order moments of the solution can be computed during the MC resolution.
The instrumentation of the tracking corresponds to the tallying phases (i.e. the + = operations in
algorithm 1).

Appendiz B.2. Construction of the non-analog MC scheme

In this section, we describe the non-analog scheme, intensively applied in photonic ones. As in
the previous sections, we first rewrite the linear Boltzmann equation (1) in an integral form. The
non-analog one is obtained from different changes of variables which are detailed in [34].

First, as in the previous section, we rewrite the scattering cross-section

vos(x —vs,t — 8,v,0") = vos(z —vs, t — 5,0)Ps(x — vs,t — s,v,0).

In the above expression, ¥(y, 8) € D x [0,T] we have

Us(y76>v) :/Us(yaﬂ7v7v/)dv/a

The quantity P, (z,t,s,v,v")dv’ = Ps(x —vs,t —s,v,v") dv’ is positive and is summing up to 1. It
is consequently a three-dimensional probability measure V(z,t,v) € D x [0,T] x R3. It is the same
as for the semi-analog scheme. The non-analog scheme now needs the introduction of

(B.8)

Oq = 0t — Os.

The quantity o, is not always equal to the absorption cross-section o (cross-section of multiplicity
vo = 0). Tt is the case only for a particular set of reactions of the form r € {0,1}. Let us decompose
oy into o4 + 0. This allows making the term e~ 5 voa(@—v(t—a),aw)de ynnear in factor of u in (B.2).
Now using the fact that

00
t t s
e Jo vos(z—v(t—a),a,v)da _ e Jo vos(z—va,t—av)da _ / UG‘S(SL‘—US7t—S,U)€_f0 vos(z—va,t—a,v) da ds,
t

equation (B.2) rewrites

u(z, t,v) =

0
s s
+/ Uo((E — vt v)e_ Jg voa(z—va,t—a,v) da’UO'S(l' —vs,t— s, v)e_ Jo vos(z—va,t—a,v) da ds
t

UO’g —vs,t—s U)G Jg vos(z—va,t—a,v) daef Jo voa(z—va,t—a,v) da (BQ)
ds.
/ // —wvs,t — s,v,0" )u(z —vs, t — s,0") dv’. s
It is then possible to factorize by
fr(x,t,v,8)ds = 1jg o[ (S)vOs(T — Vs, T — 5,0)e” Jo vos(z=vat—aw)da g (B.10)

41



It is also a probability measure (with respect to o rather than o;). We then rewrite the linear
Boltzmann equation in another integral form

(z,t,v)
/ / [ tool(8)  uo(x —vt, v) e~ Jo voalamvastmawyda s () (B.11)
1j04(s)  u(z —vs,t—s,0") e Jo voalz—vast—avyda  p (g _ st — 5 0,0) '
xfT( ,t,v,8)dv’ ds.

Integral form (B.11) obtained here is different from the one used for the previous scheme. It mainly
differs due to the exponential term multiplying ug and u. Let us now introduce the random variables

{ T with probability measure  f(z,t,v)ds, (B.12)

V' with probability measure P, (z,t,s,v,v") dv'.

Equation (B.11) can then be rewritten in an adjoint recursive way as an expectation over the above
set of non-analog random variables (B.12)

7)) s o )
(T o~ Jg voa(z—va,t—a,v) da u(q; —uT,t—T, V/)

u(z,t,v) =E [ i, (B.13)

The above expression is the starting point of the analysis of the variance of the semi-analog MC
scheme in section 3.2.2.

In order to build the non-analog MC scheme, it remains to consider a ’'particle’ solutions
(Up)peqr,...Nyey Of (B.13) having the particular form

up (2, t,0) = wp () 0z (2,(1)) 0 (vp (1)), (B.14)

and plug them into (B.13) to identify the operations to perform to make sure each (up)pe(1,...,Nuo}
is solution of (B.13).

Practically, the above system of equation in term of weight, position and velocity leads to the
recursive numerical treatment/algorithm (we here detailed the adjoint formulation) summed up in
algorithm 2.
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set u(x,t,v) =0
set u?(x,t,v) =0
forp=1€{1,..,Nyc} do

[¢]

end

end

Algorithm 2: The MC non-analog scheme described in term of algorithmic operations in order

set s, =t #this will be the life time of particle p

set xp, =
set v, = v
1
set w,(t) =
»(t) Nuro

while s, > 0 do
if , ¢ D then
#here a general function for the application of arbitrary boundary conditions

apply_boundary_conditions(x,, sp, vp)

end
Sample 7 from the distribution having probability measure f-(zp, sp, s,vp) ds.
if 7 > s, then

#change its weight

w, —— e~ e vpaa(a:p—vpa,sp—a,vp)dawp

#move the particle p

Tp < Tp + VpSp,

#set the life time of particle p to zero:

sp«— 0

#tally the contribution of particle p

u(x, t,v)+ = wpy X ug(xp, vp)

#tally the contribution of particle p for the second moment
u?(z,t,0)+ = wy X ud(zp, vp)

nd
Ise

#change the particle weight

Wy — e~ fOT vpo'a(zpf'upa,spfa,vp)dawp

#Sample the velocity V' of particle p from P (xp, Sp, T, vp,v") dv’
v, =V’

#move the particle p

Ty — Tp + VpT,

#set the life time of particle p to:

Sp— 8, —T7>0

end

to compute (adjoint) u(x,t,v).

Algorithm 2 mainly differs from the previous one (algorithm 1) by the fact that

— the interaction time is sampled from o, rather than from oy,

— the weight of the particle is modified along its flight path.

instant of the interaction.

The sampling of the velocity V' is averaged over the set of reactions at the position and at the
Once again, the MC particle does not represent the behaviour of a
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physical particle at x,¢,v but rather the behaviour of a population of physical particles at z,t, v
averaged in a homogeneous media. Indeed, the weight modification along the flight path of a particle
corresponds to the solution of a punctual/homogeneous problem given by

05Uz t0(8) = —vog(x —vs,t — $,0)Uy 1.0 (5). (B.15)
It is equivalent to having

Uw,t,v<t) — e~ f(; vo, (x—va,t—a,v) d(x’
Uﬂc,tw(o)

and exactly corresponds to the weight modification along the flight path of each MC particles. The
asymptotic property of the scheme will be emphasized in section 3.2.2.

(B.16)

The first and second order moments of the solution can be computed during the MC resolution.
The instrumentation of the tracking corresponds to the tallying phases (i.e. the + = operations in
algorithm 2).

Appendix C. The MC-gPC schemes

In this section, we build and express the gPC based reduced model of (1) as an expectaction
over a set of random variables. This set of random variables additionally contains the uncertain
variable X. This section is fully detailed in [2] and [1] but we recall the construction of the reduced
model and of the MC scheme in this paper for the sake of reproducibility of the results. Still, care is
taken to suggest a new way to present MC-gPC in a general manner: the algorithms of this section
explain how we can implement both the non-analog and the semi-analog MC schemes in the same
MC-gPC code.

The gPC reduced model of the uncertain transport equation (1) of size P + 1 is given by (we
drop the dependencies for convenience)

Owug +v-Vaug = —U/ o Z ur P | do dPx + v// O Z updr | podPx | dv’,

k<P k<P

Owup +v-Vyup = —U/ ot Z up@r | op dPx + U// Os Z updr | dpdPx | dv'.

k<P k<P

It is obtained from a Galerkin projection of (1) onto the gPC basis (¢r)reqo,...p}, see [2].
Going through the same steps as in Appendix B.1, the expectaction form of system (C.1) writes
vk € {0, ..., P}

ug(z, t,v) =
+ Lo (7x)uo(z — vt, v, X)op(X)

E os(x —ovrx,t —7x,v, X
+  1pg(tx)u(z —vrx,t —7x,Vx, X) ( X X )

Pr(X)

O’t(l'*'l)Tx,t*TX,’U,X)

Note that the complete description of the steps leading to (C.2) is available in [1].
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for k € {0, ..., P} do

set ug(x,t,v) =0

set u?(z,t,v) =0

end

forp=1€{l,..,Nyc} do

set s, =t #this will be the life time of particle p

set T, = x
set v, = v
set X, ~ X
1
set wy(t) =
? Nyrc

while s, > 0 do
if z, ¢ D(X,) then
#here a general function for the application of arbitrary boundary conditions
apply_boundary_conditions(z,, sp, vp, Xp)
end
sample 7 = sample_interaction_time(z,, vy, X,)
K = compute_weight_modif(z,, vy, T, Teensuss Tewit, Tinter, Xp)
wp — K X wy
if 7 > s, then
#move the particle p
Tp — Tp + VpSp,
#set the life time of particle p to zero:
sp +— 0
#tally the contribution of particle p for the first and second moments
for k € {0, ..., P} do
up (@, t,v)+ = wp X uo(Tp, vp, Xp)or(Xp)

“%(%ta v)+ = w, X [uo(xpvvvap)¢k(Xp)]2

end

end

else
#Sample the velocity V' of particle p from P, (xp, $p, T, vp, V', X,p) dv’
v, =V’
#move the particle p
Tp & Tp + VpT,
#set the life time of particle p to:
Sp— 8, —7>0

end

end

end
Algorithm 3: The semi-analog and non-analog MC-gPC schemes described in term of algo-
rithmic operations in order to compute (adjoint) w(z,t,v, X).

The tracking phase allowing to solve (C.2) is described in algorithm 3. It describes the ’tracking’
of an uncertain population of particles within the simulation domain D In order to present both
implementations (of the semi-analog and non-analog MC schemes) in the same general framework /-
code, we encapsulated some key parts of the resolution in several functions: sample_interaction_time,
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compute_weight_modif, sample_velocity'®. The three latter key functions are described in algo-
rithms 4-5-6 but for the moment let us focus on the common canvas (i.e. algorithm 3).
sample_interaction_time(real z, real v, real X)
set 7 = REAL_MAX
U =sample_uniform_ law()

if MC_scheme == semi — analog then
In(U)
 woy(z,v, X)
end
if MC_scheme == non — analog then
In(U)
 wog(z,v, X)
end
return 7

Algorithm 4: The sampling of the interaction time function depending on the choice of the
MC scheme

sample_velocity(real z, real v, real X)
V'’ =sample_from_P,(x, v, X)

return V'
Algorithm 5: Sampling of the velocity

In algorithm 3, we can see that each presented scheme relies on comparing three times, 7;,¢cr
the interaction time, 7.y the time at which an MC particle p would get out of the cell ip, Teensus
the time before ending the time step. For each scheme, the particle moves along v,7 where 7 is
the minimum of the three above times. Its weight is modified or not (in compute_weight_modif)
depending on the scheme. Furthermore, depending on the minimum of 7Teepsus, Texits Tinter, the par-
ticle sees its life time updated and finishes its treatment (census) or crosses the interface between
two cells (exit) or encounters an interaction (inter). In the latter case, its velocity change. All the
samplings potentially depends on the uncertain field X, carried out by the uncertain MC particle p.
The first and second order moments of the gPC coefficients are computed during the MC resolution.
The instrumentation of the tracking corresponds to the tallying phases (i.e. the + = operations in
algorithm 3).

Let us now focus on the encapsulated functions. First, note that they all only depend on particle
fields (xp, vp, ip, Xp, ...). The first one, to sample the interaction time, only needs the particle energy
vp and the uncertain one X, and is detailed in algorithm 4. Depending on the chosen scheme, the
interaction time is sampled from the total cross-section o, (semi-analog) or from the scattering one
o5 in the current cell 7,. Both are obtained inversing the cdf of an exponential law.

The second encapsulated function corresponds to the modification of the weight of the particle,
detailed in algorithm 6. For this function, the event the particle encounters explicitly appears in
the treatment. The non-analog scheme is the only one having a treatment independent of the event.
The weight of a particle remains unchanged for the semi-analog schemes for the census and cell exit
events. It changes in the case of an interaction: for the semi-analog scheme, the weight is multiplied
by the probability of being scattered ‘;—t

16We do not detail the functions compute_cell_exit_time and find_neighbooring_cell as they depend more on the
type of grid (cartesian, structured, unstructured) than on the MC resolution scheme.
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compute_weight_modif(real v, real T, real Teepsus, real Tegi, real Tinier, integer

i, real X)
set K =1
if MC_scheme == semi — analog then
if Tmin == Texit OT Tmin == Tcensus then
| K=1
end
if Timin == Tinter then
K a;(v, X)
oi(v, X)
end
end
if MC _scheme == non — analog then

‘ K = e‘”(”i(v;x)_ai(UxX))Tmin
end
return K,r
Algorithm 6: The weight modification depending on the MC scheme

At the interaction time, each scheme needs the sampling of the outer velocity V', summed up
in algorithm 5. The semi-analog and the non-analog schemes share the same procedure, using P,
averaged over the set of reactions r € {0, ..., Nr}.

In algorithm 3, time steps are explicitly detailed but for the linear Boltzmann equation, time
steps may coincide with the times of interest (MC methods are inconditionally stable for the linear
Boltzmann equation). In other words, if one is only interested in time 7', it is possible choosing
At = T. This is not the case in [6, 7] in which the coupling with additional equations induces
restrictions on the time step. Note that the above algorithm description still applies for the MC
resolution of the linear Boltzmann equation coupled to other equations but may need additional
instrumentations (track length estimator for example).

To finish, we add that the tracking phase as described in algorithm 3 is commonly denoted
"history-based’. It refers to the fact that during one time step, an MC particle is followed from
sp =t — At, i.e. the beginning of the new time step, until s, = ¢, i.e. the end of the current time
step (if, of course, the MC particle is not killed during its history'”). Another possibility would be
to apply the events one by one to the whole population of particles until they all reach census or die,
this is what is commonly called an ’event-based’ tracking phase. These considerations are practical
ones and do not explicitly depend on the applied MC scheme. Nevertheless, the discussion on the
choice of a ’history-based’ tracking or an ’event-based’ one is far from being irrelevant as the target
computation device (one may have access to a station, a computation cluster, a supercomputer,
with homogeneous nodes or hybrid ones...) may be sensitive to the operations induced by the
two possibilities. Hybrid architectures (classical nodes, GP-GPU units, vectorization) becoming
more and more common, hybrid strategies mixing history-and-event-based tracking phases may
become more and more relevant. The discussion is beyond the scope of this document but is very
interesting and we refer to [31] for some examples of fine-coarse grain parallel strategies for the
linear Boltzmann equation.

17depending on the chosen MC scheme.
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