
HAL Id: hal-03447643
https://hal.science/hal-03447643v1

Submitted on 24 Nov 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Tensor-Based Learning Framework for Automatic
Multichannel Volcano-Seismic Classification

Antonio Augusto Teixeira Peixoto, Carlos Alexandre Rolim Fernandes, Pablo
Lara, Adolfo Inza, Jerome I. Mars, Jean-Philippe Metaxian, Mauro Dalla

Mura, Marielle Malfante

To cite this version:
Antonio Augusto Teixeira Peixoto, Carlos Alexandre Rolim Fernandes, Pablo Lara, Adolfo Inza,
Jerome I. Mars, et al.. Tensor-Based Learning Framework for Automatic Multichannel Volcano-
Seismic Classification. IEEE Journal of Selected Topics in Applied Earth Observations and Remote
Sensing, 2021, 14, pp.4517-4529. �10.1109/JSTARS.2021.3074058�. �hal-03447643�

https://hal.science/hal-03447643v1
https://hal.archives-ouvertes.fr


IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021 4517

Tensor-Based Learning Framework for Automatic
Multichannel Volcano-Seismic Classification

Antonio Augusto Teixeira Peixoto , Carlos Alexandre Rolim Fernandes ,
Pablo Eduardo Espinoza Lara , Member, IEEE, Adolfo Inza, Jêrome I. Mars , Member, IEEE,

Jean-Philippe Métaxian, Mauro Dalla Mura, and Marielle Malfante

Abstract— This article proposes a supervised tensor-based learn-
ing framework for classifying volcano-seismic events from signals
recorded at the Ubinas volcano, in Peru, during a period of great ac-
tivity in 2009. The proposed method is fully tensorial, as it integrates
the three main steps of the automatic classification system (feature
extraction, dimensionality reduction, and classifier) in a general
multidimensional framework for tensor data, joining tensor learn-
ing techniques such as the multilinear principal component analysis
(MPCA) and the support tensor machine (STM). By exploiting the
use of multiple multichannel triaxial sensors, operating simultane-
ously in two seismic stations, the tensor patterns are constructed as
stations × channels × features. The multidimensional structure
of the data is then preserved, avoiding the tensor vectorization
that often leads to a feature vector with a large dimension, which
increases the number of parameters and may cause the “curse
of dimensionality.”Moreover, the array vectorization breaks down
the multidimensional structure of the data, which usually leads to
performance degradation. The results showed a good performance
of the proposed multilinear classification system, significantly out-
performing its vectorial counterparts. The best result was obtained
with the STuM classifier along with the MPCA.

Index Terms—Classification, machine learning (ML),
multidimensional signal processing, tensor learning, volcano,
volcano-seismic signals.
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I. INTRODUCTION

THE automatic detection of volcano-seismic events is of
great importance to society due to the violent effects of

volcanic eruptions . Indeed, even small volcanic eruptions can be
catastrophic to people and small towns surrounding volcanoes,
such as the cities next to the valleys of the volcanic chain in
southern Peru, which have to deal with this threat constantly.

Fortunately, the seismic activity of a volcano can be observed
by seismic sensors. When the seismicity of the volcanic in-
creases, the probability of eruption gets high. However, it is
necessary to determine whether or not the activity will result in
an eruption or in any other harmful event. The volcano-seismic
events can be categorized into five main classes [1]: long period
(LP), tremors (TR), explosion (EX), volcano-tectonic (VT), and
hybrid (HB). The problem of detecting these events can be
elucidated by analyzing the time series of the signals, in order
to predict or detect the eruptive state of a volcano. However, in
many places, the volcanic-seismic data series are still analyzed
manually, which may lead to errors or big delays in the detection
of the events.

The classification of seismic patterns has shown great im-
provement over the past few years, with many methods being
developed [2]. Indeed, supervised learning has drawn a great at-
tention of the scientific community in the area of seismology. For
instance, in [3], machine learning (ML) techniques are applied
for the recognition of volcanic waveforms, with a hierarchy of
artificial neural networks (ANNs) being used. In [2], Malfante et
al. try to distinguish natural seismic waveforms of earthquakes
from waveforms of man-made explosions.

In [4], automatic classification of local seismic signals and
VT earthquakes is proposed with a method based on supervised
neural networks. The work [5] aimed to construct a system able
to classify seismic signals for the Villarrica volcano, one of the
most active volcanoes in South America, with an ANN and a ge-
netic algorithm. New techniques for classifying seismic signals
can be found in [6], using the cepstral domain with the support
vector machine (SVM) classifier. In addition, the work [2] uses
attributes in the temporal, spectral, and cepstral domains for the
extraction of features, along with the SVM method. In [7], an
automatic classification system for volcano events is presented
using the empirical mode decomposition (EMD). More recently,
the work [8] has explored deep learning by using convolutional
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neural networks (CNNs) to classify spectrograms of seismic
events from a South American volcano.

In the ML problems, as in the above cited works, vectors
typically are used to describe the data. When the input is
characterized by matrices or higher order arrays (tensors), a
vectorization of the feature array is usually carried out. However,
the vectorization often leads to a feature vector with a large
dimension, which may increase the computational complexity
and cause the well-known “curse of dimensionality” [9]–[11].
Moreover, the array vectorization breaks down the multidimen-
sional structure of the data, which usually leads to performance
degradation [12].

In order to avoid the destruction of the data structure by
converting tensors into vectors, the supervised tensor learning
method has been created [13]. Studies in this field have increased
in the past few years, with the main purpose of deriving tensor-
based versions of existing standard (vector-based) ML methods.
In tensor learning, preserving the structural information and ex-
ploiting the discriminating relationships of data tensor is crucial
for improving the performance of learning tasks [14]. Moreover,
tensor-based ML techniques alleviate the small sample size
problem and reduce the number of unknown parameters used
to represent the learning model.

In this context, the support tensor machines (STM) deserves
special attention. The STM technique is a tensor-based version
of the SVM, which is one of the most well-known and popu-
lar ML techniques, widely used on various classification and
regression problems [15]–[17]. The STM extends the SVM to
tensor patterns by constructing multilinear models to the weight
tensor [13], [18].

Several STM algorithms have been proposed, assuming dif-
ferent models for the weight tensor, generally providing sig-
nificant performance gains with respect to the SVM. In [18],
an STM algorithm is proposed using the PARAllel FACtor
analysis (PARAFAC), also known as canonical decomposition
(CANDECOMP) or canonical polyadiac (CP), by assuming
a rank-1 structure for the weight tensor, with application to
text categorization. In [19], this technique is generalized for
a PARAFAC weight tensor of higher rank. Generalizations of
these STM models have been proposed as the support tucker
machine (STuM) [20] and the support tensor train machine [9].
Moreover, in [14], a linear kernelized STM model is proposed.

STM techniques have found application in many areas. The
work [21] applies a regression STM-based model in neuroimag-
ing, and in [22], an STM is used in financial forecasting, while
Guo et al. [23] exploit tensor learning in hyperspectral image
classification. Ma et al. [12] have used an STM to detect bubble
defects in lithium-ion polymer cell sheets. A complete STM
overview with references and recent works can be found in [24].

In the context of tensor learning, the multilinear principal
component analysis (MPCA) [25], an extension of the principal
component analysis (PCA) for tensor patterns, is also worth
mentioning. As well as the PCA, the MPCA reduces data dimen-
sionality and the correlation among the variables. The MPCA is
very suitable for classification problems with multidimensional
datasets, generating low-dimensional matrix or tensor patterns
that can be fed into classifiers [26].

In the present work, supervised tensor learning is used for
classifying volcanic-seismic events. In particular, a tensor-based
learning framework is proposed to classify the five main events
of a volcano from seismic signals recorded at the Ubinas vol-
cano, in Peru. The data tensors are constructed by exploiting
the use of multichannel triaxial sensors. Indeed, contrary to
the standard approach of the literature of using only a single
channel sensor, the database of the present work was recorded
with sensors that have three channels: vertical, east, and north.
The use of triaxial sensors has shown to offer a better repre-
sentation of the seismic signals in comparison to single-channel
sensors [7].

The use of multiple sensors, operating simultaneously in more
than one seismic station, is also exploited to build the tensor
patterns. The 3-D feature arrays are constructed as follows:
stations × channels × features. The tensor representation of
the data is preserved in the proposed approach, avoiding the
earlier mentioned drawbacks of the vectorization of the tensor.
It is assumed that the seismic stations record the same event.

The present work can be viewed as a multilinear alternative of
the conventional ML approaches in seismic classification. The
novelty of the proposed method is a framework for processing
seismic signals as tensors and classifying them using tensorial
classifiers, which provided superior accuracy in comparison to
the conventional SVM, as shown in Section V.

A few works have used multilinear techniques applied to
seismic signals. In [27], a three-mode model, using polarization,
distance, and temporal modes, is used for seismic event wave
separation, taking into account the specific structure of signals
that are recorded with these arrays, providing data-structure-
preserving processing. In [28], Paulus and Mars use multilinear
techniques such as multicomponent wideband spectral-matrix
filtering on geophysical data to separate interfering wavefields
or to compute the direction of arrival on a vector-sensor array.
However, to the best of the authors’ knowledge, no previous
work in the literature has used tensor learning techniques for the
classification of seismic events.

The proposed tensor-based learning framework can be sum-
marized in the following steps. Initially, signal preprocessing
is carried out, consisting of some basic signal operations and
an instrumental correction that transforms the original seis-
mic signals in meters per second [30]. The feature extraction
process is then implemented, with attributes being extracted
in time and frequency domains. The time-domain features are
extracted from the prepossessed signals and from their Hilbert
transforms. The frequency-domain features are calculated from
the estimated power spectral density (PSD), as well as using a
multilinear approach, by means of the multidimensional Fourier
transform (MFT) [29].

The next step is the reduction of dimensionality done by the
MPCA, which projects the data into a new basis, extracting
useful information and eliminating correlation. Finally, multi-
dimensional data are used to feed the tested tensor-based clas-
sifiers: the STM using the PARAFAC decomposition [18], [19],
denoted here by support PARAFAC machine (SPM), and the
STuM [20]. The proposed learning framework is fully tensorial,
as the three main steps of the classification system (feature
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extraction, dimensionality reduction, and classifier) use multi-
dimensional methods [2], [6].

The database used in this work was collected from two stations
of the Ubinas volcano, located 70 km northeast of the city of
Arequipa, in Peru, during a period of great activity in 2009. The
data catalog was constructed by experts of the Volcanological
Observatory of the Geophysical Institute of Peru (IGP).

The main original contributions of this work are summarized
as follows:

1) proposition of a tensor-based learning framework for
classifying the volcanic events. As earlier mentioned, no
previous work has used tensor learning for classifying of
seismic events;

2) the use of two seismic stations, each one with multichannel
sensors, to measure the events of the volcano, contrary to
previous works that usually use only a single channel and
station. The presented methodology is scalable to use data
from multiple stations and multiple sensors;

3) the use of a complete database with two stations and
three channel sensors during a period of great activity
of the Ubinas Volcano. In addition, the results showed a
good performance of the proposed multilinear classifica-
tion system, outperforming its vectorial counterparts and
reaching a success rate of 91.9%, outperforming all the
other tested approaches.

The rest of this article is structured as follows. In Section II,
the database is presented. In Section III, the used tensor decom-
positions are recalled. The proposed multilinear classification
system is shown in Section IV, while Section V presents the
obtained results. Finally, Section VI concludes this article.

Notation and multilinear algebra concepts: The notation
used in this article is presented here. Scalars are denoted by
lowercase letters (a, b, . . .), vectors as lowercase boldface letters
(a,b,...), matrices as uppercase boldface letters (A,B,...), and
tensors as calligraphic letters (A,B,...). The element (i,j) of the
matrix A is denoted by Ai,j or ai,j , and the element (i1, . . ., iN )
of the N th-order tensor A is denoted by Ai1,...,iN or ai1,...,iN .

Considering an arbitrary matrix A ∈ CR×I , its transpose is
denoted by AT and A:,i ∈ CR×1 is its ith column. Given two
vectors a ∈ CI and b ∈ CI , a ◦ b ∈ CIJ denotes the outer
product. Given three matricesA ∈ CI×K ,B ∈ CJ×K , andC ∈
CM×L, A�B ∈ CIJ×K and A⊗B ∈ CIM×KL denote, re-
spectively, the Khatri–Rao and Kronecker products.

The mode-n product between an N th-order tensor X ∈
CI1×···×IN and a matrix A ∈ CJn×In yields an N th-order ten-
sor Y = X ×n A ∈ CI1×···×IN−1×JN×IN+1×···×IN , defined in
scalar form as [32]

yi1,...,in−1,jn,in+1,...,iN =

=

In∑
in=1

ajn,inxi1,...,in−1,in,in+1,...,iN . (1)

The mode-n unfolding of an Nth-order tensor X ∈
CI1×I2×I3×...×IN is a matrix X[n] ∈ CIn×I1I2...In−1In+1...IN ,
whose elements are obtained from the tensor X in the following

way:

X
[n]
in,j

= Xi1,...,iN , j = 1 +

N∑
u=1
u�=n

(iu − 1)

u−1∏
v=1
v �=n

Iv. (2)

The inner product between two tensors with the same dimensions
X ,Y ∈ RI1×I2×I3×...×IN is defined by [19], [32]

〈X ,Y〉 =
I1∑
i1

. . .

In∑
in

xi1,...,inyi1,...,in (3)

with

〈X ,X〉 = Tr[X[n](X[n])T ] = vec(X[n])T vec(X[n]) (4)

where Tr[·] and vec(·) are the trace and the vectorization opera-
tions, respectively. Similarly

〈X ,Y〉 = Tr[X[n](Y[n])T ] = vec(X[n])T vec(Y[n]). (5)

Finally, given N matrices A(1), . . .,A(N), short notations for
the Khatri–Rao and Kronecker products betweenN − 1 of these
matrices (all but the nth matrix) are, respectively, given by

A
(n)
� = A(N) � . . .�A(n+1) �A(n−1) � . . .�A(1) (6)

and

A
(n)
⊗ = A(N) ⊗ . . .⊗A(n+1) ⊗A(n−1) ⊗ . . .⊗A(1). (7)

II. TENSOR DECOMPOSITIONS

In this section, the tensor decompositions that are used in the
rest of this work are presented. In particular, the PARAFAC and
Tucker decompositions are introduced. These decompositions
are of particular interest for this article due to the fact that
the PARAFAC decomposition is generally well suited for per-
forming source separation, whereas the Tucker decomposition
is usually effective for dimensionality reduction.

A. Parallel Factor Analysis

The PARAFAC decomposition was first proposed by Hitch-
cock [39] in 1927, and it was further developed by Harsh-
man [40] and Carroll and Chang [41] in 1970. It was referred
in Carroll and Chang’s work as canonical decomposition, ab-
breviated to CANDECOMP, but it can also be referred by the
acronym CP (CANDECOMP-PARAFAC).

The PARAFAC decomposition of an arbitrary third-order
tensor X ∈ CI1×I2×I3 can be expressed by

X =

Q∑
q=1

A(1)
.q ◦A(2)

.q ◦A(3)
.q (8)

where Q is the rank of the tensor and A(1) ∈ CI1×Q, A(2) ∈
CI2×Q, and A(3) ∈ CI3×Q are the three factor matrices of the
decomposition. The choice of the value of Q is detailed in
Section V.

It can be viewed that X is a sum of outer products known as
“trilinear model” or “trilinear decomposition.” Fig. 1 illustrates



4520 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 1. PARAFAC decomposition of a third-order tensor.

Fig. 2. Tucker decomposition of a third-order tensor.

X as sum of Q outer products. The mode-n unfolding of a third-
order PARAFAC decomposition can be expressed as

X[n] = A(n)[A
(n)
� ]T ∈ CIn×I1I2I3/In (9)

where A
(n)
� ∈ CI1I2I3/In×Q is given by (6).

B. Tucker Decomposition

The Tucker decomposition, proposed by Tucker in 1966 [42],
decomposes a tensor into a set of matrices that interact with
a core tensor. It is a more general and flexible model than the
PARAFAC. Indeed, the PARAFAC decomposition is a particular
case of the Tucker model when the core tensor is superdiagonal.

For a third-order tensor X ∈ CI1×I2×I3 , the Tucker decom-
position can be expressed as

X = G ×1 A
(1) ×2 A

(2) ×3 A
(3) (10)

where A(1) ∈ CI1×Q1 , A(2) ∈ CI2×Q2 , and A(3) ∈ CI3×Q3

and are the three factor matrices of the decomposition, whereas
G ∈ CQ1×Q2×Q3 is the core tensor. Fig. 2 illustrates the Tucker
decomposition. The choice of the values of Q1, Q2, and Q3 is
detailed in Section V.

The mode-n unfolding of a third-order Tucker decomposition
can be expressed as

X[n] = A(n)G[n][A
(n)
⊗ ]T ∈ CIn×I1I2I3/In (11)

where A
(n)
⊗ ∈ CI1I2I3/In×Q1Q2Q3/Qn is given by (7) and

G[n] ∈ CQn×Q1Q2Q3/Qn is the mode-n unfolding of G.

III. PROPOSED CLASSIFICATION SYSTEM

In this section, the proposed classification system based on
a tensorial framework is presented. Fig. 3 illustrates the main
steps of the tensor-based framework for classifying the volcano-
seismic events. First, a preprocessing step, consisting of signal

Fig. 3. Steps of the classification system.

conditioning and instrumental correction, is performed. Then,
the features are extracted from time, frequency, PSD, and Hilbert
domains, with a total of 56 attributes being calculated for each
one of the 5136 signals. This number of attributes was deter-
mined after running preliminary tests in order to find the value
that presents the best results. After that, the multilinear dimen-
sionality reduction technique MPCA is applied, and, finally, the
classifiers are trained and validated, using three versions of the
STM: the low-rank STM using the PARAFAC, the higher order
STM using the PARAFAC, and the STuM. The STM preserves
the structural information of data tensor and alleviate the small
sample size problem, in addition to reducing the number of
parameters. Moreover, as mentioned earlier, the PARAFAC and
Tucker decomposition were chosen due to their characteristics
that are well suited to the problem considered in this article.

As it can be viewed, the learning framework of the classifica-
tion system is fully tensorial. Indeed, excepting the instrumental
correction, all the steps involved use tensor-based techniques.
The multidimensional structure of the data is then preserved,
and the number of parameters to be estimated is diminished.
To the best of the authors’ knowledge, no previous work in
the literature has used tensor-based ML algorithms to classify
volcano-seismic events. In the following, the steps of the pro-
posed system are detailed.

A. Preprocessing

The first step of the preprocessing stage is the subtraction of
the time-average mean of the signals. After that, the instrumental
correction is done by computing the deconvolution associated
with the transfer function of the sensor, expressing the seismic
signals in their original unity, similarly as in [7]. The goal is
to standardize the velocity waveforms obtained by the sensors,
originally measured in seismic counts, to the unit meter per
second (m/s), making the classifier independent of the type of
sensor used. More details about the instrumental correction are
given in [30]. Next, the signal is smoothed by a Savitzky–Golay
filter [31], and then, a bandpass Butterworth filter from 0.8 to
45 Hz is applied. Fig. 4 illustrates an LP signal before and after
preprocessing.

B. Feature Extraction

The next step of the classification system is feature extraction.
The samples were arranged in 2× 3× 6000 third-order tensors,
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Fig. 4. Waveform of an LP signal before (upper) and after instrumental
correction (lower).

TABLE I
FEATURE DESCRIPTION

where the first mode represents the station (UBW and UBN),
the second mode the channels (HHE, HHN, and HHZ), and
the third mode the number of time samples. After the feature
extraction, the tensor patterns are organized as 2× 3× 56 third-
order tensors, with the third mode representing 56 attributes
calculated for each signal. The complete database of patterns can
be arranged in a single fourth-order tensor (2 × 3 × 56 × 856),
where the fourth mode represents the samples. In other words,
there are 856 third-order tensors, with each one corresponding
to a specific seismic event registered.

The 56 attributes used in this work are shown in Table I, using
frequency and time domains. The frequency-domain features are
calculated using both the MFT and PSD, while the time-domain
features are calculated from the preprocessed time series and
their Hilbert transforms, resulting in four types of features, as
shown in Table I: MFT, PSD, Hilbert, and time. The following
14 attributes are calculated for each of these four domains:
ten windowed averages, total average, kurtosis, skewness, and
standard deviation. The PSD is calculated using the Welch’s
method with overlapping of 75%. The windowed average is
obtained by dividing the time and frequency series into ten
nonoverlapping windows and calculating the average of each
window, leading to ten attributes. These attributes have shown
to be efficient for describing volcano-seismic events (see, e.g.,
[7]).

The use of attributes calculated from both MFT and PSD
may seem to be redundant; however, preliminary results have
shown that the combined use of these two kinds of features
provides better performances than using only one of them. This
is due to the fact that the Fourier transform is obtained by
using its multidimensional form, while the standard PSD is
used. Moreover, the MFT provides better frequency resolution,
whereas the PSD has a better amplitude accuracy.

C. Multilinear Principal Component Analysis

After the feature extraction step, the MPCA is applied for
dimensionality and data correlation reduction [25]. The MPCA
is an extension of the PCA for tensor patterns that performs mul-
tilinear orthogonal projections that capture most of the original
tensorial input variation [25]. However, contrary to the standard
PCA that generates fully uncorrelated data, the MPCA is not able
to create perfectly uncorrelated variables. The MPCA method
has a wide range of applications, such as gait, face, fingerprint,
age, and fault recognition [25], [26], [43].

As the available volcano-seismic database is a set of P = 856
third-order tensorsXp ∈ RI1×I2×I3 , for 1 ≤ p ≤ P , where I1 =
2, I2 = 3, and I3 = 56, the MPCA algorithm can be summarized
as follows.

1) Subtract the average of the data: X̂p = Xp − X̄ ∈
RI1×I2×I3 , for 1 ≤ p ≤ P , where X̄ = 1

P

∑P
p=1 Xp ∈

RI1×I2×I3 .
2) Calculate the covariance matrices associated with the three

modes of the zero-average data:

Φ(n) =
In

I1I2I3P
X̂[n]X̂[n]T ∈ CIn×In (12)

for n = 1, 2, 3, where X̂[n] ∈ CIn×I1I2I3P/In is mode-n
unfolding of the fourth-order tensor X̂ ∈ RI1×I2×I3×P

that contains all the zero-average third-order tensor sam-
ples X̂p.

3) Obtain the transformation matrix U(n) ∈ CIn×Rn as a
matrix, whose columns are the eigenvectors of Φ(n) cor-
responding to the Rn largest eigenvalues, with Rn ≤ In,
for n = 1, 2, 3.

4) Calculate the projected data tensor Y ∈ CR1×R2×R3×P :

Y = X̂ ×1 U
(1)T ×2 U

(2)T ×3 U
(3)T . (13)

If Rn = In, for n = 1, 2, 3, no dimensionality reduction is
carried out. Throughout the next sections, this method will be
denoted by MPCA with full projection (MPCA-FP). On the one
hand, it is possible to reduce the dimensionality ofY by selecting
only some of the eigenvectors of Φ(1), Φ(2), and Φ(3), i.e.,
R1 < I1, R2 < I2, and/or R3 < I3. The values of R1, R2, and
R3 are chosen in order to maintain 90% of the data variance.
This approach will be denoted by MPCA with dimensionality
reduction (MPCA-DR) throughout the rest of this article. The
computational cost of the MPCA is given by O(PI1I2I3[I1 +
I2 + I3] + I31 + I32 + I33 + PI1I2I3[R1 +R2 +R3]). Assum-
ing Ri = Ii, for i = 1, 2, 3, the computational cost can be sim-
plified to O(2PI1I2I3[I1 + I2 + I3] + I31 + I32 + I33 ). On the
other hand, the complexity of the standard PCA isO(PI21 I

2
2I

2
3 +

I31I
3
2I

3
3 + PI1I2I3R1R2R3). For Ri = Ii, i = 1, 2, 3, the com-

putational cost leads to O(2PI21I
2
2I

2
3 + I31I

3
2I

3
3 ).

D. Classification

The last step of the tensor-based system is the classification
algorithm itself. Two multilinear classification methods were
tested and presented in the following: the SPM [18], [19] and
the STuM [20]. The objective of these classifiers is to estimate
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the classes of the P = 856 tensor samples, with inputs given by
the components of the MPCA.

1) Support PARAFAC Machine: The SPM proposed in [18] is
an STM-type classifier based on the assumption that the weight
tensor follows a rank-1 PARAFAC model. In [19], the higher
rank version of the SPM is derived, under the assumption that
the weight tensor is expressed as a higher rank PARAFAC de-
composition. These algorithms implement multiple SVM-type
problems iteratively, one for each mode of the tensor.

The generic STM primal problem formulation for third-order
tensors can be expressed as follows:

min
W

1

2
〈W,W〉+ C

P∑
p=1

ξp (14)

subject to

yp (〈W,Yp〉+ b) ≥ 1− ξp (15)

ξp ≥ 0, n = 1, . . ., P (16)

where W ∈ CR1×R2×R3 is the weight tensor, C is the relaxing
constant, ξp is the pth slack variable, yp ∈ {−1,1} represents the
class tag of the pth sample, Yp ∈ CR1×R2×R3 is the pth sample
tensor at the output of the MPCA, and b is the bias term. The
multilinear decision function that classifies the set of tensors
patterns is given by f(Yp) = sign(〈Yp,W〉+ b), where sign(·)
is the sign function.

The trilinear SPM assumes that the weight tensor fol-
lows the PARAFAC decomposition: W =

∑Q
q=1 A

(1)
.,q ◦A(2)

.,q ◦
A

(3)
.,q ,whereA(1) ∈RR1×Q,A(2) ∈RR2×Q, andA(3) ∈RR3×Q

are factor matrices and Q denotes the rank of the tensor. The
problem (14)–(16) is solved iteratively by estimating, in an
alternating way, one of the factor matrices using the previous
estimations of the other factor matrices. Each iteration of the
algorithm is composed of three steps, each factor matrix U(n)

being estimated in one step using the standard SVM, by fixing
the other factor matrices to their values obtained in the previous
iterations. In what follows, the optimization problem defined in
(14)–(16) is expressed in such a way that it can be solved using
the standard (vector-based) SVM, assuming that all the factor
matrices are known, excepting for one of them.

By using (4), the problem (14)–(16) can be reformulated in
terms of the mode-n unfoldings of W and Yp, for some n ∈
[1, 3], in the following way:

min
W[n]

1

2
Tr[W[n](W[n])T ] + C

P∑
p=1

ξp (17)

subject to

yp(Tr[W[n](Y[n]
p )T ] + b) ≥ 1− ξp (18)

ξp ≥ 0, p = 1, . . ., P (19)

whereW[n],Y
[n]
p ∈ CRn×R1R2R3/Rn . Moreover, using (9) and

assuming that all the factor matrices are known, excepting A(n),

the problem (17)–(19) is reexpressed as [19], [32]

min
A(n)

1

2
Tr

[
A(n)(A

(n)
� )TA

(n)
� (A(n))T

]
+ C

P∑
p=1

ξp (20)

subject to

yp

(
Tr

[
A(n)(A

(n)
� )T (Y[n]

p )T
]
+ b

)
≥ 1− ξp (21)

ξp ≥ 0, p = 1, . . ., P (22)

with A
(n)
� ∈ RR1R2R3/Rn×Q.

By defining B(n) = (A
(n)
� )TA

(n)
� ∈ RQ×Q, Ã(n) =

A(n)(B(n))1/2 ∈ RRn×Q, and Ỹ(n)
p = Y

[n]
p A

(n)
� (B(n))−1/2 ∈

RRn×Q, we obtain

Tr
[
A(n)(A

(n)
� )TA

(n)
� (A(n))T

]
= Tr

[
Ã(n)(Ã(n))T

]

= vec
(
Ã(n)

)T

vec
(
Ã(n)

)
(23)

Tr
[
A(n)(A

(n)
� )T (Y(n)

p )T
]
= Tr

[
Ã(n)(Ỹ(n)

p )T
]

= vec
(
Ã(n)

)T

vec
(
Ỹ(n)

p

)
. (24)

Equations (20) and (21) can then be rewritten as

min
Ã(n)

1

2
vec

(
Ã(n)

)T

vec
(
Ã(n)

)
+ C

P∑
p=1

ξp (25)

subject to

yp

(
vec

(
Ã(n)

)T

vec
(
Ỹ(n)

p

)
+ b

)
≥ 1− ξp (26)

ξp ≥ 0, p = 1, . . ., P. (27)

The problem formulated in (25) and (26) is the format of a
standard vector-based SVM, with input given by vec(Ỹ(n)

p )
and weight vector vec(Ã(n)). After finding Ã(n) using the
SVM, the original factor matrix can be computed as A(n) =
Ã(n)(B(n))−1/2, for n = 1, . . ., 3. The matrix B(n) is assumed
to be known as it depends on the other factor matrices, which
are also assumed known at this stage of the algorithm.

The algorithm continues by iteratively computing each factor
matrix assuming that the other factor matrices are fixed, and
it stops when the estimated classes do not change from one
iteration to another. Moreover, the factor matrices are initialized
randomly. When Q = 1, the above presented technique will
be denoted by low-rank SPM (LR-SPM); otherwise, it will be
denoted simply by SPM.

The time complexity of the SPM algorithm can be obtained as
follows. Assuming a high number of samples P , the complexity
of the SPM is limited by the training stages. The training
complexity for a standard SVM solver is given by O(DP 2),
with D representing the dimension of the feature vector. Hence,
as the SPM solves three SVMs at each iteration, the complexity
of the training steps is given by O(QP 2[R1 +R2 +R3]Nit),
where Nit is the number of iterations.
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2) Support Tucker Machine: Roughly, the main idea of the
STuM is similar to that of the SPM; however, instead of assuming
a PARAFAC decomposition for the weight tensor, the STuM as-
sumes that W follows a Tucker decomposition, as follows [20]:
W = G ×1 A

(1) ×2 A
(2) ×3 A

(3), with G ∈ CQ1×Q2×Q3 be-
ing the core tensor, A(n) ∈ CRn×Qn , for n = 1, 2, 3, the factor
matrices, and (Q1, Q2, Q3) the trilinear rank of W .

The optimization problem is the same as in (14)–(16), rewrit-
ten as (17)–(19). Similarly as in the SPM, an iterative approach
is adopted by the STuM, in which the factor matrices associated
with each of the modes are estimated keeping all the other factor
matrices and the core tensor fixed. However, the iterations of the
STuM have an additional step for computing the core tensor G,
leading to a total of four steps per iteration.

Using (11), (17)–(19) can be expressed as

min
A(n)

1

2
Tr

[
A(n)G(n)(A

(n)
⊗ )TA

(n)
⊗ (G(n))T (A(n))T

]
+C

P∑
p=1

ξp

(28)

subject to

yp

(
Tr[A(n)G(n)

(
A

(n)
⊗

)T (
Y[n]

p

)T

] + b

)
≥ 1− ξp (29)

ξp ≥ 0, p = 1, . . ., P (30)

with A
(n)
⊗ ∈ CR1R2R3/Rn×Q1Q2Q3/Qn and G(n) ∈

CQn×Q1Q2Q3/Qn . Similarly as in SPM, let us define
C(n) = G(n)(A

(n)
⊗ )TA

(n)
⊗ (G(n))T ∈ RQn×Qn , Ã(n) = A(n)

(C(n))1/2 ∈ RRn×Qn , and Ỹ
(n)
p = Y

[n]
p A

(n)
⊗ (G(n))T

(C(n))−1/2 ∈ RRn×Qn . Using these definitions, the problem
formulated in (28) and (30) can then be rewritten as (25) and
(26).

As earlier mentioned, the cost function in (25) and (26)
follows the standard SVM format, with input vec(Ỹ(n)

p ) and
weight vector vec(Ã(n)). Similarly as in the SPM, the STuM
computes each factor matrix assuming that the other factor
matrices and the core tensor are known and equal to their
previous estimations. The estimation of the core tensor is
obtained using the following vectorization of the core ten-
sor W[20]: vec(W[1]) = A⊗vec(G[1]), where A⊗ = A(3) ⊗
A(2) ⊗A(1) ∈ CR1R2R3×Q1Q2Q3 . Indeed, using this equation,
(17)–(19) can be rewritten for n = 1 as

min
G[1]

1

2
vec

(
G[1]

)T

AT
⊗A⊗vec

(
G[1]

)
+ C

P∑
p=1

ξp (31)

subject to

yp

(
vec

(
G[1]

)T

(A⊗)T vec
(
Y[1]

p

)
+ b

)
≥ 1− ξp (32)

ξp ≥ 0, p = 1, . . ., P. (33)

Finally, by defining D = (A⊗)TA⊗ ∈ RQ1Q2Q3×Q1Q2Q3 ,
g̃(1) = D1/2vec(G[1]) ∈ RQ1Q2Q3 , and ỹ

(1)
p =

D−1/2AT
⊗vec(Y[1]

p ) ∈ RQ1Q2Q3 , we obtain

min
G[1]

1

2

(
g̃(1)

)T

g̃(1) + C

P∑
p=1

ξp (34)

subject to

yp

((
g̃(1)

)T

ỹ(1)
p + b

)
≥ 1− ξp (35)

ξp ≥ 0, p = 1, . . ., P. (36)

The final step of each STuM iteration consists of finding g(1)

through the standard SVM in (34)–(36), and, then, estimating
the core tensor as G[1] = D−1/2g̃(1). Moreover, the factor ma-
trices and the core tensor are randomly initialized, and the stop
criterion is achieved when the estimated classes do not change
from one iteration to another.

As it can be viewed, the STuM has more parameters to be
estimated in comparison to the SPM and one extra step for
estimating the core tensor. On the other hand, the STuM has
a greater degree of freedom for fitting the weight tensor than
the PARAFAC decomposition, which is a great advantage for
performing classification. The time complexity of the STuM
algorithm can be obtained similarly to the case of the SPM and
is given by O(P 2[R1Q1 +R2Q2 +R3Q3 +Q1Q2Q3]Nit).

IV. DATABASE DESCRIPTION

The Ubinas volcano is an active andesitic stratovolcano,
located 60 km east of the city of Arequipa, with an average
occurrence of six to seven eruptions per century and persistent
fumarolic and phreatic activity. The recent episodes are charac-
terized by volcanic eruptions and by the extrusion of a lava dome.
The Centro Vulcanológico Nacional (CENVUL) is a service of
the IGP in charge to keeping in alert the volcano monitoring in
Peru. Recently, three eruptive events were identified by the IGP,
into the periods 2006–2009, 2014–2017, and 2019, with persis-
tent seismicity and observed fumarole, such as the occurrences
between 2006 and 2009 [33], [34].

To monitor the volcanic activity, the IGP built up a seismic
telemetry network composed of six stations around the volcano
[7]. From May to July 2009, a field seismic experiment was
carried out on the Ubinas volcano, where three-component seis-
mometers were deployed in the north and west flanks. The 2009
Ubinas experiment was carried out with international participa-
tion of the EU-VOLUME project [33], in a cooperation between
the IGP and the Institut de Recherche pour le Développement.
More details can be found in [35].

A catalog of Ubinas seismicity was made by the CENVUL
of the IGP, in the period of 2006–2011. This catalog can be
found on the IGP website https://repositorio.igp.gob.pe /. Ac-
cording to the catalog, the Ubinas exhibited a diversity of seismic
waveform classes, each one associated with a physical process
of the volcano. These types of signals were also reported in
other volcanoes. The volcanology has identified and labeled the
following events [1], [36].

1) Long-period: These events correspond to fluid processes
caused by pressure excitation mechanisms, associated

https://repositorio.igp.gob.pe
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Fig. 5. Map of the Ubinas volcano with the UBN and UBW stations.

with the response of the plumbing system caused by fluid
movements [36]. These fluid movements at the volcano
intern cavities result in signals with low-frequency com-
ponents.

2) Tremors: They are characterized by sound waves resonat-
ing through the volcano rocks, resulting in rupture. The
signals show sustained amplitude that can last from tens
of seconds to days. The event is associated with degassing
after an eruption [1], [36].

3) Explosions: They are associated with sudden decompres-
sion and the magma fragmentation process [35], [37],
which consists of gas exploding from inside to outside
the volcano, showing high amplitude signals in the time
domain. For the Ubinas Volcano, explosions are related to
the destruction of the magmatic plug. In [38], it was shown
that an overall acceleration of the number of LP leads to
eminent explosion.

4) Volcano-tectonic: They are associated with stress changes
in rocks, induced by magma movement, similar to earth-
quake events [1], [36]. The VT events are caused by
high pressure inside the volcano, resulting in signals with
high-frequency components.

5) Hybrid: They have characteristics of both LP and
VT events, where the signal’s spectral response corre-
sponds to both high-frequency and low-frequency values
[1], [36].

The database used in this was taken from the IGP catalog,
during a period of great activity of the Ubinas volcano, in 2009.
The signals considered in this work were registered from two
seismic stations deployed on the north (3.7 km from the crater)
and west (2.7 km from the crater) of the volcano, as shown
in Fig. 5, where UBN represents the north station and UBW
the west station. Each station is equipped with three-component
(north, east, and vertical) broadband seismometers, with a
100-Hz sampling rate and high-resolution digitizers Guralp
6TD. As earlier mentioned, it is considered that the signals
recorded by different stations, in the same time interval, belong
to the same class.

TABLE II
SEISMIC DATABASE INFORMATION

Fig. 6. Estimated PSD of samples of the five classes.

A summary of the main information about the seismic
database considered in this article is shown in Table II, with
the number of class samples being detailed in parenthesis in
the third row. A total of 856 tensor samples are used, each
one being organized as 2× 3× 6000 third-order tensor, with
the first dimension corresponding to the number of sensors,
the second dimension the number of channels per sensor,
and the third dimension the number of time samples per signal.
The duration of the signals is set to 60 s. As the sampling
frequency is equal to 100 Hz, each signal has 6000 time sam-
ples. The seismic signals whose duration is less than 60 s are
completed with zeroes. The total number of signals is then equal
to 5136. As it can be viewed, the classes with more samples are
the LP and TR, whereas the one with less samples is VT. This is
due to the fact that LP and TR events are much more common
than the VT and EX events.

The goal of the classification system is to correctly classify
the seismic signals into one of the five existing classes (TR, LP,
EX, HB, and VT). Fig. 6 shows the estimated PSD of one sample
of the waveforms for each class. As it can be viewed, the classes
have different frequency behaviors, which is exploited in the
classification process.

V. RESULTS

In this section, the results obtained with the database of
volcano-seismic events described in Section IV are presented,
with the K-fold cross-validation method being used. Some
preliminary simulations, whose results are omitted, were carried
out in order to find the best values for the constantC, the number
of folds K, and the ranks of the SPM and STuM, with C = 100,
K = 10, Q = 3, Q1 = 2, Q2 = 3, and Q3 = 5 providing the
best results. When not stated otherwise, these values were used
in the rest of the results.

For comparison purposes, the LR-SPM was also tested, as
well as the standard PCA and SVM techniques using the vec-
torization of the tensor samples, which yielded pattern vectors
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TABLE III
CCR FOR THE DIFFERENT SYSTEM CONFIGURATIONS—

WITH PCA-FP AND MPCA-FP

of dimension 336. The proposed approach is also compared
with a CNN inspired by the work [8] and with the method
presented in [7], where the EMD is performed before attribute
extraction, but using the same attributes of the present work.
Multiclass SVM and STM were implemented using the one
versus all approach. The results are presented in the form of
correct classification rate (CCR) and confusion tables.

A. MPCA With Full Projection

In this subsection, results using the PCA and MPCA with full
projection are presented (PCA-FP and MPCA-FP). Table III
shows the CCR provided by different configurations of classi-
fiers and PCA. It can viewed from this table that the best result
was obtained by the MPCA-FP with STuM, which provided a
CCR of 90.1%. This is due to the fact that these techniques
are tensorial, which do not break the multidimensional structure
of the data. Moreover, among the tensor-based classifiers, the
STuM is the one that has the highest number of free param-
eters. In other words, the Tucker decomposition has a degree
of freedom to fit the weight tensor higher than the PARAFAC
decomposition.

The better performance of the STuM with respect to the
other classifiers is confirmed by comparing the CCR of the
three tensor-based classifiers when using the same type of PCA.
Indeed, for the three tested kinds of PCA (MPCA, standard PCA,
and no PCA), the STuM always provides the best CCR, while
the LR-SPM has the worst performance among the tensorial
classifiers. The low-rank constraint of the LR-SPM diminishes
the computational complexity; however, it does not have the
same capacity to fit the weight tensor. Nevertheless, the CCR of
the LR-SPM is significantly higher than the ones of the standard
SVM in all the tested cases, with the same type of PCA. The
better CCR provided by the tensor-based classifiers suggest that
they have a higher capacity for separating the five classes than
the conventional SVM.

By comparing the performance of the two types of PCA, it
can be viewed that the STuM with MPCA provided a better
CCR than with PCA. In addition, the PCA with STuM showed
a slightly better success rate than the case with no PCA. The
same conclusion can be drawn for the other two tensor-based
classifiers: the best CCR is achieved with MPCA, while the worst
is obtained with no PCA. This behavior shows that the MPCA

TABLE IV
CCR FOR THE DIFFERENT SYSTEM CONFIGURATIONS—

WITH PCA-DR AND MPCA-DR

is more efficient in transforming the tensor attributes than the
standard PCA, although the vector-based PCA provides a small
gain in CCR with respect to the case with no PCA.

B. MPCA With Dimensionality Reduction

In this subsection, results using the PCA and MPCA with
dimensionality reduction are presented (PCA-DR and MPCA-
DR). Many tests were carried out in order to find the number of
the MPCA components that provides the highest success rate, the
best results being obtained with R1 = 2, R2 = 2, and R3 = 5,
i.e., Yp ∈ R2×2×5. Given that the original data have dimensions
2× 3× 56, one can see that no dimensionality reduction was
made at the first dimension, which is associated with the station
number. This is due to the fact that the two eigenvalues of the first
mode, equal to 1.95× 1017 and 0.90× 1017, have significant
values. Hence, ignoring one of the eigenvalues would result in
significant loss of information. This means that both the stations
provide relevant information for the system.

Regarding the 2 D, associated with the sensor channel, using
only the first two components provided a better CCR than using
three components. This is due to the fact that the eigenvalues
associated with the second mode are equal to 3.03× 1017,
0.86× 1017, and 0.01× 1017, which allows ignoring the last
eigenvalue. Moreover, a significant reduction in the dimen-
sionality of the third mode, associated with the features, was
also possible, without significant performance losses. Indeed,
reducing the number of eigenvalues from 56 to 5 corresponds
to maintaining 90% of the data variance. For the standard PCA,
the best results were obtained with the first ten components.

Table IV shows the CCR provided by different configurations
of classifiers, PCA-DR and MPCA-DR, with the table organized
exactly as Table III. However, in Table IV, the results with
no PCA are not shown, to avoid redundancy. Comparing the
results of Tables III and IV, it can be viewed that the MPCA-DR
provided higher CCRs than the MPCA-FP, for all the tested
classifiers. Similarly, PCA-DR provided slightly higher success
rates than the PCA-FP, except for the STuM that provided the
same CCR with the PCA-DR and PCA-FP. This result shows
that the dimensionality reduction, in addition to decreasing the
number of parameters, improves the CCR, especially in the
tensor-based case.

Moreover, we can draw from Table IV the same conclusions
that were drawn for Table III. Indeed, the best result was obtained
by the MPCA-DR with STuM, which provided a CCR of 91.9%.
In addition, the tensor-based classifiers performed better than the
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TABLE V
CCR—COMPARISON BETWEEN THE PROPOSED APPROACH AND THE

ONES OF [7] AND [8]

TABLE VI
CONFUSION MATRIX FOR THE STUM WITH MPCA-DR

SVM, with the STuM providing the best CCR and the LR-SPM
giving the lowest success rate among the tensorial classifiers.
Besides, the MPCA-DR outperformed the PCA-DR for all the
classifiers.

Furthermore, in Table V, the CCR of the proposed approach,
with StuM, is compared with the one provided by the method
presented in [7], where the EMD is performed before the at-
tribute extraction step, combined with the standard SVM. This
method is denoted by EMD + SVM. Table V also compares
the proposed method with the deep learning approach, using a
CNN with design inspired by [8]. These two techniques are
implemented using the same attributes of the present work,
but vectorized, in the following cases: no PCA, PCA-DR, and
MPCA-DR.

It can be observed from Table V that the proposed approach
using the STuM provided the best CCRs for the three cases (no
PCA, PCA-DR, and MPCA-DR), and once again, the MPCA-
DR combined with the STuM reached the best CCR. This is due
to the fact that the techniques of [7] and [8] break the tensor
structure of the data. The MPCA-DR has also improved the
performance of the EMD + SVM and CNN methods, the worst
CCR being achieved by the CNN.

Table VI shows the confusion matrix for the best configura-
tion: MPCA-DR with STuM. It can be viewed from this table
that the classes TR and LP provided the highest CCRs, while the
HB showed the worst success rate. The HB class, as described
in Section II, has characteristics of both the LP and VT classes,
which explains the misclassification of its samples to one of
these classes.

C. Effects of the Preprocessing Steps and Tensor Ranks

In this subsection, the effects of the preprocessing steps and
the choice of the tensor ranks are evaluated. Table VII shows
the confusion matrix obtained by the MPCA-DR with STuM

TABLE VII
CONFUSION MATRIX FOR THE STUM WITH MPCA-DR,

WITHOUT PREPROCESSING

TABLE VIII
CCR FOR THE DIFFERENT RANK CONFIGURATIONS—WITH

MPCA-DR AND STUM

TABLE IX
FLOPS COUNTS FOR SEVERAL CLASSIFIERS

without preprocessing the data. The goal is to illustrate the effect
of the preprocessing steps, including the instrumental correction.
Comparing the results of Tables VI and VII, it can be viewed that
this preprocessing has a deep impact on the success rate. Indeed,
without these steps, a significant reduction in the success rate
is observed for all the classes. The main reason to this result is
the fact that valuable information related to the physical energy
of the signals is lost when the instrumental correction is not
applied. This step gives the energy of the signals a physical
sense, providing valuable information to the classifiers.

In order to show the impact of the trilinear rank on the system
performance, Table VIII shows the CCR provided by the STuM
with MPCA-DR for some configurations of (Q1, Q2, Q3). Other
configurations were tested, however, to improve the presen-
tation, this table shows only some of the obtained results. It
can be viewed from these results that the ranks of the Tucker
decomposition have a very significant impact on the CCR. The
worst result was obtained with Q1 = 1, Q2 = 2, and Q3 = 3,
which indicates that using small values for the tensor ranks may
limit the ability of the Tucker decomposition to fit the weight
tensor.

D. Computational Cost

In Table IX, the floating point operations per second (FLOPS),
which is a measure of computer performance, of several al-
gorithms are presented, including the ones of the proposed
framework. From Table IX, it can be viewed that the linear SVM
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is the less demanding in terms of FLOPS, whereas the STuM
is the most complex method, due to the fact that the STuM has
more parameters to estimate. Moreover, the deep learning CNN
provided a computational cost roughly close to the SPM and
STuM. This result pictures a tradeoff between CCR performance
and computational cost of these techniques.

VI. CONCLUSION

In this article, a tensorial framework was proposed for clas-
sifying volcano-seismic signals into five different classes using
tensor learning techniques such as the MPCA and STM. The
proposed method integrates feature extraction, dimensionality
reduction, and classification into a framework that can be fed
with multidimensional data. The database used in this work
consists of 3-D data samples recorded during a period of great
activity of the Ubinas volcano, Peru, in 2009. The tensor struc-
ture of the patterns, organized as stations× channels× features,
is built by exploring the use of multiple multichannel triaxial
sensors, operating simultaneously in two seismic stations.

The results showed the very significant gain in performance
provided by the tensorial classifiers, as well as by the MPCA,
when compared with their vector-based counterparts. The best
result was obtained with the STuM classifier along with the
MPCA-DR. The best CCR provided by the tensor-based con-
figurations is due to the fact they preserve the multidimensional
structure of the data, avoiding the drawbacks of tensor vectoriza-
tion. The best performance of the STuM with respect to the SPM
is due to the fact that it has a greater degree of freedom for fitting
the weight tensor. However, the STuM has more parameters to
be estimated in comparison to the SPM and one extra step for
estimating the core tensor. The tensor learning approach also
surpassed, in terms of CCR, a deep learning CNN method and
the technique of [7]. The results also showed that preprocessing,
which includes the instrumental correction, has a great impact
on the data classification, as it gives to the energy of the signals
a physical sense.

Future steps of this article include the use of a database of the
Ubinas with more samples, the proposition of another version
of the STM, based on a more generic decomposition, and the
development of an automatic procedure for finding the ranks
of the PARAFAC and Tucker decompositions. Moreover, a real-
time implementation of the presented classification system in the
volcano monitoring center of the IGP is also under consideration.
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