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Abstract

An integrated multilevel approach is here built by combining classical Molecular Dy-
namic (MD) simulations, Time-Dependent Density Functional Theory (TD-DFT) calcu-
lations and solvation dynamics linear response (LR) analysis, and successively employed
to investigate the optical properties and solvation structure of a prototypical heteroleptic
Ru(II)-polypyridyl complex, widely employed in dye sensitized solar cells. The MD sim-
ulations are performed with an accurately parameterized intramolecular force field (FF),
specifically derived from the quantum chemical (DFT) description of the molecule, both
for its singlet and triplet ground states. Solvent effects, in ethanol (EtOH) and dimethyl
sulfoxide (DMSO), are taken into account at different level of approximation, going from
a totally implicit description (polarizable continuum) to an hybrid explicit/implicit scheme.
Our results show that the developed FFs were able to accurately describe and preserve the
octahedral coordination of the Ru(II) center along the MD trajectories, yielding an accurate
picture of the solute dynamics. Noticeably, the dynamical effects and the inclusion of an ex-
plicit micro-solvation shell were found to be crucial to get a good agreement with the exper-
imental absorption spectrum in EtOH, in both shape and positions of the main bands. The
significant experimental blue-shift of the two low-energy bands in DMSO, that is not repro-
duced by the simulated thermal-averaged spectra, is, instead, attributed to de-protonation
phenomena of the carboxylic groups induced by the strong nucleophilic character of the
solvent. Finally, analysis of the solvent response shows that the structural changes in the
first solvation shell, following the metal-ligand to ligand charge transfer excitation, cause,
in the protic medium (EtOH) the breakdown of the linear response approximation, which,
on the contrary, holds for DMSO.
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1 Introduction

Charge transfer processes induced by light absorption are crucial in a variety of physico-chemical

phenomena in different fields, ranging from the natural and artificial photosynthesis,1, 2 photo-

voltaic applications3, 4 and photo-activated medical therapies.5, 6 Since the first report in 1960s

by Crosby and co-workers7 on the luminescence of Ru(bpy)3
2+ and the following breakthrough

paper in 1972 by Gafney and Adamson,8 in which the electron transfer (ET) quenching of the

triplet charge transfer (CT) excited state was demonstrated, octahedral ruthenium polypyridine

complexes have been extensively studied and exploited by virtue of their peculiar chemical

and photochemical properties.9–12 In particular, they have been largely employed in dye sen-

sitized solar cells (DSCs), where the outstanding performances of the [Ru(4,4′-COOH-2,2′-

bpy)2(NCS)2] (N3) dye and its derivatives, have played a central role in the success of the

DSCs technology.13–18 When dealing with CT excitations, it is clear that the surrounding sol-

vent molecules, responding to the sudden change in the solute’s charge distribution, play an

important role on both the energetics and dynamics of the excited states.19–27

From a theoretical and computational point of view, a proper treatment of the environ-

ment as well as of its dynamical response to the change of the electron density distribution

upon electronic excitation is therefore crucial for a reliable description of any photochemical

and photophysical process. This evidently requires to go beyond an implicit description of

the surrounding medium,28 by explicitly including the solvent molecules into the system.29, 30

Although the increasing computational power and the implementation of efficient parallel al-

gorithms make full ab initio molecular dynamic (MD) simulations of rather complex systems

affordable,26, 27, 31, 32 the necessity of treating a large number of solvent molecules on longer

timescales often limits the feasibility of first-principles MD methodologies. To circumvent the

first limitation, i.e. the system size, a possible solution is to resort to hybrid Molecular Mechan-

ics (MM) and Quantum Mechanics (QM) schemes (QM/MM), where the solute is described

at QM level and the solvent molecules by means of classical mechanics.33–36 Although these

approaches allow for quite accurate ab initio MD simulations of large molecules in solution, at

present only runs of the order of picoseconds can be reasonably carried out. Yet, as far as the
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second of the aformentioned computational limits (the simulation time length) is concerned,

to achieve a meaningful statistical analysis of the solvent structure as well as of its dynamic

response to the solute electronic excitation, one has to necessarily resort to classical techniques

as Molecular Dynamics (MD) or MonteCarlo (MC) where much longer runs (> 1 ns) can be

carried out .

In classical MD or MC simulations,37–39 the description of the investigated system is en-

coded in the parameters of a collection of analytical model functions, the force-field (FF), which

gives an estimate of the system’s total energy depending on the nuclei positions. In other words,

the reliability of the classical simulations essentially relies on the FF accuracy.40–47 For this

reason, the selection of an appropriate FF to investigate the solvation structure around the con-

sidered Ruthenium complex and its dynamics upon electronic excitation should be taken and

validated with care. In fact, the straighfoward adoption of literature transferrable parameters

was readily discarded, given both the scarce availability of FFs able to describe metal-organic

compounds and the lack of FFs capable to handle the molecule in an excited electronic state.48

An alterantive route consists in tailoring a specific FF for the investigated molecule, by deriving

the FF parameters from a QM description of the target system. Such Quantum Mechanically

Derived FFs (QMD-FFs) have indeed attracted a lot of attention in the past decade,44, 49–67 and

several different approaches and parameterization techniques have been reported. In the present

paper, we resort to the JOYCE protocol,51 developed and recently refined54, 67 by some of us. As

a matter of fact, the QMD-FFs produced by JOYCE were already succefully employed to study

the solvation features of two organo-metallic complexes in octahedral symmetry, namely the

ferro- and ferri-cyanide ions.68 On the same foot, one of the major strengt of the JOYCE code

stands in its capability of parameterizing FFs for any electronic excited state, exploiting the

possibility of describing excited potential energy surface through the time dependent (TD) im-

plementation of suitable DFT methods. Indeed, up to present, excited state QMD-FF, parame-

terized by means of the JOYCE code, were successfully employed in the simulation of singlet

excited states of several organic dyes, in simple solvents46, 69–73 or embedded in more complex

environments.74–76 These previous results prompted us to build, by means of the JOYCE code,

two specific QMD-FFs for the investigated Ru-complex, one for the ground-state and one for
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its lowest triplet excited state. It might be worth noticing that, up to our knowledge, this is the

first FF specifically built for a triplet state.

Exploiting the developed FFs, here we set up an integrated multilevel computational strat-

egy, which combines classical MD simulations with extensive excited state TD-DFT calcula-

tions, to simulate the steady-state absorption properties and analyze the solvation dynamics of

the well-known Z907 dye, [(NCS)2Ru(bpy-(COOH)2)(bpy-(C6H13)2)] (Figure 1), embedded

in both a protic (EtOH) and an aprotic (DMSO) solvent. Indeed, in a recent paper reported

Figure 1: Chemical structure of the Z907 dye.

by some of us,30 peculiar transient IR and visible spectral evolutions were observed only in

the former solvent, and interpreted as arising from the change in the Z907-ethanol hydrogen-

bond network, following the transition to the lowest-energy triplet state, which displaces charge

from the NCS ligands to the bpy-COOH moiety. In the present work , to get deeper insights

into the response of the two solvents to the CT electronic excitation, we first analyze the out-

comes of the MD simulations in terms of the solvent microscopic structure and its relaxation

dynamics in both the ground, S0, and excited lowest triplet state, T1, in a linear response (LR)

framework. Next, we obtain thermally averaged absorption spectra, by computing the vertical

excitation energies at TD-DFT level over a large number of snapshots extracted from the MD

trajectories. During each calculation, the solvent was accounted for either at implicit level or by

explicitely including at QM level a number of solvent molecules, selected on the grounds of the
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solvation structure analysis. It is worth to stress that, to the best of our knowledge, this is the

first time that the dynamical and solvation effects are deeply analized and simultaneosly taken

into account, in a statistically meaningful manner, in the simulation of the optical absorption

spectra of a Ru(II)-polypyridyl complex. It is worth to stress that a previous work by Assfeld

and co-workers77 reported a combined classical MD and mixed QM/MM approach to simulate

the absorption spectrum in water of a Ru(II) sensitizer. Due to the lack of accurate FFs for the

octahedral transition metal compounds, however, the MD trajectory was carried out by freezing

the solute geometry and, then, QM/MM optimizations of the solute were performed on the ran-

domly extracted configurations to partially recover the structural response of the solute to the

solvent distribution.

The paper is organized as follows: in the next section the adopted multi-level approach is

discussed, together with the relevant computational details for each of the employed QM and

MM techniques; the results are then reported and discussed in the third section, whereas our

main conlusion are drawn in the last section.

2 Methodology

The multilevel approach adopted in this work is schematically depicted in Figure 2: for S0

and T1, the intramolecular FF is parameterized through the JOYCE code,51, 54 on the basis of

QM (DFT) calculations as detailed below; the intermolecular part (solute-solvent and solvent-

solvent) is taken from the Optimized Potentials for Liquid Simulations (OPLS) FF, with the

solute point charges calculated at DFT level on the geometries optimized in a polarizable con-

tinuum dielectric medium;78 the S0 MD trajectories in explicit solvent are sampled by extracting

representative solute@solvent conformations, which were in turn successively employed for the

calculations of the steady-state thermal-averaged absorption spectra; the EtOH and DMSO dy-

namics along the S0 and T1 MD runs is analyzed in a linear response framework.
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2.1 QMD-FF parameterization

The intramolecular QMD-FF employed for the description of Z907 flexibility, E intra, takes the

standard form:

E intra = Estretch +Ebend +ERtors +EFtors +Enb (1)

The first two terms account for the stretching and bending contributions, and are both com-

puted as sums of harmonic functions:

Estretch =
1
2

Ns

∑
µ

ks
µ(rµ − r0

µ)2; Ebend =
1
2

Nb

∑
µ

kb
µ(θµ −θ

0
µ)2 (2)

being ks
µ ,kb

µ and r0
µ ,θ 0

µ the force constants and the equilibrium values. On the same foot, se-

lected stiff torsional internal coordinates,51, 54 as those displayed in panels b)-d) in Figure 3,

were also accounted for through a sum of harmonic functions as

ERtors =
1
2

NRt

∑
µ

kt
µ(φµ −φ

0
µ)2 (3)

Figure 2: Scheme of the integrated sequential approach. Quantum Mechanics (QM) and Classical Mechanics
(CM) levels are evidenced by gray and orange backgrounds, respectively. Brown arrows indicate the sequential
data flux. The same protocol has been applied to ground (S0) and excited (T1) states.
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being kt
µ and φ 0

µ the force constant and the equilibrium values of the considered stiff dihedral.

To account for the more flexible δ1-δ7 dihedrals (see panels e) and f) in Figure 3 for definition),

a sum of cosines is used, namely

EFtors =
NFdihedrals

∑
µ

Nµ

∑
j=1

kd
jµ
[
1+ cos(n j

µδµ − γ
j
µ)
]

(4)

where kd
jµ is the force constant, δµ the dihedral, n j

µ and γ
j
µ the multiplicity and a phase factor

for the jth cosine. Nµ is the number of cosine functions employed for dihedral µ . The last term

of equation (1) is computed as

Enb =
Nsites

∑
i=1

Nsites

∑
j=1

[
ELJ intra

i j
]

(5)

where the interaction between the ith and jth atoms is described through a 12-6 Lennard Jones

(LJ) potential (ELJ intra).

Both S0 and T1 intramolecular QMD-FFs were parameterized with the JOYCE package,51, 54

through a least square minimization of the objective function Iintra

Iintra =
Ngeom

∑
g=0

Wg
[
Ug−E intra

g
]2

+
3N−6

∑
K≤L

2W ′′KL
(3N−6)(3N−5)

[
HKL−

(
∂ 2E intra

∂QK∂QL

)]2

g=0
(6)

where Ngeom is the number of the sampled conformations, QK is the Kth normal coordinate

and Ug is the QM computed energy in the gth geometry, with respect to the absolute minimum

(g = 0). The QM Hessian matrix HKL and the FF Hessian are evaluated at g = 0. Wg and W ′′KL are

the standard51, 54 weighting factors for energies and Hessian, respectively. Further details can

be found in the Supplementary Information and in the original papers.51, 54 The GAUSSIAN09

suite of programs79 has been used to perform all the required QM calculations.

Geometry optimizations of the Z907 dye were carried out in the gas phase with the B3LYP80

functional and the DGDZVP81 basis set, at restricted and unrestricted level for S0 and T1, re-

spectively. In fact, besides the average good performances reported for the B3LYP functional in

handling in general transition metal complexes,82–85 the here adopted B3LYP/DGDZVP level

of theory has been proved valuable in investigating Ru polypyridine compounds.18, 86 Finally,

as discussed in the next sections, this choice is consistent with the level of theory employed
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to study its electronic transitions. For these optimized conformations, Hessian matrices and

harmonic vibrational frequencies were calculated at the same level of theory. Furthermore, re-

laxed energy scans along the δ1-δ7 flexible dihedrals (see Figure 3) were performed for both

investigated states by varying each dihedral angle from 0◦ to 180◦, in steps of 15◦.

To model both the solute-solvent and solvent-solvent interactions, the standard 12-6 LJ

(ELJ
i j ) plus charge-charge Coulomb potential (ECoul

i j ) were adopted:

ELJ
i j (ri j) = 4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]

(7)

and

ECoul
i j (ri j) =

qiq j

ri j
(8)

In particular, the solute-solvent intermolecular energy, EFFinter , is expressed as

E inter(r̄) =
NZ907

∑
i=1

Nsolv

∑
j=1

[
ELJ

i j (ri j)+ECoul
i j (ri j)

]
(9)

where NZ907 and Nsolv are the number of the solute and solvent interaction sites and i/ j is the

ith/ jth site of the solute or solvent, respectively. LJ intermolecular parameters for both so-

lute and solvent were taken from the OPLS FF.39, 87, 88 The solute CM5 atomic point charges89

were obtained from the equilibrium S0 and T1 geometries obtained at B3LYP/DGDZVP level of

theory, describing the solvent (EtOH or DMSO) through the conductor-like polarizable contin-

uum model (C-PCM).90 Conversely, the OPLS description39, 87, 88 was adopted for both solvent

charges and internal flexibility. All intermolecular parameters and a complete list of the point

charges obtained for the Z907 molecule in either the S0 and T1 state can be found in Table J in

the Supporting Information.

2.2 MD calculations

All MM and MD calculations were performed with the GROMACS engine.91, 92 Several val-

idation tests of the parameterized FF were performed at MM level on the isolated molecule,

consisting in both MD runs in the NVT ensemble and geometry optimizations. The latter were
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carried out by optimizing all degrees of freedom or by performing a relaxed MM scan along a

chosen dihedral. In all cases, the conjugate gradient algorithm available within the GROMACS

5.1 package91, 92 was exploited.

The simulation boxes in our MD runs of the solvated systems were composed of one Z907

molecule, in either its S0 or T1 state, and 1177 and 971 solvent molecules, for EtOH and DMSO,

respectively. During equilibration, each system was simulated for 2.5 ns, in the NPT ensem-

ble at 1 atm and 298 K, keeping the temperature and pressure constant through the Berendsen

thermostat and barostat,93 with τT and τP to 0.1 and 5.0 ps, respectively. At this stage, bond

lengths are constrained at their equilibrium value using the LINCS algorithm, allowing for a 1

fs time step. The 5 ns production runs for each of the four resulting equilibrated systems (here-

after labeled S0@EtOH, T1@EtOH, S0@DMSO and T1@DMSO) were carried out again in the

NPT ensemble, but through velocity-rescale thermostat94 and the Parrinello-Rahman scheme.95

During the production runs, the constraints on the stretching motions were removed and the

time-step consequently decreased to 0.25 fs. In all equilibration and production simulations,

a cut-off of 11 Å was employed for both charge-charge and LJ terms, whereas long-range

electrostatics was accounted for through the particle mesh Ewald (PME) procedure. Along the

S0@EtOH and S0@DMSO production runs, the trajectory was stored every 5 ps, and thereafter

exploited for the extraction of 100 frames (one every 50 ps), then used for the calculation of the

visible absorption spectrum (vide infra).

As detailed in the following, for the calculations of the solvent response function (SRF),

four additional runs (each consisting in 5 ns) were also carried out in the micro-canonical NVE

ensemble, employing the same simulation conditions adopted in the NPT production runs, but

storing the trajectories every 20 fs.

2.3 Solvation Analysis

The microscopic structure of the solvated Z907 molecule was first analyzed, over the 5 ns

NPT trajectories, in terms of: i) atomic pair correlation functions, gαβ (r); ii) average number

of Hydrogen Bonds (HBs) established between the solvent molecules and the specific groups

of the solute able to give HB (COOH and NCS). Each HB is identified based on geometrical
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parameters, namely the Donor-Acceptor distance (RDA, cutoff 3.5Å), and the Acceptor-Donor-

Hydrogen angle (αDHA, cutoff 30◦ ).

Thereafter, the solvation dynamics of both solvents upon excitation was analyzed through

the calculation of the solvation response function (SRF), using a well established relationship

that is based on linear response theory.96, 97 The applied expression allows for computing a non-

equilibrium decay from the time correlation function of the fluctuations of the corresponding

equilibrium property and originally comes from a generalization of the fluctuation-dissipation

theorem.98 In our case, we monitored the fluctuations of the difference in the solute-solvent

electrostatic interaction energy, calculated at each time step of the MD NVE simulations from

the Coulomb term as:

∆E =
1

4πε0
∑
i> j

∆qiq j

ri j
, (10)

where ∆qi represents the difference between the excited and the ground state atomic charge on

site i of the solute and q j represents the atomic charge on the j atom of the solvent, ri j is the

instantaneous distance between atoms i and j, ε0 being the vacuum dielectric permittivity.

The solvation response function was thus obtained as:

SRFS0,T1(t) =
< δ∆E(0)δ∆E(t) >S0,T1

< |δ∆E|2 >S0,T1

, (11)

where the < ... > symbols at the numerator denote the time correlation function of the fluc-

tuations of ∆E, the expression in the denominator represents the normalization factor (|δ∆E|2

being the ensemble average of the fluctuations), and the subscripts S0,T1 mean that the calcula-

tion is performed along the equilibrium trajectory of the solute in the S0 or T1 state, respectively.

The ground and excited state decays are expected to give very similar features if the linear re-

sponse approximation hypothesis is fulfilled, and to occur on different timescales if such an

approximation does not hold. The solvent relaxation dynamics were analyzed by fitting the cal-

culated solvation response functions to a normalized linear combination of three exponentials

according to:

SRF(t)' a1e−
t

τ1 +a2e−
t

τ2 +a3e−
t

τ3 , (12)

with the constraint a1 + a2 + a3 = 1. This function was chosen as the one giving the best fit

based on the statistical analysis. Then, using the fitted expression, the average time constant, or
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correlation time, can be calculated as:

< τ >=
∫

∞

0
SRF(t)dt '

3

∑
i=1

aiτi. (13)

2.4 Calculation of the UV-Vis spectra

All the TD-DFT calculations have been performed with the Gaussian09 package,79 employing

the B3LYP80 exchange and correlation functional and the DGDZVP basis set, while bulk sol-

vation effects have been described within the C-PCM approximation.90 This protocol has been

already widely validated to accurately reproduce the optical and redox properties of a variety of

Ru(II)-polypyridine compounds.17, 99, 100

A preliminary assessment of the accuracy of the calculated excited states on the optimized

FF ground state structure has been made by comparing the calculated absorption spectrum with

that obtained by using the reference Z907 QM ground state geometry. Dynamical and explicit

solvation effects, then, were simulated by calculating the electronic absorption spectra of of

Z907 in S0@EtOH and S0@DMSO, by averaging over the 100 snapshots extracted from the

MD runs. The thermal-averaged absorption spectra were then obtained by Gaussian convolution

(σ = 0.1eV ) of the vertical excitation energies calculated on the various snapshots extracted

from the MD simulations, considering the 70 lowest transitions for each frame. Each extracted

configuration contained the solute coordinates and the geometries of all solvent molecules found

within a chosen distance from the solute regions more involved in HBs and strong interactions

with the embedding, namely the metal atom and the NCS and COOH groups. Such threshold

is chosen on the grounds of the first peak positions of the aforementioned gαβ (r) functions,

computed between the relevant atoms, over the MD trajectories. Based on this findings, all

solvent molecules within 4.0 Å from the Z907’s metal (Ru), plus those molecules being 3.5

Å far from either the NCS or the COOH group, were explicitely included in the TD-DFT

calculations. Finally, the so-defined QM layer (solute+solvent) was surrounded by a continuum

solvent (either EtOH or DMSO), as described in the C-PCM method.90 Analysis of the excited

states character giving rise to the main spectral features in the “static pictures” and along the

MD trajectories has been carried out with the TheoDORE package.101, 102
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3 Results

3.1 FF assessment

!1
"2

"1#1

"3 "4
"5 "6

"7

$1 %1

"1
"2 "2"1

a) b) c) d)

e) f)

Figure 3: Panel a): Z907 structure and FF atom labels; Panels b)-d): stiff dihedral defining the octahedral
structure around the metal (panle b),χn with n = 1−3, for each N−N−N−N quadruplet), the coplanarity of the
aromatic rings of the pyridine bearing the −COOH group (panle c), ψn, n = 1,2), the coplanarity of the −COOH
group with the attached phenyl ring (panle c), φn with n = 1− 2, for each ring), the coplanarity of the aromatic
rings of the pyridine bearing the alkyl chains (panel d) ξn, n = 1,2). Panels e) and f): flexible dihedrals involving
the −COOH group (panle e), δ1 and δ2) and the aryl-alkyl linkage (panel f), δ3)

As detailed above, the intramolecular QMD-FFs for the S0 and T1 electronic states of the

Z907 complex were separately parameterized by means of the JOYCE code, based on the QM

data. In both cases, the same atom types (shown in panel a), Figure 3) and the same collection

of internal coordinates (as for instance those displayed in panels b)-f), Figure 3) were adopted;

further details on the parametrization procedure are given in the Supporting Information. Here

it might be worth noticing that the S0 and T1 FFs have identical expressions, but differ in both

the intramolecular parameters entering equations (2)-(5) and in the intermolecular point charges

of equation (8) The latter were directly transferred from the atomic charges obtained from the

electronic densities computed at DFT level for the ground and triplet state, respecitvely. Both

parameterization ended successfully, obtaining a standard deviation of 0.17 kJ/mol for S0 and

0.16 kJ/mol for T1. The list of all the parameters for both states is reported in detail in Tables

A-I, in the Supporting Information.
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A first important assessment on the quality of the FF parametrization, can be obtained by

IC RMSD
S0 T1

bonds 1x10-3 Å 4x10-3 Å
angles 0.4° 0.06°
dihedrals 1.0° 2.0°

Figure 4: Left: RMSD computed between the DFT optimized S0 and T1 structures and the one
obtained with an MM optimization performed with the two JOYCE FFs. The last row refers to
the RMSD computed with respect the normal modes of each optimized conformation; Right:
S0 MM and FF optimized structures.

comparing the Root Mean Square Displacement (RMSD) between the QM and QMD-FF S0

and T1 optimized structures, displayed in Figure 4. As is apparent, an excellent agreement is

found for all IC, in terms of bonds, angles and dihedrals. The large dimensions and noticeable

chain flexibility of the Z907 molecule, however, justify the fact that a rather small error in the

dihedral RMSD (∼1-2◦ ), translates into slightly higher (>0.1 Å), RMSD values evaluated in

terms of normal modes.

Proceeding further with the comparison between the QMD-FF and QM description, in the

top panel of Figure 5, the Z907 vibrational frequencies, computed either at QM level (cyan

circles) or through the S0 QMD-FF (blue squares), are compared. A remarkable agreement

appears for most frequencies, with the best results observed for the highest frequencies, whose

QM modes are essentially localized over the corresponding FF ICs, as evidenced by their over-

laps reported in the top part of the panel. Similar results were obtained for the T1 state, displayed

in detail in Figure B in the Supporting Information.

In the bottom panel of Figure 5, the QM relaxed scans of selected flexible dihedrals (see Fig-
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ure 3 for definitions) are compared to their MM counterparts. Notice that for the Z907 molecule

symmetry was exploited during parameterization, thus forcing the same set of parameters to de-

scribe the same dihedral angle in identical parts of the molecules (e.g. the two COOH torsions),

so for the sake of clarity, only one dihedral for each pair is reported in Figure 5. Furthermore,

as confirmed by the quasi identical shapes of the δ6 and δ7 QM profiles, to save computational

time, the rest of the aliphatic chain dihedrals (δ8-δ10) was not parameterized over a QM energy

curve, but constrained to coincide with the δ7 MM profile by imposing the same parameters

Figure 5: Top panel: Overlap between the S0 QM and FF normal modes (top); S0 QM vibrational frequencies
(cyan solid circles) vs. their FF counterparts (blue squares) (bottom); Bottom panel: Comparison between QM
torsional relaxed energy scans (cyan and magenta full circles, for S0 and T1, respectively) and MM relaxed profiles
(blue and red empty squares), obtained for all Z907’s flexible dihedral.
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during the QMD-FF fitting. By looking at the results displayed in Figure 5, the overall high

quality of the QMD-FF in representing flexible torsions emerges. It is worth to recall, here,

that the nature of the low-lying electronic transitions in these heteroleptic systems is of ligand-

metal (NCS-Ru) to ligand (bypyridine functionalized with the COOH groups anchored to the

TiO2 surface in DSSCs) charge transfer character (LML′CT), thus allowing for an efficient

electron flow toward the semiconductor and for the concomitant positive charge being localized

far from the interface.18, 30, 99, 100 Thus, the dihedrals on the aliphatic chains distant from the

region interested by the excitation (δ3-δ6) do not show significant difference between their S0

and T1 profiles. On the other hand, not surprisingly, appreciable small differences appear in

the δ1 and, to a lesser extent, δ2 QM profiles, being very well reproduced by both the S0 and T1

QMD-FFs. The increased steepness of the δ1 energy curve clearly originates from the increased

π character of the C-COOH bonds accepting the charge moving from the Ru-NCS ligands. A

quantitative estimation of this CT can be found in Table K in Supporting Information, where the

CM5 charges of selected moieties (i.e. the metal atom (Ru), the thio-cyano groups (NCS), the

rings of the bipyridines bearing the alkyl chain (Φ-alkyl) or the carboxyl group (Φ-COOH) and

the latter group itself (COOH)) computed at QM level on the S0 and T1 optimized geometries in

different solvents are reported. Whithin an implicit treatment of the environment, as expected,

no appreciable differences in the amount of transferred charge are found, with a sizeable global

charge depletion involving the Ruthenium atom and the NCS groups (about 0.2 e−), which is

essentially transferred on the bipyridine bearing the carboxyl group and only partially (ca. 0.08

e−) to the COOH anchoring moieties.

3.2 Dynamical properties and solvation analysis

Having assessed the reliability of the parameterized FFs, the analysis of the MD trajectories

performed in standard conditions on the S0@EtOH, T1@EtOH, S0@DMSO and T1@DMSO

systems provides us with information about the structural changes of the solute dissolved in the

two solvents, both in its electronic ground state and lowest triplet excited state. A first visual

inspection of the MD runs discloses that in all cases the Z907 backbone structure was preserved,

although large amplitude motions of the alkyl chains characterized the system dynamics.
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Figure 6: Dihedral distributions computed over the S0@EtOH and T1@EtOH (red) MD runs. The labels of the
δ flexible dihedrals as well as of the χ , ψ , ξ and φ dihedrals, governing the planarity of different Z907 moieties,
are given in Figure 3.

Figure 6 displays the population of several selected dihedrals during both the S0@EtOH

(blue) and T1@EtOH dynamics. Quantitatively similar results were achieved in DMSO, as

shown in Figure D in Supporting Information. The first general observation is that the effect

of the electronic transition is negligible for all investigated dihedrals. The flexible dihedrals

belonging to to the alkyl chain (δ3 to δ10) explore large portions of the accessible phase space,

thus populating significantly all trans and gauche conformers, both in the ground and in the

excited state. Concerning the dihedrals at the COOH groups (δ1 and δ2), they span a rather wide,

±30◦ range. On the other hand, the backbone structure, described by the stiff dihedrals χ , ψ , ξ

and φ defined in Figure 3, shows contained oscillations around the values corresponding to those

of the equilibrium QM geometry, and this behavior is practically identical in the excited state.
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Figure 7: Atomic pair correlation functions gαβ (r) between Z907 atoms (α) and the solvent
proton donor/acceptor atoms (β ) (H atom of EtOH - left panels, O atom of EtOH - central
panel, O atom of DMSO - right panel). The interactions of the S atom of the thiocyanate group,
of the O and H atoms of the carboxyl groups, and of the Ru atom are reported in the top, middle
and bottom panels, respectively. Ground and excited state results are reported in different colors
according to the legend.

The octahedral symmetry of the metal-ligand network and the coplanarity of the bipyridine

rings is thus conserved in the transition.

To get a detailed picture about the organization of the solvent around the ground and triplet

excited state solute, in Figure 7 we report the most significant pair correlation functions com-

puted for our systems. The most relevant result is indeed the difference in the molecular orga-
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nization of the two solvents around the ground state solute with respect to the excited state one.

We recall here that the Ru atom and the NCS group undergo a charge depletion and that the

bipyridine and the COOH groups collect the charge excess. In general, the local restructuring

of ethanol after the change in the solute electron density is much more affected than in the case

of DMSO. First of all, as it can be observed from the top left panel of Figure 7, the hydroxyl

hydrogen atom of EtOH is involved in a strong HB with the S atom of the thiocyanate groups.

This interaction is strongly weakened in the excited state and is not observed in DMSO, being

an aprotic solvent.30 In EtOH, a similar (opposite in trend) effect is observed for the HBs with

the carboxyl groups (O-H panel in Figure 7), for which the solvent behaves as an acceptor. In

State Z907 NCS COOH
EtOH DMSO EtOH DMSO EtOH DMSO

S0 4.5 1.9 2.2 0.0 2.2 1.9
T1 3.1 1.9 0.4 0.0 2.7 1.9

Table 1: Average number of HBs established between the Z907 solute in its ground and triplet
states and the two investigated solvents. In the last two columns refer to the HBs specifically
established between the solvent and the NCS and COOH functional groups.

Table 1 we report the average number of HBs around these groups. EtOH is involved in 2.2

HBs with the NCS groups in the ground state and only in 0.4 HBs in the excited state. Con-

versely, a much smaller change affects the HB number at the COOH group (from 2.2 to 2.7).

From the pair distribution functions describing the position of the O atom of DMSO around

the S atom of the NCS groups and the O atom of the carboxylic groups (upper right panels of

Figure 7), we can conclude that the solvent molecules around the NCS groups are located at

larger distances compared to ethanol and that the negative charge flowing toward the COOH

groups in the excited state makes them more repulsive in the interaction with the O atom of the

DMSO molecule, though the number of HBs established with this group remains unchanged

(1.9) going from the ground to the excited state. Finally, it is worth noting that the excitation

does not induce noticeable changes in the organization of DMSO around the Ru center (bottom

panels in Figure 7), whereas the ethanol molecules tend to move to further solvation shells.

The analysis of the changes in the local structure around the solute between the ground and
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the excited state allowed us to interpret the differences in the solvent dynamic of ethanol and

DMSO. To begin with, we display in the top left panel of Figure 8 the results obtained for

the solvation response in EtOH, calculated according to eq. (11). The first remark relates to

Figure 8: Solvation response function of ethanol (top panel) and of DMSO (bottom panel) in the equi-
librium ground and T1 excited state computed from MD simulations according to eq. (11). On the right
side, the total SRFs are compared with the contributions arising from the first solvation shell on a shorter
timescale.

the evident breakdown of the linear response hypothesis: since very early stages of the time

dependent decay (about 0.1 ps), the function calculated from equilibrium simulations in the

ground state relaxes at a different rate compared to the one calculated in the excited state.

This behavior is known for solvents that give rise to relatively strong local interactions with

the solute (e.g., hydrogen bonds) and has been reported for different molecular systems by

several groups.103–107 In particular, different relaxation rates are associated with a different

local environment interacting with the solute. For instance, a slowing down of the solvation
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response was observed in confined ethanol:108 the local organization of solvent molecules in

the confined systems results in a modified polarization field and thus a modified relaxation

mechanism. In our case, the solute does not undergo a large dipolar excitation passing from

the ground to the excited T1 state but rather a significant change in the charge distribution,

behaving similarly to a model benzene-like case proposed by Maroncelli and coworkers.105

Moreover, contrarily to the cases discussed in the literature where the commonly employed

probes show a strongly increased dipole moment in the excited state,104 the value of the dipole

moment in the ground state is slightly larger than the one in the excited state and, in addition,

their relative orientations are quite similar, as shown in Figure C in Supporting Information.

Using the equilibrium geometry and the partial charges of the employed QMD-FFs, we see

that the solute molecular dipole decreases from 27.42 to 23.31 Debye from S0 to T1. This

difference decreases when taking into account solvation and finite temperature effects, with the

dipole distributions in the ground and excited state of Z907 that peak at 25.65 and 24.29 Debye,

respectively (presented as Supporting Information, Figure E).

Turning to the SRF analysis, the results of the three-exponential fitting presented in equation

(12) are reported in some detail in Table 2. The faster relaxation time τ1 is associated with a

contribution of about 30% of the total response and is practically identical for the ground and

excited state responses. We can assume that this relaxation is related with the fast inertial part

of the solvent reorganization, during which, the linear response holds.104 The contribution due

to the slowest relaxation time,τ3, represents about 50% of the SRF in the case of the ground

and of the excited state simulation. The two associated times are about 43 and 31 ps, respec-

tively. The intermediate decay time τ2 is more representative of time scales at which the solvent

activates collective motions and it is more affected by the breakdown of the linear response

approximation, leading to two different values from the ground and excited state simulations.

The correlation time, computed by proper integration of the SRF according to equation (13)

resulted to be 21.39 ps and 14.09 ps, for the ground and excited state response, respectively, to

be compared with the experimental value 16 ps for coumarin.105 However, in making the com-

parison with the C153 system, it is important to point out that it is now well established that the

dynamics of the solvent is not only affected by its molecular and condensed phase properties,
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a1 τ1 (ps) a2 τ2 (ps) a3 τ3 (ps) < τ > (ps)
EtOH, S0 0.32 0.164 0.20 2.797 0.48 43.300 21.39
EtOH, T1 0.35 0.163 0.21 1.731 0.44 31.074 14.09
DMSO, S0 0.56 0.132 0.25 1.986 0.09 12.684 1.56
DMSO, T1 0.52 0.129 0.28 1.686 0.10 14.382 1.98

Table 2: Results obtained by fitting the solvation response functions according to eq. (12) to the (nor-
malized) linear combination of three exponential functions, and average correlation times (eq. 13).

but that the solute structure and internal motions can strongly influence such dynamics, even in

the case of a fast rotating solvent such as water (see Refs. [109, 110] and references therein)

and it was confirmed in ethanol and in dimethyl sulfoxide by recent experiments.111

When restricting the calculation of the SRF to the EtOH molecules in the first solvation

shell, we found quite revealing results, reported in the top right panel of Figure 8. For times

shorter than 100 fs, the SRFs decay at a very similar rate, whereas on a longer time scale

the first solvation shell functions and the corresponding total functions display very different

features, and the responses in the ground and in the excited state strongly differ. Librations in

ethanol occur with a period of about 50 fs.112 It is thus reasonable to assume that the inertial

reorganization of the solvent takes place on time scale shorter than a 100 fs, and that more

collective motions, which are sensitive to the different organization of the solvent around the

solute, gain energy on a longer time scale. Unlike our case, for other systems in which the

breakdown of linear response was observed, a faster solvent response was computed around

the excited state solute compared with the ground state.103, 104 In those cases, however, the

solute-solvent local interactions were enhanced upon excitation, and the population of the first

solvation shell increased as a consequence of the solute perturbation. On the contrary, our

results of the solvation shells in ethanol point to a situation in which the first solvation shell

is more populated around the solute in the S0 state compared to T1. As shown in the top left

panel of Figure 7, on the one hand the solvent molecules in the first solvation shell of Z907 are

affected by a remarkable weakening of the hydrogen bond interactions around the thiocyanate

groups, corresponding to an important decrease in the number of HBs (Table 1) and to changes

that propagate to the second solvation shell. On the other hand, the increased solute-solvent
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interactions around the carboxylic groups (middle left panels of Figure 7) are more localized,

since they only affect the first peak of the radial distribution function, and the total number of

HBs changes only slightly, as already noted. Comparing our trend with those in the literature,

one can infer that a faster response seems to be related with strengthened local solute-solvent

interactions.

Turning to DMSO, it is worth pointing out that the distributions of molecular dipole mo-

ments in the ground and in the excited state peak at 24.45 and 25.18 Debye, respectively (Figure

E in Supporting Information). We thus observed a very small increase of this quantity, whereas

a decrease was observed in ethanol. The ground and excited state simulations in DMSO provide

extremely close results for the time decay of the solvation response. As in the case of ethanol,

the best fit was provided by a three exponential function described in equation (12), and the

fitted parameters are reported in Table 2. Comparing the calculated decay with experimental

data for the C153/DMSO system,113 also reported as a three exponential fit of the experimen-

tal response, we found a quite good agreement. The correlation time, calculated through eq.

(13), is 1.56 ps for the ground state response and 1.98 ps for the excited state response, to be

compared with 2 ps in experiments105 and with 0.80 ps in non-equilibrium molecular dynamics

simulations114 of C153 in DMSO. As in our case, the local structure of the solvent around the

ground and the excited state coumarin is very similar and it has been shown that the predicted

non-equilibrium response of DMSO after electronic excitation of C153 is in agreement with the

ground and excited state responses.111, 114 As a matter of fact, when calculating the response

of the first shell solvent molecules, we obtained a remarkably different behavior compared with

ethanol in a ps time scale. Results are displayed in the bottom right panel of Figure 8. The par-

tial responses in the ground and in the excited state are very similar to each other but completely

different with respect to the total response, even at a very short time scale. Since the very early

stages of the solvent relaxation, the excess energy is thus transferred to farther solvation shells

and the dynamics of the first shell molecules does not follow the same mechanism as the total

response. This is consistent with the larger contribution given by the fast exponential (with de-

cay time τ1) to the total response compared to the case of ethanol (cf. the values of a1 in Table

2). By Fourier transforming the SRF , we found that the weak oscillations that are present in
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the short time scale are related with motions occurring with frequencies of 54 cm−1 and of 107

cm−1, which we can safely assign to librations.115

The picture of the different local interactions that we were able to present based on our

MD simulations has allowed us to discuss some relevant features regarding the organization of

solvent molecules around the ground and excited state solute, and how this organization may

affect the solvent dynamic response for the two considered solvation media. In the following

Section, we turn to analyze how these properties affect the solute electronic spectrum and to

propose an interpretation of the comparison with the experimental measurements.

3.3 Dynamical and environmental effects on the steady-state absorption

We have already discussed the quality of our QMD-FF in section 3.1 on the basis of RMSDs,

frequencies and relaxed scan profiles of selected dihedrals for both the QM and QMD-FF opti-

mized S0 and T1 geometries. Here we start by comparing, in Figure 9, the calculated absorption

spectra in implicit solvent (EtOH) for the two optimized S0 structures, while in Table 3 a de-

tailed characterization of the most intense transitions underlying the main peaks and shoulders

of the absorption spectrum profile is reported. This characterization is based on the analysis of

the unrelaxed one-electron transition density matrix116, 117 partitioned on the metal and ligands

fragments, as implemented in the TheoDore package.101, 102 For a visual inspection, the iso-

density plots of the density difference between the considered excited states and ground state

are also displayed in Figure 9.

The maximum of the visible band is centered at about 490 nm and presents two low-energy

shoulders at around 600 and 750 nm, originated by the S0 → S3 and S0 → S1 transitions,

respectively. As shown by the hole and electron localization in Table 3, this low-energy tail is

given by LML′CT states with a net CT from the Ru-NCS to the BPY-COOH ligand, having

an higher electron accepting capability with respect to the BPY-alkyl ligand. The nature of

the states underlying the first band around 490-500 nm is of LML′CT type as well, with the

main charge flow again toward the BPY-COOH but with a certain particle localization also

on the BPY-alkyl ligand, as shown in Table 3 and in Figure 9, by the rather intense S0 → S5

excitation. At higher energy (ca. 380 nm), a smaller LML′CT band appears in the spectrum,
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Figure 9: Calculated absorption spectra of Z907 in implicit EtOH on the QM (vide infra) and QMD-FF optimized
geometries. The iso-density plots (iso-value 8.0× 10−5) of the density difference between the excited and the
ground state associated to the most intense excitations are also plotted. Pink and cyan lobes indicates charge
depletion and accumulation, respectively.

characterized by states in which the charge is mainly transferred from the NCS (74%), with a

small contribution (12%) from the metal, to the two bypyridines (27% to BPY-COOH and 59%

to BPY-alkyl). Finally, the highest-energy and most intense band is of inter-ligand (IL) nature,

with mixed local (same ligand) and CT (different ligands) components: the hole is localized

on the BPY-alkyl and NCS ligands for the 77 and 12%, respectively, while the particle on the

BPY-alkyl and BPY-COOH for the 81 and 13%, respectively.

On the one hand, although the overall spectrum profile obtained from the two geometries

is the same, still some appreciable differences appear on both position and intensity of the two

visible LML′CT absorption bands. The maxima of the higher energy IL band are, on the other

hand, perfectly overlapped. Concretely, only the lowest-energy MLCT band, computed for the

QMD-FF optimized structure, presents a non negligible blue-shift (0.06 eV) and intensity de-
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crease with respect to the QM reference. Since the discrepancies between the two spectra have

to be related to the differences in the two geometries, this is a clear indication that they mostly

concern the metal-ligand coordination. In fact, the elongation of the N(bpy)-Ru bond distances

of about 0.02 Åobtained in the FF-optimized structure, seems to be sufficient to slightly reduce

the charge density on the metal center and thus account for the slight shift at higher energies

of the LML′CT states. Having discussed the accuracy of our QMD-FF with respect to the QM

description and in light of the great sensitivity of the calculated optical properties to minimal

State λabs (nm) Fragment hole particle CT

S1 756

Ru 0.54 0.06

0.90
NCS1 0.23 0.00
NCS2 0.13 0.00
BPY-COOH 0.06 0.89
BPY-alkyl 0.04 0.00

S3 604

Ru 0.41 0.08

0.89
NCS1 0.42 0.01
NCS2 0.05 0.01
BPY-COOH 0.09 0.89
BPY-alkyl 0.03 0.02

S5 518

Ru 0.44 0.04

0.92
NCS1 0.28 0.00
NCS2 0.18 0.01
BPY-COOH 0.06 0.75
BPY-alkyl 0.04 0.20

S17 381

Ru 0.17 0.05

0.95
NCS1 0.32 0.00
NCS2 0.43 0.00
BPY-COOH 0.01 0.31
BPY-alkyl 0.00 0.63

S45 286

Ru 0.03 0.06

0.35
NCS1 0.05 0.01
NCS2 0.14 0.00
BPY-COOH 0.01 0.13
BPY-alkyl 0.77 0.81

Table 3: Nature and hole/particle localization of the most intense excitations giving rise to the
absorption spectrum of Z907 in ethanol (QM-optimized geometry in Figure 9). The total CT
associated with each transition is also reported.
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changes in the Ru-ligand coordination geometry, the next questions are: “how does the calcu-

lated spectrum on the optimized ground state geometry compare with the experimental one?”

and, above all, “which is the role played by thermal, vibrational and solvation effects on the

position and shape of the LML′CT bands?”

As shown in the top panel of Figure 10 and by the corresponding maxima listed in Table

4, the spectrum recorded in ethanol (full black line) presents two main peaks in the 350-600

nm region, both traditionally assigned to LML′CT transitions. The lower-energy and narrower

band has a maximum at 541 nm, while the second quite broadened band has the maximum

absorption around 430 nm. A third strong IL bands appears in EtOH at 294 nm, as shown in

Figure F in Supporting Information, where the static absorption spectra of Figure 9 are also

plotted for the sake of comparison. As is apparent, while for the highest-energy IL bands, the

calculated maximumum is predicted at 291 nm, essentially coinciding with the experimental

one (Figure F in Supporting Information), for the LML′CT transitions, the experimental picture

is dramatically different from the one obtained from the optimized gas-phase geometry (replot-

ted as full-dotted magenta line in the top panel of Figure 10 for an easier visual comparison)

where the two calculated bands have neither the correct intensity nor the correct position when

compared to the experimental ones. Remarkably, when explicit/implicit solvation and finite

temperature effects are taken into account (red full line), a low-energy band, centered at 557 nm

and only 0.06 eV red-shifted with respect to the experimental maximum, appears. This band is

mainly given by excitations from the Ru-NCS ligand toward the BPY-COOH moiety, gaining

intensity in consequence of the symmetry breaking and of a partial hole delocalization on the

BPY ligands.

Thermal motion and symmetry distortions also lower the energy of the Ru-NCS → BPY-

alkyl excitations, resulting in a certain states mixing, and even states inversion, in this low-

energy portion of the spectrum. The second calculated LML′CT band has a maximum at 470

nm, being more than 0.3 eV lower in energy with respect to the experimental maximum, and,

above all, it does not present the broadened profile appearing in the experiments. We can,

however, speculate that this second broad band might actually correspond to what we calculated

as second (470 nm) and third (≈ 380 nm) bands, with the latter clearly present in the “0 K”
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Figure 10: Calculated vs. experimental absorption spectra of Z907 in EtOH (top) and DMSO (bottom). Two
different levels of treatment of the solvent are considered: 1) (full lines) the explicit/implicit hybrid scheme denoted
as Z907@solvent/PCM(solvent); 2) (dotted lines) the implicit scheme denoted as Z907/PCM(solvent). In the case
of DMSO the mono-deprotonated (1H) and fully deprotonated (0H) species are also simulated.
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Solvent Method Emax, nm (eV)
I II III

EtOH
Z907@EtOH/PCM(EtOH) 557 (2.23) 470 (2.64) -
Z907/PCM(EtOH) 586 (2.12) 489 (2.54) 393 (3.26)
Exp. 541 (2.29) 430 (2.88) -

DMSO

Z907@DMSO/PCM(DMSO) 568 (2.19) 472 (2.63) -
Z907/PCM(DMSO) 581 (2.14) 484 (2.56) 385 (3.22)
Z907 1H/PCM(DMSO) 562 (2.21) 469 (2.64) -
Z907 0H/PCM(DMSO) 519 (2.39) 355 (3.49) -
Exp. 530 (2.34) 370 (3.35) -

Table 4: Calculated and experimental absorption maxima (in EtOH and DMSO) of Z907 in
the 350-600 nm region. The maxima are given in nm, while eV values are reported within
parenthesis.

spectra in Figure 9 and appearing as a shoulder of the IL band in the thermal averaged spectrum

when the first shell of ethanol is explicitily considered (Z907@EtOH/PCM(EtOH), full red

line). The role played by the two different descriptions adopted to take the solvent into account,

deserves, indeed, some additional remarks. The lowest-energy band (dotted red line in Figure

10, Z907/PCM(EtOH) ) is present in both cases, confirming that it is overall originated from

structural fluctuations breaking the symmetry of the metal-ligands framework. Yet, a 0.1 eV red-

shift is obtained when EtOH is described by a continuum, replacing all the solvent molecules

in the MD snapshots. Considering explicit HBs provides, indeed, a more realistic ground state

charge distribution, with less/more negative NCS/COOH groups. Moreover, a non negligible

effect on the bands profile is also apparent, in particular, as discussed above, on the small peak

at 380 nm.

Moving to the results obtained in DMSO (Table 4 and bottom panel of Figure 10), the

spectrum calculated over the MD snapshots does not reproduce the 0.05 and 0.47 eV blue-shifts

measured for the first and second bands, respectively. When the explicit/implicit solvation

scheme is employed (red full line), indeed, the first and second band maxima are even slightly

red-shifted by 0.04 and 0.01 eV, respectively, with respect to the ones calculated in EtOH.

Predicting the solvato-chromism of Z907 in EtOH and DMSO is not straightforward, as the

two solvents have a significantly different polarity (ε ≈ 25 and 47 for ethanol and DMSO,
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respectively) and different HB interactions with the solute, as discussed in section 3.2. A TD-

DFT calculation on the QM optimized geometry in C-PCM, predicts a small blue-shift from

482 to 479 nm (0.02 eV) going from EtOH to DMSO (see Figure G in Supporting Information),

in line with the shift measured for the lowest-energy band. When, however, one considers a

“microsolvation plus implicit” scheme’, with 4 solvent molecules (2 interacting with the COOH

groups and 2 with the NCS ligands) in C-PCM, a small red-shift from 454 to 458 nm (0.02

eV) going from EtOH to DMSO is predicted (Figure E in Supporting Information), possibly

caused by the destabilization of the LML′CT states due to the H-bonds formed between the

NCS ligands and the solvent, compensating the shift at higher energies due to the higher solvent

polarity. In any case, in the experimental spectra, the effect on both the position and profile of

the second band going from EtOH to DMSO is considerable and, above all, it seems to be

completely missed by the simulations.

The lacks found in the spectra computed in DMSO were rather unexpected, especially con-

sidering the above considerations on the role of the solvent and the fact that the same intramolec-

ular QMD-FF for the solute was employed EtOH simulations, where a nice agreement with the

experiment was found. An explanation for such a large shift should be therefore searched in

the possible co-existence of various protonation states of the solute in DMSO, caused by its

strong nucleophilic properties,118 inducing deprotonation of the carboxylic groups. Such de-

protonated species were not taken into account in our model, and their lack could explain the

different performances in the two solvents. To substantiate this interpretation, we calculated the

thermal averaged absorption spectra in implicit DMSO for the fully protonated (Z907), mono-

deprotonated (Z907 1H) and fully deprotonated (Z907 0H) forms (dotted red, green and blue

lines in the bottom panel of Figure 10, respectively). To simulate the 1H/0H Z907 species, we

removed 1/2 carboxylic protons from the MD snapshots, replacing all the solvent molecules

with the C-PCM. This is clearly a rough approximation to the actual deprotonation process in

solution, that cannot be described with classical simulation methods, not allowing for the so-

lute’s protons to be partially/totally transferred to the solvent. Comparing the three spectra and

the nature of the transitions underlying the main bands, however, is useful to quantify and in-

terpret the spectral shift due to deprotonation effects. The spectrum of the protonated Z907 in
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DMSO, in agreement with that calculated in EtOH, presents three maxima in the 350-600 nm

range, at 581, 484 and 385 nm (Table 4), with the nature of the excited states discussed above.

When one of the carboxylic group is deprotonated, a blue-shift (0.07 and 0.08 eV) along with a

reversal of intensity of the two lowest-energy bands is predicted; the small band at 385 nm dis-

appears. Fully deprotonation (Z907 0H) yields, as expected, a larger shift (0.25 eV on the first

band with respect to the fully protonated form) and a pronounced spectral reshaping (Figure

10). A deeper look at the excited states nature discloses that monodeprotonation, destabilizing

the BPY-COOH molecular orbitals, induces a blue shift in both the lowest energy band, whose

intensity is mainly given by Ru-NCS→BPY-COOH excitations, and the second band (470 nm),

where mixed Ru-NCS→BPY-COOH and Ru-NCS→BPY-alkyl states appear. Deprotonation

of the second carboxylic group makes Ru-NCS→BPY-COO2− and Ru-NCS→BPY-alkyl states

almost degenerate, in such a way that under the intense and broad band at 2.39 eV a complex

mixing of excitations from the Ru-NCS toward the two BPY ligands along with local π → π∗

excitations on the BPY-COO2− ligand are present. The higher energy peak (ca. 350 nm) is

still given by mixed excitations, with a more definite IL nature. The hypothesis of a mixture of

different degrees of protonation in DMSO might, thus, explain the observed spectral reshaping

and blue-shift, that, as we discussed above, cannot be reproduced on the fully protonated Z907,

even when an hybrid explicit/implicit solvent description is adopted.

4 Conclusions

By combining classical MD simulations based on quantum-mechanically derived FFs, specifi-

cally parameterized for the target system, linear response analysis of the solvent dynamics and

large scale TD-DFT excited states calculations, we report here an unprecedented computational

study on the solvation and dynamical effects on the optical absorption spectroscopy of a proto-

type heteroleptic Ru(II) polypyridyl complex commonly employed in DSSCs.

A polar protic (ethanol) and a strong nucleophilic aprotic (dimethyl sulfoxyde) solvent are

considered in virtue of their different hydrogen-bonding formation capabilities and of their dif-

ferent response to the electronic CT excitation.30 To overcome the well known deficiencies

of standard force-fields in the description of both the octahedral symmetry of the metal-ligand
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framework and the absence of proper parameters to represent the triplet state, we resorted to

a quantum-mechanical derivation of the FF parameters, specifically carried out for the target

systems. The resulting FF was thereafter employed in extensive MD simulations, to reliably

sample the conformational space explored by the solute-solvent systems in ambient conditions

and to gain a deeper insight into the microscopic solvation structure.

Analysis of the solvent relaxation dynamics in the ground, S0, and excited triplet state, T1,

discloses, indeed, that in the protic solvent, the significant hydrogen-bonds rearrangement upon

the electronic excitation is responsible for the breakdown of the linear response approxima-

tion.106 Such a breakdown is well known, and several groups have provided an interpretation

based on the analysis of the modified ordering within the solvent, induced by the solute excita-

tion.103, 104 In particular, in line with the recent results reported by Heid et al.,106 our findings

show that the the LR approximation breakdown is induced by important structural changes in

the HB network of the first solvation shell, following the sudden electronic distribution rear-

rangement of the solute. Structural reorganizations between the first and second solvation shell

are, indeed, observed in the Ru-NCS region as a consequence of the net charge depletion in

the triplet state, leading to a marked depopulation/population in the former/latter. The linear

response regime holds, instead, in DMSO where the H-bond interactions with the OH groups

are essentially unaffected by the change of the electronic distribution and the excess energy is

promptly transferred to farther solvent molecules.

Concerning the optical response, the different solute-solvent interactions taking place in

the two environments and the finite temperature effect were also found to be crucial when

comparing the calculated absorption spectra with the experimental ones. In fact, in ethanol, the

inclusion of dynamical effects and the use of a proper hybrid explicit/implicit solvation model

have been shown to be mandatory to reproduce the overall shape and position of the two lowest-

energy absorption bands appearing in the experimental spectrum, whereas the static “0 K” DFT

picture, that is routinely applied for the excited states calculations of these systems, was found

to be unable to provide a reliable prediction of the experimental spectral profile. Interesting

insights also come from the simulations in DMSO, where it was impossible to reproduce the

appreciable blue shift measured for the two LML′CT bands with respect to the ones appearing
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in EtOH, even when the first solvent shell is explicitely included. By modeling at DFT level of

theory the spectral shifts originated by including an explicit micro-solvation shell and the optical

response associated to the mono-deprotonated and fully deprotonated forms of the solute, we

suggest that the solvatochromic shift and the spectrum reshaping in DMSO could actually to

be attributed to the co-existence of different deprotonated forms, which are stabilized in the

strongly nucleophilic DMSO solvent but not accounted for in our non-reactive MD framework.

Finally, it is worth pointing out that the multilevel approach here proposed can be gener-

alized to any transition metal coordination complex and to any electronic state, overcoming

the limitations due to the lack of standard force fields to correctly reproduce the octahedral

coordination, and opening the way to the simulation of transient absorption spectroscopies.

Supporting Information

Additional details on intra- and inter-molecular parameterization, including a complete list

of the employed FF parameters. Supplementary charge and dipole analysis. Conformational and

dipole distributions achieved in MD simulations and steady-state absorption spectra. Specific

input and output files of the several codes employed throughout the present work are available

from the authors upon request.
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