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Abstract

This paper aims at introducing nonlinear interactions in the sound synthesis of nonlinear res-
onators. Sound synthesis is performed using the formalism of Volterra series which is used to
describe and simulate weakly nonlinear models using their Volterra kernels. Interactions are con-
straints imposed to the considered models and are used to excite (e.g. bowing a string or striking
a plate) or connect resonators together (such as connecting a string to a bridge). This requires to
resolve an inverse problem giving the interaction force as a function of a given velocity.

In the case of Volterra series, kernels of the inverse problem have been defined by Schetzen.
Using this definition, a structure of simulation of the direct and inverse problems at each time step
will be defined. Application to the case of a Kirchhoff-Carrier string connected to a Berger plate
will be presented including computation of the kernels (direct and inverse), structure of simulation
and numerical results.

1 Introduction

In the case of sound synthesis based on physical models, we aim to build instruments by connecting
resonators using various kinds of interactions. Several approaches have been considered to simulate
the dynamics of resonators [1], such as finite differences schemes [2, 3], modal synthesis [4], mass-
spring networks [5], digital waveguides [6, 7]. In order to improve realism of the sound synthesis,
active research has been done to model and simulate nonlinear resonators to improve sound realism
using finite differences scheme[8] the Volterra and Green-Volterra series [9, 10] or the nonlinear normal
modes [11].

Virtual instrument making requires to define and solve the coupling between two resonators or
between an excitation and a resonator (e.g. a bow, a strike, a reed or lips). For the resonator
dynamics this is equivalent to apply a constraint of force or velocity. Recently, numerous works has
defined interactions on linear string models using a penalty approach in energy preserving finite-
difference scheme [12] [13] [14] [15] [16]. In order to avoid implicit scheme, quadratisation has been
proposed to define non iterative schemes [17] [18] [19]. This approach has also been applied to the
case of nonlinear resonators [20]. Another recent approach to work with constraints is based on the
Udwadia-Kalaba method [21, 22] which has been applied to a beam and string instruments [23] [24]
[25]. Lately non-smooth dynamics methods have been used in the field of musical acoustics to work
with such interaction problems [26].
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This paper focuses on solving constraints applied to resonators represented by their Volterra kernels.
This formalism allows to compute the dynamics of weakly nonlinear systems. Structure of simulations
with low computation cost has been proposed in [9],[10]. The aim is to propose a generic non-iterative
formalism based on the definition of inverse Volterra kernels made by Schetzen [27]. That is, solving
the inverse problem in the case of weakly nonlinear dynamics. This result will be used to propose
a structure of simulation that will lead to the possibility to apply constraints in the dynamics of
nonlinear physical models and will allow a wide range of interactions such as adherence, strike, blow,
or a bow with a chosen friction law. Applications of these results will be presented with simples cases:
(i) a shortened string (e.g case of a finger imposing a zero velocity at one point of the string), (ii)
collision of a string with a barrier, (iii) a bowed string and (iv) a string coupled to a plate in one point
(simplification of the interaction between a string and a plate through a bridge [28]).

Section 2 will provide reminders on nonlinear wave propagation in the Volterra series formalism
with the example of the Berger plate model Volterra kernels. Section 3 will define interactions based
on Volterra series, using Schetzen result on the kernels of the inverse system. Finally, section 4 will
describe a numerical implementation and present results of simulation.

2 Nonlinear wave propagation simulation

Volterra series [29, 30] have been used to compute dynamics of weakly nonlinear systems. This exten-
sion of the convolution is based on Volterra kernels that can be identified from a (partial) differential
equation or measured. This section will remind the computation of the direct problem with the ex-
ample of the Berger plate model. These results will be used to define interactions between nonlinear
resonators based on their inverse Volterra kernels, in section 3.

2.1 Reminder on Volterra series

Definition 1 (Volterra series) A system with input f(t) and output u(t), defined on domain T, is
described by a Volterra series of kernels {hn}n∈N∗ (see Fig. 1), if

u(t) =

+∞∑

n=1

∫

Tn

hn(τ )f(t− τ1) . . . f(t− τn)dτ , (1)

where, for each n ∈ N
∗, bold symbol τ denotes (in each kernel hn, without ambiguity) the n-tuple

τ =(τ1, . . . , τn), and where dτ is the corresponding Lebesgue measures.

{hn}f(t) u(t)

Figure 1: System represented by its Volterra kernels.

The multivariate Laplace transform of Volterra kernels

Hn(s1, . . . , sn) =

∫

Tn

hn(τ1, . . . , τn)e
−(s1τ1+···+snτn)dτ ,

defines the transfer kernels which generalise transfer functions.

Interconnection laws Interconnection laws allows to compute the equivalent kernels (in time or
Laplace domain) in the three cases described in Fig. 2.

In the Laplace domain, theses three cases lead to (see [10] for the time version equivalents):
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{an} {an}

{an}

{bn} {bn}

{bn}
f f fu u u

(a) Sum (b) Product (c) Cascade with a linear operator

Figure 2: Interconnection laws of several Volterra systems: (a) sum, (b) product, (c) cascade with a
linear operator.

• Sum:
Hn(s1, . . . , sn) = An(s1, . . . , sn) +Bn(s1, . . . , sn); (2)

• Product

Hn(s1, . . . , sn) =

n−1∑

p=1

Ap(s1, . . . , sp)Bn−p(sp+1, . . . , sn); (3)

• Cascade with a linear operator B (B1 6= 0 and Bn = 0 if n 6= 1):

Hn(s1, . . . , sn) = An(s1, . . . , sn)B1(s1 + · · ·+ sn). (4)

For further clarity, (s1, . . . , sn) will be denoted s and (s1 + · · ·+ sn) will be denoted ŝ1:n.

2.2 The Berger plate model

The Berger plate model [31] describes the transverse displacement of a weakly nonlinear plate and can
be seen as the equivalent of the Kirchhoff-Carrier string model for the plate (its nonlinearity consists
in a tension modulation due to the large deflections). It is defined by

ρH
∂2u(t, x, y)

∂t2
= −D∆∆u(t, x, y)+

(
6D

AH2

∫

D
|∇u(t, x, y)|2dxdy

)
∆u(t, x, y)−ρHσ∂u(t, x, y)

∂t
+f(t, x, y),

(5)

with ρ the plate density (kg m−3), H its thickness (m), D = EH3

12(1−ν2) the flexural rigidity (N m),

A = LxLy the plate area (m2), σ the fluid damping (s−1) and f(t, x, y) = φ(x, y)F (t) the excitation
force (N m−2).

The plate is at rest for t ≤ 0 and simply supported on its edges:

∀(x, y) ∈ Dy = {0;Lx} × [0, Ly] u(x, y, t) =
∂2u(x, y, t)

∂y2
= 0,

∀(x, y) ∈ Dx = [0, Lx]× {0;Ly} u(x, y, t) =
∂2u(x, y, t)

∂x2
= 0,

∀(x, y) ∈ D = [0, Lx]× [0, Ly] , ∀t ∈ R
− u(x, y, t) = 0.

Remark on the Berger plate model The Kirchhoff-Carrier string model and the Berger plate
model are nonlinear models describing the behaviour of one degree of freedom (transverse displace-
ment). They obviously neglect the other degrees of freedom and the coupling between them, which is a
source of inaccuracy. However, these models can be valid up to a certain point (cf. [32] for the Berger
plate model) and can be used in the field of sound synthesis where they allow to retrieve classical
nonlinear phenomena (frequency variation, etc.). Therefore, they can be seen as good examples to
introduce the results of this paper without using full beam or plate models.
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2.2.1 Dimensionless model

In order to simplify computation of the Volterra kernels, the dimensionless version of Eq. (5) will

be considered with the following variables: t̃ = tα
LxLy

(with α =
√

D
ρH

), x̃ = x
Lx

, ỹ = y
Ly

and

u(t, x, y) = U⋆ũ(t̃, x̃, ỹ). Omitting tilda for sake of legibility, the dimensionless model writes

∂2u(t, x, y)

∂t2
= −∆∆u(t, x, y)+

(
ψ

∫

D0

|∇u(x, y, t)|2dxdy
)
∆u(t, x, y)−δ ∂u(t, x, y)

∂t
+φ(x, y)F (t), (6)

with λ = Lx

Ly
, δ =

LxLyσ

α
, 6(U⋆)2

H2 = ψ, and the differential operators∇ =

[
1√
λ

∂
∂x√

λ ∂
∂y

]
and ∆ = 1

λ
∂2x+λ∂

2
y .

2.3 Volterra kernels of the dimensionless Berger plate model

Using the cancelling system method and modal decomposition Volterra kernels of the Berger plate
model are defined by (see B for more details):

H [kl]
n (s) = Q[kl](s)E[kl]

n (s),

with

Q[kl](s) =

(
ŝ
2
1:n + δŝ1:n +

k4π4

λ2
+ λ2l4π4 + 2k2l2π4

)−1

,

E
[kl]
1 (s) = 〈φ, ekl〉 (x, y),

and

E[kl]
n (s) = ψ

〈∫

D

∑

p,q,r

(
1

λ

∂H
(x,y)
p

∂x

∂H
(x,y)
q

∂x
+ λ

∂H
(x,y)
p

∂y

∂H
(x,y)
q

∂y

)
dxdy

(
1

λ

∂2H
(x,y)
r

∂x2
+ λ

∂2H
(x,y)
r

∂y2

)
, ekl

〉
,

E[kl]
n (s) = −ψπ4(

k2

λ
+ l2λ)

∑

p,q,r

∑

(m,n)

H [mn]
p H [mn]

q

(
m2

λ
+ n2λ

)
H [kl]

r ,

E[kl]
n (s) = γkl

∑

p,q,r

∑

(m,n)

H [mn]
p H [mn]

q

(
m2 + n2λ2

)
H [kl]

r ,

with γkl = ψ
−π4(k2+l2λ2)

λ2 .

2.4 Structure of simulation

The structure of simulation based on Volterra kernels up to order 3 is presented in Fig. 3. Simulation
of each filter

Q[kl](s) =

(
ŝ
2 + δŝ+

k4π4

λ2
+ λ2l4π4 + 2k2l2π4

)−1

,

is based on the formulation presented in A.1 with

A[kl] =

[
0 1(

k4

λ2 + l4λ2 + 2k2l2
)
π4 −δkl

]
.
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The solution up to order 3 writes X(ti, x, y) = X1(ti, x, y) +X3(ti, x, y) with

X1(ti, x, y) =

K∑

k=1

K∑

l=1

X̃
[kl]
1 (ti)ekl(x, y) +B

[kl]
φ F [kl](ti)ekl(x, y),

=

K∑

k=1

K∑

l=1

eA
[kl]tsX

[kl]
1 (ti−1)ekl(x, y) +B

[kl]
φ F [kl](ti)ekl(x, y), (7)

F
[kl]
3 (ti) =

K∑

p=1

K∑

q=1

(
p2 + q2λ2

) (
X

[pq]
1 (ti−1)

)2
X

[kl]
1 (ti−1), (8)

X3(ti, x, y) =

K∑

k=1

K∑

l=1

X̃
[kl]
3 (ti)ekl(x, y) + γklB

[kl]
0 F

[kl]
3 (ti)ekl(x, y),

=
K∑

k=1

K∑

l=1

eA
[kl]tsX

[kl]
3 (ti−1)ekl(x, y) + γklB

[kl]
0 F

[kl]
3 (ti)ekl(x, y), (9)

with B
[kl]
0 = −A[kl]−1

([
0
1

]
− eA

[kl]ts

[
0
1

])
and B

[kl]
φ = φ[kl]B

[kl]
0 for an excitation force defined as

f(x, t) = φ(x)F (t).

2.2.2.

F (t)

φ[11]

φ[kl]

φ[KL]

Q[11] Q[11]

Q[kl] Q[kl]

Q[KL] Q[KL]

u
[11]
1 (t)

u
[kl]
1 (t)

u
[KL]
1 (t)

α11 αkl αKL

w2(t) =
∑

(k,l)

(
k2 + l2λ2

) (
u
[kl]
1 (t)

)2

γ11

γkl

γKL

u
[11]
3 (t)

u
[kl]
3 (t)

u
[KL]
3 (t)

Basis B

e11(x)

ekl(x)

eKL(x)

u(x, y, t)

(linear contribution, n = 1)

Figure 3: Structure of simulation of the dimensionless Berger plate model (cf. Eq. (6)) up to order 3
using Volterra kernels. qkl are the filters computing the modal dynamics for each pair of modes (k, l).

3 Interactions based on Volterra series

In this work, interactions will be seen as constraints imposed to the considered resonator. This con-
straint will be seen as an imposed velocity or displacement and allow to define many interactions.
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3.1 Generic interaction definition

In the case of linear resonators (cf. Eq. (20)) computation of the dynamics

CX(x, t) = CX̃(x, t)+)
∑

k

CB
[k]
φ F (t)ek(x), (10)

where C is a row vector to select displacement or velocity, allow to compute an interaction force to
impose a given displacement or velocity at point xI :

FI(t) =
CX(xI , t)−CX̃(xI , t)∑

k CBφek(xI)
. (11)

In the case of a nonlinear resonator described by it Volterra kernels up to order N (cf. Eqs. (7-9)),
the computation of FI require the inverse Volterra kernels of the system since the equivalent equation
of Eq. (10) is a Nth-order polynomial of the interaction force.

Following the definition of the inverse kernels in the next subsection, we will propose an algorithm
to compute the interaction force required to impose a desired velocity at the same point, this will allow
to define several application examples in section 4.

3.2 Kernels of the inverse system: definition

Definition 2 (cf. [27]) The inverse Volterra series {Kn} of a nonlinear system represented by its
Volterra kernels {Hn}, is defined such as the cascade of {Hn} and {Kn} is the identity application
until a given order (cf. Fig. 4).

{Hn} {Kn}
f(t)f(t) u(t) f(t)f(t)

Id

Figure 4: Definition of the inverse of a system represented by its Volterra series.

In the Laplace domain, the equivalent kernels {Cn} of the cascade of {Hn} and {Kn} are defined
by (cf. e.g. [33, 29])

Cn(s1, . . . , sn) =

n∑

m=1

∑

p∈N
⋆

p1+···+pm=n

Km(s1 + · · ·+ sp1
, . . . , sp1+···+pm−1+1 + · · ·+ sn)

Hp1
(s1, . . . , sp1

) . . . Hpm
(sp1+···+pm−1+1, . . . , sn).

Following the procedure proposed by Schetzen in Definition 2, inverse kernels {Kn} are found knowing
that C1(s1) = 1 and ∀n ≥ 2, Cn(s1, . . . , sn) = 0, leading to the following results for the three first
orders

K1(s) = (H1(s))
−1
, (12)

K2(s1, s2) = −K1(s1 + s2)H2(s1, s2)K1(s1)K1(s2), (13)

K3(s1, s2, s3) = −K1(s1 + s2 + s3)H3(s1, s2, s3)K1(s1)K1(s2)K1(s3),

−K2(s1 + s2, s3)H2(s1, s2)H1(s3)K1(s1)K1(s2)K1(s3),

−K2(s1, s2 + s3)H1(s1)H2(s2, s3)K1(s1)K1(s2)K1(s3). (14)

• The first inverse kernel K1 consists in solving the inverse linear problem, which in our case is
equivalent to the formulation of Eq. (11).

• Extension of this result to the nonlinear case consists in the simulation of kernels Kn which are
iteratively defined using lower order kernels (cf. Eqs. (12-14) and Fig. 5).
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K1

K1K1

K2

K3

H2

H2

H2 −H2

−H2

−H3

−K1

u FI1

FI2

FI3

FI

Figure 5: Simplified form of Volterra kernels of the inverse system up to order 3 computed by Schet-
zen [27].

3.3 General formulation of the inverse

3.3.1 Case of constraint on one resonator

The interaction definition introduced in A.2 can be extended to the nonlinear case until a given order
N (in this paper we will consider N = 3). The input v0 is the desired velocity at a given point xI
and the output FI = FI1 + FI2 + FI3 is the sum of the outputs of the inverse kernels K1, K2 and K3

defined in Eqs. (12-14) and Fig. 5.
A displacement or velocity constraint in one point is therefore computed using the following pro-

cedure detailed in algorithm 1:

A Simulation of the direct problem (H1, H2 and H3) with the known forces f (cf. Eqs. (7)-(9)).

B Solve the linear inverse problem K1 (cf. Eq. (11)) to impose the given velocity v0.

C Solve the second (K2) and third order (K3) inverse problem using FI1 as input (cf. Fig. 5) to find
the order 2 and order 3 interaction forces FI2 and FI3.

D Compute dynamics of the direct problem with the known forces and the interaction forces.

Applications results will be presented in section 4 for different interactions.

3.3.2 Case of interaction between two resonators

Many interactions between two resonators can be defined using the relative velocity between the
interaction points

vr = vs(xIs, t)− vp(xIp, yIp, t),

where vr is the relative velocity between the string at point interaction point xIs and the plate at the
interaction point (xIp, yIp).
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Algorithm 1

A. Simulation of the direct problem with the known forces (cf. Eqs. (7)-
(9)).

X1(xi, th+1) =

K∑

k=1

(
eA

[k]tsX
[k]
1 (th) +B

[k]
φ F (th+1)

)
ek(xi),

X2(xi, th+1) =

K∑

k=1

(
eA

[k]tsX
[k]
2 (th) +B

[k]
NL2F2(th+1)

)
ek(xi),

X3(xi, th+1) =

K∑

k=1

(
eA

[k]tsX
[k]
3 (th) +B

[k]
NL3F3(th+1)

)
ek(xi).

B. Solve the linear inverse problem (K1, cf. Eq. (21)) to impose the given velocity
v

FI1(th+1) =
v −C

∑K
k=1 e

A[k]tsX[k](th)ek(xi)

C
∑K

k=1 B
[k]
I ek(xi)

.

C. Solve the second and third order inverse problem by computing the second and third kernel outputs
FI2 and FI3 using FI1 as input (cf. Fig. 6).
D. Compute dynamics of the direct problem with the known forces and the interaction force FI =
FI1 + FI2 + FI3

X1(xi, th+1) =

K∑

k=1

(
eA

[k]tsX
[k]
1 (th) +B

[k]
φ F (th+1) +B

[k]
I FI(th+1)

)
ek(xi),

X2(xi, th+1) =

K∑

k=1

(
eA

[k]tsX
[k]
2 (th) +B

[k]
NL2F2(th+1)

)
ek(xi),

X3(xi, th+1) =
K∑

k=1

(
eA

[k]tsX
[k]
3 (th) +B

[k]
NL3F3(th+1)

)
ek(xi).
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In the nonlinear case simulation will stay similar to the case of a single resonator since it relies on
the procedure described previously (in section 3.3.1) where each step is performed for each resonator,
except for the linear inverse problem of step B where K1 is computed for both resonators

FI1(th+1) =
vr0 − ṽr

CBIs(xIs) +CBIp(xIp, yIp)
=
vr0 −CX̃s(xIs, th) +CX̃p(xIp, th)

CBIs(xIs) +CBIp(xIp, yIp)
,

with the desired relative velocity vr0 as input and knowing that FIs = −FIp.
Application will be presented in section 4.4.

4 Application to different interactions

Simulation of the string and the plate models has been performed with the physical parameters de-
scribed in table 1.

The excitation force f(x, t) = φ(x)F (t) is defined by

φ(x) = φmax cos(π
x− x0

l
)1[x0− l

2 ,x0+
l
2 ]
(x), (15)

F (t) = Fmax
t

T
1[0,T ](t), (16)

where x0 = 0.37L is the excitation point, l = 0.04L is the width on which the force is applied and
T = 10−2 s.

Young modulus Poisson ratio Dimensions First eigenfrequencies
String 200 GPa 0.3 1.8 m 55 Hz, 110 Hz, 165 Hz...
Plate 40 GPa 0.3 1.2×1.2 m2 15 Hz, 37 Hz, 60 Hz...

Table 1: Physical parameters of the string and plates used in the simulation.

In the case of the Kirchhoff-Carrier string model and Berger plate model, the even order Volterra
kernels are zero, the inverse kernels computation presented in Fig. 5 is simplified as shown in Fig. 6.

K1

K3

K1 H3 −K1

v0

FI1

FI3

FI

Figure 6: Volterra kernels of the inverse system up to order 3 for the Kirchhoff-Carrier string model
and the Berger plate model (where kernel H2 and therefore its inverse K2 equal zero).

4.1 Velocity constraint at one point of a string

The case of a velocity constraint v0 at one point of the string is solved using the general algorithm 1
which is represented by the block-diagram of Fig. 7. In the case of an imposed zero velocity, this can
represent a finger shortening a string by pressing it on a fingerboard.
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f
H1

H1

H3
H3

−1

−1

K1

K3

ṽ1

ṽ3

v0

vr

−ṽ1

−ṽ3

v1

v3

v

FI1

FI3

FI

Figure 7: Block-diagram of the computation of the dynamics of a system represented by its Volterra
kernels H1 and H3. Velocity v0 is imposed at one point. The difference of velocities vr = v0− (ṽ1+ ṽ3)
is the input of the inverse problem described by kernels Kn. The interaction force FI computed is
applied to the string in addition to the known force f in order to respect the interaction.

After excitation by the force (15-16), the string vibrates freely. Then, a zero velocity is imposed at
the point xI = 0.7L at time t = 0.2 s during 0.3 s, shortening the vibrating part of the string.

The velocity signals at the interaction point xI can be seen on Fig. 8 for respectively, the first order
output v1(xI , t), the third order output v3(xI , t) and their sum. The first order is the output of the
first order kernel H1, i.e. the response of the linearised system. The second line is the output of the
third order kernel H3 (first order of nonlinearity) and therefore represent the order 3 contribution of
the dynamics alone. In this paper, the Volterra series is limited to order N = 3. Using the definition
of Volterra series in Eq. (1) the approximated output of the system is therefore the sum of the two
first lines.

Using the definition of the inverse Volterra kernels by Schetzen [27] and the algorithm presented
in section 3.3, the zero velocity constraint is successfully applied until a given order N = 3 at the
interaction point, which can be verified on the last line of Fig. 8. The interaction force acts mainly on
the dynamics of the linear response and have a more subtle effect on the order 3 output. However when
the interaction is released at time t = 0.5 s both signals are modified with higher frequency content by
the new dynamics that was introduced. It can be seen on Figs. 8 and 9b that the amplitude of order
3 is smaller that for the linear response. This lower amplitude when the nonlinear order increases can
be used as a first indication of the Volterra series convergence which will not be studied in this paper.

The shortening of the string is illustrated by spectrogram of Fig. 9a where the frequencies increase
when the interaction is imposed (from 55 to 79 Hz for the first mode, which is the fundamental
frequency of a string for a length of 0.7L with the same tension). During the interaction (from 0.2
to 0.7 s) new modes of the shortened string can be seen on the magnitude of the spectrum and the
spectrogram presented in Fig. 9. When the interaction is released we can see the amplitudes of the
initial modes have been modified by the new ones during the interaction. Moreover, modes of the
other part of the string which have a length of 0.3L (fundamental frequency of 183 Hz) can be seen
with a lower intensity.

Following the same idea, simulation of a glissando (continuous variation of the playing frequency
by moving a finger shortening a string for example) has been performed by moving the interaction
along string (from the initial point xI = 0.7L to 0.4L) during the simulation. Result can be seen on
the spectrograms in Fig. 10 for the observation point x = 0.17L where frequencies increase during the
shortening of this part of the string. In the same time, decreasing frequencies can be observed for
the observation point x = 0.9L located in the other part of the string. As in the previous case of a
non-moving constraint, spectrograms of each vibrating part reveal frequencies of the other vibrating
part of the string showing that the interaction does not fully split the string into two isolated strings.

10



Velocity (m.s-1)

0 0.2 0.4 0.6 0.8 1

Time (s)

-1

0

1

O
rd

e
r 

1

0 0.2 0.4 0.6 0.8 1

Time (s)

-0.2

0

0.2

O
rd

e
r 

3

0 0.2 0.4 0.6 0.8 1

Time (s)

-1

0

1
S

u
m

Figure 8: String velocity of the string at the interaction point xIs = 0.7L for orders 1, order 3 and
their sum. When the interaction is applied the total velocity is zero.
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(a) Spectrogram of the velocity signal at point
xobs = 0.17L.
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Figure 9: The interaction shortening the string is visible when the frequencies increase. On the
spectrum the modes of the string are visible at frequencies multiple of 55 Hz and the shifting for the
shortened string is visible around 79 Hz and multiples.

4.2 Collision of a vibrating string with a barrier

Simulation is performed using the parameters in table 1 for the string model and the excitation force
defined in Eqs. (15-16). In this case, the vibration is modified by the presence of rigid barrier located
at point xI = 0.7L and at a distance u0 = 1.5 mm below the string at rest.

Computation is done using the same method that in section 4.1 but with a displacement constraint
at the position of the barrier. If the string displacement at point xI is larger (in absolute value) or
equal to u0, contact is assumed and a displacement constraint of value u0 is applied involving the
computation of a reaction force.

Fig. 11 shows the string transverse displacement at several time steps before and after the two
first collisions of the string with the barrier at point xI . The simulation reveals that the presence
of the barrier is globally taken into account in the string dynamics. However it can be noticed that
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Figure 10: Spectrograms of the string velocity signal at the observation points xobs = 0.17L and
xobs = 0.9L. After the interaction is imposed, the interaction point moves from 0.7L to 0.4L.

the displacement constraint is not exactly respected and interpenetration can be observed with a
displacement slightly below the barrier position during some contacts. This can be related to the
fact that starting from the second collision, high frequency oscillations appear near the interaction
point. This is related to the discontinuity of the interaction force which can be seen in Fig. 13. These
discontinuities should be handled with another approach based on non-smooth mechanics such as
described in e.g. [34][26].

Displacement of the string at interaction point is represented in Fig. 12 for the first order, third
order and their sum. The contact with the barrier can be seen on the last line when the transverse
displacement is limited to −1.5 mm with the exception of few interpenetrations during some collisions.
This interaction induced modification in the waveform between 0 and 0.16 s in both order 1 and order
3 responses when the amplitude of the string vibration is large enough to reach the barrier.

4.3 Bowed string

The formalism presented in section 3.3.1 can be applied to compute the motion of a bowed string.
The string is excited by a bowing force FI which follows the characteristics (see e.g. [3])

FI(vr) =
√
2aFBvre

−av2
r+0.5, (17)

where FB is the normal force, a a parameter of the model and vr the relative velocity between the
bow and the string at the bowing point xI .

Simulations results are presented in Fig. 14 for FB = 1 N, a bowing velocity vB = 0.1 m s−1,
xI = 0.25L m and a = 100 s2 m−2. Self-oscillations of the transverse displacement emerges quickly.
A zoom on the displacement reveals the expected sawtooth waveshape in the linear response. The
third order response is one order of magnitude lower and has a completely different waveshape with a
positive almost constant value during the sticking phase (vr = 0) and a negative one during the sliping
phase (vr > 0). As in the displacement case, the expected waveform of the relative velocity is visible
in the linear response with the alternance between stick and slip phases. The third order response
is lower but within the same order of magnitude. The third order velocity response (v = vB − vr
with vB = 0.1 m s−1) is zero during the sticking phase, have a negative value at the beginning of the
slipping phase and a positive one at the end of it.
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Figure 11: Transverse displacement of the whole string at different time steps. Collision with the
barrier located at xI = 0.7L is visible on plots (c-d) and (f-g). (a-d) First collision. (e-h) Second
collision with presence of high frequency oscillations around the interaction point.
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Figure 12: Displacement of the string at interaction point xI = 0.7L for the first order output, third
order and their sum.

4.4 Interaction between the string and the plate

In many string instruments, the vibrating string is in interaction with a plate or a membrane. Many
configuration are possible since the interaction can be made through a bridge (e.g. piano, violin) or
not (snares on a snare drum [35]). In order to keep a simple application example, interaction of a
string rigidly connected to a plate in one point will be considered. Interaction between a string and a
plate with a rigid connection can be seen as imposing a zero relative velocity between one point of the
plate and one point of the string. The block-diagram of Fig. 15 presents the computation procedure.
We will assume that the plate and the string do not interact anywhere else. The string is excited by
the external force (15-16) and is connected to the plate at interaction point xIs = 0.7L. The plate is
not excited and is in interaction with the string at point (0.37Lx, 0.37Ly).
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Figure 13: Interaction force due to the contact with the obstacle.

String and plate velocities at the interaction point are shown in Fig. 16a, at order 1, order 3 and
their sum. On the last line the equal velocities constraint seems to be respected. This is verified in
Fig. 16b where the relative velocity between the plate and the string is plotted. The exchange of energy
between the two resonators can alse be observed in Fig. 17 which present string and plate magnitude
spectra (in point 0.17L of the string and (0.6Lx,0.6Ly) for the plate). The three first eigenfrequencies of
the string (55, 110 and 165 Hz) are visible at the same magnitude that the surrounding eigenfrequencies
of the plate. For the case of the string, the interaction with the plate dynamics is also visible with five
first eigenfrequencies of the plate between 37 and 110 Hz.

The order 3 response presented in Fig. 16a is very low in the case of the string whereas for the
plate it has the same magnitude than the linear response. This can be seen more precisely in Fig. 17
where for the frequency of 55 Hz (first eigenfrequency of the string) the order 3 response of the plate
have a magnitude of more than 50 dB. Readers interested in more general comments about coupling
between a string and a plate can find more informations in [36, p. 282].

4.5 Computation cost

The main interest of the presented approach is to use a low cost formalism to simulate the dynamics
of nonlinear systems. The choice to compute interactions using the inverse Volterra kernels allows to
keep this advantage since no iterations are necessary to compute the output at one time step. On a
recent laptop with a Intel Core i9, the case of a velocity constraint on one string, one second of sound
with a constraint is computed in less than a second without any optimisation. The number of floating
points operations is detailed in table 2 for simulation of the direct and inverse problems described in
section 4.1.

5 Conclusion

The paper has introduced the sound synthesis based on nonlinear physical models described by their
Volterra series and their interactions. Simulation of the dynamics of each resonator for known exci-
tation is computed at low cost using their Volterra kernels. This work allows to design and compute
interactions between these resonators using the inverse of their Volterra kernels in order to determine
at each time step the interaction force. A structure of simulation and an algorithm are provided and
differents applications for a single resonator or for coupling between two resonators are presented.
Desired interactions are globally respected, however the case of collisions and constraints on the dis-
placement reveals the limits of this approach and the need to consider an appropriate formalism such
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Figure 14: Self-oscillations of the string at the bowing point: Transverse displacement and relative
velocity vr = vB − v(xI , t) at the bowing point for order one, three and their sum.
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ṽs

ṽp
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Figure 15: Block-diagram describing the computation of the dynamics of a string and a plate models
in interaction. “String” and “plate” blocks compute respectively the dynamics of a string and a plate
until order 3 using their respective Volterra kernels. vr0 is the desired relative velocity between the
two systems. The difference of relative velocity vr0 − ṽr is the input of the inverse problem described
by kernels Kn. The interaction force FI computed is applied to both systems with opposite sign.

as nonsmooth dynamics. Moreover these results are limited by the hypotheses of Volterra series. The
convergence has not been studied in this paper and is not guaranteed since the excitation and inter-
action forces should be lower than the radius of convergence of the series. Results on convergence for
partial differential equations can be found in [37] and [38].
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Figure 16: Velocities of the string and the plate at their interaction point. The interaction can be
verified on the figure (b) which plots the relative velocity, i.e. the difference between the plate velocity
and the string velocity.

(a) String spectrum at point xobs = 0.17L. (b) Plate spectrum at point (0.6Lx, 0.6Ly).

Figure 17: Spectrum magnitude of (a) the string at observation point 0.17L; (b) the plate at observation
point (0.6Lx, 0.6Ly). Exchange of energy between the two systems is confirmed by the presence of
the plate eigenfrequencies (highlighted in red) in the string signal and the presence of the string
eigenfrequencies (in green) in the plate signal.
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linear approx.: N = 1, o(ǫ0) third order approx.: N = 3, o(ǫ1)

N+ K(N+
q +Nx)−Nx K (2N+

q +Nx + 2)−Nx − 1

N× K(N×
q +Nx) K(2N×

q +Nx + 3)− 1

Nflops K(Nflops
q + 2Nx)−Nx K(2Nflops

q + 2Nx + 5)−Nx

linear approx. with interaction: N = 1, o(ǫ0) third order approx. with interaction: N = 3, o(ǫ1)

N+ K(N+
q +Nx + 3)−Nx − 1 K(2N+

q +Nx + 13)−Nx − 1

N× K(N×
q +Nx + 3) + 1 K(2N×

q +Nx + 21) + 2

Nflops K(Nflops
q + 2Nx + 6)−Nx K(2Nflops

q + 2Nx + 34)−Nx + 1

Table 2: Number of floating point operations to compute the output of the direct problem (from [9])
and of the string interaction problem described in section 4.1 with K modes, at a given time time step,
for Nx observation points. Using simulation algorithm described in Eq. (20), simulation of each filter
requires N+

q = 4 sums and N×
q = 6 products.

A Reminder on the linear problem: modal sound synthesis

This section will remind the paradigm of modal sound synthesis based on linear physical models (A.1)
and a definition of nonlinear interactions between linear resonators described in the modal formalism
(A.2).

A.1 The direct problem: Green formalism and modal decomposition

Consider the case of a dimensionless linear wave propagation modelled by

∂2u(x, t)

∂t2
+ α

∂u(x, t)

∂t
− c2∆u(x, t) = f(x, t), (18)

with a fluid damping α, a celerity c, the Dirichlet boundary conditions

u(0, t) = u(1, t) = 0,

and the initial conditions

u(x, 0) =
∂u(x, 0)

∂t
= 0.

The solution u of this problem is defined by the convolution

u(x, t) =

∫

Ω×R+

g(x, t; ξ, τ)f(ξ, τ)dξdτ, (19)

where f is the input force applied to the system and g is the Green function, i.e. the solution of
Eq. (18) for a Dirac pulse input.

Given a modal decomposition u(x, t) =
∑K

k=1 u
[k](t)ek(x) (with ek(x) =

√
2 sin(kπx)), the second

order boundary value problem described in Eq. (18) can be written as a set1 of first order differential
equations for k ∈ {1, 2, . . . ,K}





X[k](t) =
[
u[k](t) du[k](t)

dt

]T
,

Ẋ[k](t) = A[k]X[k](t) +Bf [k](t),

A[k] =

[
0 1

−c2(kπ)2 −α

]
, B =

[
0

1

]
,

1a modal truncation is performed in order to obtain a finite dimensional set.
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Figure 18: Structure of simulation of the dynamics of a resonator with a truncation at K modes.

where the matrix A[k] captures the modal datas (eigen pulsation ωk = c2(kπ)2, damping α) and f [k]

are the modal forces. Using the exponential map, a solution can be formulated as (cf. [9])

X[k](t) =

∫ t

0

eA
[k](t−τ)Bf [k](τ)dτ + eA

[k]tX[k](0),

which gives, after a time discretisation th = hts (where ts is the sampling period) and a zeroth order
approximation of the input force, a recursive filter formula

X[k](th+1) = eA
[k]tsX[k](th) +B

[k]
0 f [k](th+1), (20)

with B
[k]
0 = −A[k]−1

[
B− eA

[k]tsB
]
. Technically, the computation of the exponential gives rise to a

sound synthesis process described in Fig. 18 where Q[k](s) = 1
s2+αs+ω2

k

are the filters associated to

A[k] and B.

A.2 The interaction problem in discrete space and time domains

In this work interaction force written as fI(x, t) = φ(x)FI(t) will be considered where φ will represent
the spatial distribution of the force. The general idea is to compute an interaction force in one point
xI (i.e. with φ(x) = δ(xI − x)) from a given value of displacement or velocity, i.e. to solve an inverse
problem. In order to do so, the solution in discrete time and space will be written as a sum between
memory effects (inertia and elasticity) ṽ and a term related to the instantaneous force fI

v(xi, t) = ṽ(xi, t) +
∂g(xi, xi, t)

∂t
fI(xi, t),

which becomes in the discrete time and space domains

v(xi, t) = C
K∑

k=1

(
eA

[k]tsX[k](th) +B
[k]
φ FI(th+1)

)
ek(xi),

where C =
[
0 1

]
and B

[k]
φ = φ[k]B

[k]
0 . Imposing a value v0 to the velocity, the interaction force FI

can be computed by

FI(t) =
v0 −C

∑K
k=1 e

A[k]tsX[k](th)ek(xi)

C
∑K

k=1 B
[k]
φ ek(xi)

. (21)
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In the the case of two resonators, the interaction definition will involve relative velocity between
the two systems. This contact interaction can be permanent (e.g. adhere interaction) or not (e.g.
strike interaction).

The relative velocity between the considered systems A and B, writes

vr(t) = vA(xA, t)− vB(xB , t),

= ṽA(xA, t)− ṽB(xB , t) +
∂gA(xA, xA, t)

∂t
fI(xA, t)−

∂gB(xB , xB , t)

∂t
fI(xBt),

which becomes

vr(t) = C

K∑

k=1

(
eAA

[k]tsX
[k]
A (th) +B

[k]
φA
FIA(th+1)

)
eAk (xA),

−
(
eAB

[k]tsX
[k]
B (th) +B

[k]
φB
FIB (th+1)

)
eBk (xB).

Knowing, that FIA = −FIB the general formulation of the interaction force is

FIA(t) =
vr −C

∑K
k=1

(
eAA

[k]tsX
[k]
A (th)− eAB

[k]tsX
[k]
B (th)

)
ek(xi)

∑K
k=1

(
B

[k]
φA

+B
[k]
φB

)
ek(xi)

.

B Volterra kernels of the dimensionless Berger plate model

One possibility to find the Volterra kernels (other methods can be found in e.g. [29, 39]) of a system
is to write the cancelling system of its equation. Such a cancelling system is represented in Fig. 19 for
the Berger plate model. It consists in assuming that the Volterra kernels {hn} are known. Therefore
the output u is a solution which satisfies the partial differential equation (6) whose operators are
represented in the block-diagrams, thus leading to an output z = 0 for all inputs f . More details can
be found in [9].

2.

2.

{h(x,y)n } ∂2t + δ∂t +∆∆

−φ(x, y)

f(t)

u(x, y, t)

z(x, y, t)=0

1√
λ
∂x

√
λ∂y

ψ
∫
D

−∆

Figure 19: Block-diagram version of Eq. (6).
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Using the block-diagram presented in Fig. 19 with the notation ∆ = 1
λ
∂2x + λ∂2y and the intercon-

nections laws (2-4), the kernels equations can be derived in the Laplace domain for all order n:

[
ŝ
2
1:n +

(
1

λ2
∂4

∂x4
+ λ2

∂4

∂y4
+ 2

∂4

∂x2∂y2

)
+ δŝ1:n

]
H(x,y)

n (s) = E(x,y)
n (s), (22)

with E
(x,y)
1 (s) = φ(x, y),

E(x,y)
n (s) = ψ

∫

D0

∑

p,q,r<n
p+q+r=n

(
1

λ

∂H
(x,y)
p

∂x

∂H
(x,y)
q

∂x
+ λ

∂H
(x,y)
p

∂y

∂H
(x,y)
q

∂y

)
dxdy

(
1

λ

∂2H
(x,y)
r

∂x2
+ λ

∂2H
(x,y)
r

∂y2

)
,

(23)
and the following boundary conditions

H(x=0,y)
n (s) = 0, H(x=1,y)

n (s) = 0,

H(x,y=0)
n (s) = 0, H(x,y=1)

n (s) = 0,

∂2

∂y2
H(x=0,y)

n (s) = 0,
∂2

∂y2
H(x=1,y)

n (s) = 0,

∂2

∂x2
H(x,y=0)

n (s) = 0,
∂2

∂x2
H(x,y=1)

n (s) = 0.

Linear ordinary differential equation (22) can be solved using standard order reduction tools (finite
elements method, finite differences, etc.). In this paper, modal decomposition will be used.

Modal decomposition Consider the Hilbert basis on the space L2(Ω) where D0 =]0, 1[2

ekl(x, y) = 2 sin(kπx) sin(lπy), (24)

which satisfies the boundary conditions. The projection of the Volterra kernels on the modes (k, l) will
be denoted

H [kl]
n (s) =

∫

D0

H(x,y)
n (s)ekl(x, y)dxdy.

Projecting Eqs. (22)-(23) yields the following algebraic equations

〈(
ŝ
2
1:n + δŝ1:n +

1

λ2
∂4

∂x4
+ λ2

∂4

∂y4
+ 2

∂4

∂x2∂y2

)
H(x,y)

n , ekl

〉
=
〈
E(x,y)

n , ekl

〉
,

(
ŝ
2
1:n + δŝ1:n +

k4π4

λ2
+ λ2l4π4 + 2k2l2π4

)
H [kl]

n (s) = E[kl]
n (s),

leading to the following recurrent expression of the Volterra kernels

H [kl]
n (s) = Q[kl](s)E[kl]

n (s),

with

Q[kl](s) =

(
ŝ
2
1:n + δŝ1:n +

k4π4

λ2
+ λ2l4π4 + 2k2l2π4

)−1

,

E
[kl]
1 (s) = 〈φ, ekl〉 (x, y),
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and

E[kl]
n (s) = ψ

〈∫

D

∑

p,q,r

(
1

λ

∂H
(x,y)
p

∂x

∂H
(x,y)
q

∂x
+ λ

∂H
(x,y)
p

∂y

∂H
(x,y)
q

∂y

)
dxdy

(
1

λ

∂2H
(x,y)
r

∂x2
+ λ

∂2H
(x,y)
r

∂y2

)
, ekl

〉
,

E[kl]
n (s) = −ψπ4(

k2

λ
+ l2λ)

∑

p,q,r

∑

(m,n)

H [mn]
p H [mn]

q

(
m2

λ
+ n2λ

)
H [kl]

r ,

E[kl]
n (s) = γkl

∑

p,q,r

∑

(m,n)

H [mn]
p H [mn]

q

(
m2 + n2λ2

)
H [kl]

r ,

with γkl = ψ
−π4(k2+l2λ2)

λ2 .
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