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Abstract

As critical infrastructures (CIs) are essential for the safety and socio-economic stability of a soci-

ety, ensuring their resilience is a task of the utmost importance. Critical infrastructures are often

interdependent on each other, and the topology of the interdependencies between different systems,

also referred to as coupling interface, plays a key role in terms of their resilience against failures.

In case of failures due to natural events, random disturbances, or deliberate attacks, the design of

the coupling interface is a key factor for maintaining high performance within the interdependent

CIs. However, in the existing literature, the issue of the coupling interface design is often addressed

through heuristics. In this work, we propose an optimization-based mathematical approach for de-

signing coupling interfaces between interdependent critical infrastructures under random failures.

The proposed approach allows designing a coupling interface that is robust against the worst re-

alization of a set of feasible failure scenarios. Using as case-study interdependent power and gas

networks, we show that the proposed method outperforms existing solutions based on network

metrics-based heuristics.

Keywords: Coupling interface, resilience, defender-attacker-defender, interdependent critical

infrastructures, optimization
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Preprint submitted to Reliability Engineering & System Safety July 11, 2022



GN Gas network

IPGNs Interdependent power and gas networks

NC&CG Nested Column&Constraint Generation

PN Power network

Sets

EGN Set of edges in the gas network

EPN Set of edges in the power network

VGN Set of nodes in the gas network

VPN Set of nodes in the power network

Parameters and coefficients

θ Maximum value of phase angle

d
b

i Base requested power demand of node i in the power or gas network

d
m3

j Requested gas demand of node j in the gas network

d
MW

j Requested power demand of node j in the gas network

dGN Total requested gas demand of the gas network

dPN Total requested power demand of the power network

fk Flow capacity of edge k in the power or gas network

pi Production capacity of node i in the power or gas network

Katt Maximum number of attacked edges

LGN Number of edges in the gas network

LPN Number of edges in the power network

Mk Big-M method constant

NGN Number of nodes in the gas network

NPN Number of nodes in the power network

wGN Weight of the gas network
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wPN Weight of the power network

xk Reactance of edge k in the power network

Variables

δgj Binary variable that indicates the functional state of all the interdependency links starting

from node j in the gas network

δpj Binary variable that indicates the functional state of all the interdependency links starting

from node j in the power network

η Variable of outer layer of NC&CG algorithm

ρ Variable of inner layer of NC&CG algorithm

θi Phase angle of node i in the power network

di Supplied demand in node i in the power or gas network

fk Flow in edge k in the power or gas network

pi Production in node i in the power or gas network

uk Binary variable that indicates the functional state of edge k in the power network

yg←p
ij Binary variable that indicates if a physical link from node j ∈ VPN to node j ∈ VGN exists

yp←g
ij Binary variable that indicates if a physical link from node j ∈ VGN to node i ∈ VPN exists

1. Introduction

1.1. Motivation

Critical infrastructures (CIs), such as power networks or transportation systems, are complex

systems which supply goods, services, and commodities to people [1], [2]. Failures and disruption

within CIs can lead to severe socioeconomic stress in a society [3], and ensuring their resilience

against a large variety of disruptive events is an important issue [4], [5]. Moreover, CIs are increas-

ingly interdependent on each other. This increasing degree of interdependency brings advantages

in terms of functionality and efficiency, but often leads to new vulnerabilities and risks of cascading

effect between interdependent infrastructures [6].

Coupling interfaces play a key role in characterizing the resilience of interdependent CIs [7],

[8]. The coupling interface characterizes how the interdependent CIs are coupled together; in other

words, it characterizes how the interdependent CIs are connected and what are the components in
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each CI that are dependent on the other CI. When CIs are modeled as networks [9], the coupling

interface simply denotes the allocation of interdependency links, as shown in Figure 1.

Figure 1: Network representation of two interdependent infrastructures. In evidence, we can notice the two struc-

tural components of networks (nodes and edges) and their connection (interdependency links). The ensemble of

interdependency links is referred to as coupling interface.

In most of the existing literature on interdependent CIs, coupling interfaces are treated as a

known parameter, and no optimization nor analysis is performed. Limited works try to optimize

the design of the coupling interface (e.g. [7] or [8]); however, they rely on heuristic methods based

on network science metrics, which do not guarantee optimal solutions nor high quality designs of

coupling interface.

In this work, we propose a resilience-based mathematical framework, based on the defender-

attacker-defender (DAD) model [10]–[13], for the optimal design of coupling interfaces in inter-

dependent CIs. The DAD approach allows to identify solutions, in this case a coupling interface

design, which are robust against the worst realization of uncertain scenarios, in this case failure

scenarios.

In general, the motivations of this work are the following:

• research: the design of coupling interfaces between interdependent CIs has not been addressed

comprehensively in the existing literature, and to the best of our knowledge, no mathemat-
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ical programming approach has been proposed. As the coupling interface is a key factor of

interdependent CIs and their resilience, optimizing its design is an important issue;

• application: due to the importance of coupling interface design, decision-makers and planners

should be provided with the means and tools to evaluate and optimize the allocation of

interdependency links between interdependent CIs.

As illustrative case-study, we rely on interdependent power and gas networks (IPGNs), similarly

to [14], where gas networks need electricity for the functionality of their equipment (valves, pumps,

compressors, etc.), and power networks need a gas supply to produce electricity in gas-fired power

plants.

1.2. Related work

In the next sections we review the main works related to resilience enhancement in CIs, and

design and optimization of coupling interfaces between interdependent CIs.

1.2.1. Resilience enhancement in critical infrastructures

The purpose of this section is to explain the main concepts in the context of resilience enhance-

ment and give a general overview in order to better contextualize and position this work.

As critical infrastructures represent the backbone of essential societal functions, ensuring their

resilience is a fundamental task [2]. The resilience of a system is defined as “its ability to withstand

stressors, adapt, and rapidly recover from disruptions” [15]. Resilience refers to the behaviour of a

system in disruptive conditions, it is generally represented with a resilience curve, as in Figure 2,

and it is defined as the combination of three phases [2], [16]:

• the disturbance phase, which describes the speed and the severity of the disruption; this phase

is strictly connected to the concepts of survivability and vulnerability1;

• the degraded phase, which describes the temporal extension of the disruption after the dis-

turbance phase, and it is linked to the emergency preparedness;

• the restoration phase, which describes the operations of restoration and repair.

The resilience of a system can be measured using different approaches, and various metrics

are available in the existing literature [20]. A renowned approach is called ΦΛEΠ (pronounced

”FLEP”) [16], and it consists of the computation of four different metrics:

1Survivability is defined in [17] as “the capability of a system to fulfill its mission in a timely manner in the

presence of attacks, failures, or accidents”, and it can be interpreted as the residual performance after the disturbance

phase. Vulnerability is defined in [18] as “degree of loss or damage to a system when exposed to a strain of a given

type and magnitude”, and it can be interpreted as the drop of performance due to the disturbance phase.
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Figure 2: Qualitative representation of a resilience curve and the related phases [16], [19]

• Φ: it defines the rate of performance drop during the disturbance phase. Using Figure 2 as

a reference, where p(t) defines a performance indicator at time t, it can be computed as the

difference in performance before and after the disruptive event divided by the duration of the

event, as in Equation (1):

Φ =
p(te)− p(td)

td − te
; (1)

• Λ: it defines the magnitude of the drop in performance. This metric corresponds to the

concept of vulnerability, and it strictly correlated with the survivability. It can be computed

as the difference in performance before and after the disruptive event, as in Equation in (2)

Λ = p(te)− p(td); (2)

• E: it defines the temporal extension of the degraded phase, and it can be computed as in (3):

E = tr − td; (3)

• Π: it defines the rate of recovery, and it can be computed as the difference in performance at

the beginning and at the end of the recovery phase, divided by the duration of the recovery,

as in Equation in (4):

Φ =
p(tf )− p(tr)

tf − tr
. (4)

Enhancing the resilience of systems and infrastructures by optimizing design, preventive mea-

sures and resource allocation (e.g. transmission and/or generation expansion, protection of compo-

nents, allocation of recovery resources, reliable network design, etc.), is one of the most important
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tasks and a major topic in the field of critical infrastructures. Within this context, several works are

available, and they can be distinguished according to different characteristics: i) which resilience

phase is optimized; ii) which type of infrastructures is optimized; iii) which type of optimization

model is used.

The optimization of critical infrastructures resilience can focus on one or multiple phases: for

example, in [11] and [21], the resilience of power networks is enhanced by focusing separately on

the optimization of protection against the disturbance phase and recovery phase, respectively; on

the contrary, in [13] and [22], the resilience of interdependent CIs is enhanced by simultaneously

optimizing both the disturbance phase and recovery phase.

An important feature that distinguishes the different works is which type of infrastructure is

optimized, in terms of resilience. Several authors focus on resilience of single infrastructures, such

as power networks [23] or water networks [24]. However, many other authors focus on the integrated

optimization of resilience of multiple interdependent CIs, such as power and gas networks [25] or

power and water networks [26], accounting for their mutual interdependencies when optimizing

their resilience by preventive measures and resource allocation. The type of infrastructure under

consideration is a key factor, as each infrastructure is characterized by specific operational models

and interdependencies on other systems.

Another important difference within the existing works is the type of optimization model used

for the resilience enhancement, which strongly impacts the quality and the nature of the solution.

Many authors apply multi-level approaches, such as the DAD model [27], to enhance CIs resilience.

These approaches offer robust solutions, and usually affordable computational cost. Some authors

also include uncertainty using a stochastic optimization approach [28], in order to enhance the

resilience expectation against a known probability distribution of uncertain parameters. Moreover,

heuristics approach are also used [29], in order to derive high-quality solutions with operational

models which can not be solved by traditional mathematical programming approaches.

It should be highlighted than in the aforementioned works the resilience of CIs is enhanced

by optimizing different preventive measures and resource allocations, such as construction of new

components (generation/expansion planning), protection of components or repair scheduling. How-

ever, the coupling interface, despite being a key parameter, is not optimized. As it is explained in

the next section, only a limited number of works accounts for different coupling interface designs

between interdependent CIs.

1.2.2. Design and optimization of coupling interface

When the state/functionality of one infrastructure depends on the state/functionality of another

one, a relationship of interdependency exists. Interdependencies are unidirectional when one infras-
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tructure depends on another one, but not vice versa; otherwise, they are bidirectional [30], [31]. As

interdependencies have been a subject of research since the early 2000s [2], different classifications

exist in the literature [30]–[33]. One of the most used classifications is the one proposed in [30],

where four categories are identified:

• physical, when one CI depends on another one through a physical flow (energy, goods, etc.);

• cyber, when one CI depends on another one through a flow of data and information;

• geographic, when elements of different infrastructures share the same location and they can

be modified by a change in the environment conditions;

• logical, when a relationship which is not physical, cyber, or geographic exist.

CIs are often modeled with a network science approach [9], and the interdependencies are rep-

resented as links between components (nodes and/or edges) belonging to different infrastructures

[34]. We refer to the ensemble of interdependency links as coupling interface. Its topology, i.e.

where the interdependency links are present, plays a key role in terms of failure propagation be-

tween different infrastructures. Interdependency topology and design have been addressed in the

field of interdependent networks, where various works focus on evaluating coupling interfaces and

their impact on failure propagation [35], [36], and how coupling interfaces, if properly allocated, can

increase the robustness of interdependent networks [37]–[39]. These works, despite representing a

solid theoretical framework, mainly rely on percolation theory, and they fail to capture the details

and the complex dynamics of real-world infrastructures.

Despite the critical role of coupling interfaces, in the existing literature they are often considered

as a given parameter, and they are not analyzed nor optimized.

In some works, different network metric-based coupling strategies are tested on different inter-

dependent CIs, such as power and water networks [40] or power and telecommunication networks

[41]–[43]. In these works, the impact of different topologies is evaluated, and they demonstrate

the importance of considering the coupling interface design problem within realistic CIs. However,

these network-based heuristic approaches do not guarantee optimal solutions.

Similar network metrics-based approaches are also proposed in [7] and [8]. In [7], the authors

propose an approach for designing coupling interfaces between urban CIs in order to increase their

robustness against external attacks. The proposed strategy for designing the coupling interface is

based on multiple network metrics (node degree, betweenness, clustering coefficient and Euclidean

distance). In [8], the authors propose a similar approach, also accounting for physical features of the

CIs, such as levels of supply and demand. However, these works still rely on network metrics as an

heuristics. Consequently, they do not guarantee optimal solutions and the quality of the identified
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coupling interface designs depends on the case-study considered. Moreover, these approaches are

tailor-made and are not readily generalizable to other case-studies, as one specific heuristic strategy

might perform well in some networks and poorly for other systems.

1.3. Contribution

In this work, a novel optimization-based approach for designing coupling interfaces between

interdependent CIs is proposed. Our model ensures that coupling interface topologies are opti-

mized in order to maximize the worst-case realization of combined performed of the interdependent

infrastructures under random failures. The proposed approach is based on the DAD model, a three-

stage sequential game which allows to identify robust defense strategies and/or resource allocation

against a defined set of feasible attack scenarios. To demonstrate the validity of our approach,

interdependent power and gas networks (IPGNs) are used as illustrative case-study.

The contributions of this papers can be summarized as follows:

• We developed a novel resilience-based optimization approach, which can be directly applied

to design or retrofit new or existent coupling interfaces between interdependent CIs.

• We developed an approach for the optimization of coupling interface design that is generaliz-

able for any case-study by selecting the appropriate operational model for the interdependent

CIs.

• We demonstrated that our approach outperforms network metrics-based coupling interface

strategies available in the existing literature.

The rest of this paper is organized as follows: in Section 2, the problem formulation is detailed;

in Section 3, the solution strategy is explained; in Section 4, the illustrative case-study is detailed;

in Section 5, results and discussion are presented; in Section 6, conclusive remarks and possible

future developments are detailed.

2. Optimization problem formulation

2.1. Modeling framework

In this work, each infrastructure is modeled using a network flow-based approach [9], [44], where

a network is a mathematical construct described by a graph G = (V,E). The set V contains N

nodes, connected by L edges, contained within the set E. Each edge k is directed and has an

origin node O(k) and a destination node D(k). In line with a flow-based approach, we assume that

commodities goods, and services are produced and consumed within nodes and distributed through
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edges. Each node i has a production capacity pi and a requested demand di, while each edge k has

a flow capacity fk.

In this work, we focus on the combined performance PC of the interdependent CIs [14], defined

as in (5):

PC =
∑
h∈H

wh

dh

∑
i∈Vh

di (5)

where the subscripts H denotes the set of interdependent CIs, wh represents the weight of infras-

tructure h when computing the combined performance, dh is the total requested demand of goods,

services, or commodities in infrastructure h, and di is the supplied demand of goods, services, or

commodities in each node i of infrastructure h.

Considering the resilience framework described in Section 1.2.1, the combined performance in

conditions of disruption represents the concept of survivability of the interdependent CIs, comple-

mentary to the concept of vulnerability and to the Λ metric of the ΦΛEΠ approach. In this work,

we do not consider the restoration phase, as it is characterized by deep uncertainties and it should

be optimized case-by-case according to the specific disruption and failure scenarios [21].

As illustrative case-study, we consider interdependent power and gas networks (IPGNs), which

are mutually interdependent on each other with physical interdependencies. In fact, equipment

in the gas network, such as valves, compressors, or pumps, needs a constant power supply; power

networks, if gas-fired power plants are present, need a constant supply of gas. The combined

performance of the IPGNs can be defined as in Equation (6):

PC,IPGNs =
wPN

dPN

∑
i∈VPN

di +
wGN

dGN

∑
i∈VGN

di (6)

where the subscripts PN and GN denote the power network and gas network, respectively, wPN

and wGN represent the weight of power network and gas network when computing the combined

performance2, dPN and dGN are the total requested demand of power and gas, and di is the supplied

power or gas in each node of the networks. The combined performance PC ranges from 0, when no

power and gas demand is supplied, to 1, when 100% of the requested demand of power and gas is

supplied.

In the power network, nodes represent buses, while edges represent power lines; in the gas

network, nodes represent hubs, while edges represent gas pipelines. The power network operations

are simulated with a DC power flow model, while the gas network operations are simulated with

a linear maximal flow model, which is a suitable approximation of flow-based infrastructures [14],

[45]–[47].

2It should be noted that wPN + wGN = 1.
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Several works analyze critical infrastructures in the context of specific types of hazards, like

intentional attacks [46], spatially-localized attacks [48] and extreme natural events [14], [49]. In

this work, we adopt an approach based on the maximum number of contingencies [27], [50]. For

simplicity, but without loss of generality, we assume that only transmission lines (edges) in the

power network can be attacked and failed. By considering the simultaneous failures of transmission

lines, the present model is agnostic about the source of disruption, providing a rapid and objective

way of calculating the consequence of damage to any set of components.

In this work, the following assumptions are considered:

• a single demand scenario is considered, i.e. the expected forecast of requested power and gas

demand [27];

• each node in the gas network needs to receive a power supply from the power network in order

to run equipment;

• each node in the power network with some production capacity is assumed to contain a

gas-fired power plant and needs to receive a gas supply from the gas network;

• each node in the power network can be dependent on one, and only one node in the gas

network, and vice versa;

• allocating the coupling interface has a cost that depends on the geographical distance between

the two nodes connected by the interdependency link;

• the operators are perfectly aware of the status of the components within the power network

and gas network [27].

The purpose of the proposed model is to design a coupling interface between IPGNs that ensures

satisfactory combined performance in normal conditions (no failures) and conditions of disruption.

2.2. Defender-attacker-defender approach

The problem takes the form of a trilevel DAD optimization model, a formulation often used in

the framework of optimization of defense strategies and resources in CIs (e.g. [10], [14], [27]). It

is useful to imagine the problem as a three-players game: the inner defender aims at maximizing

the combined performance of the IPGNs through the operational variables of the two systems; the

middle attacker aims at minimizing the combined performance choosing the most disruptive attack

plan; the outer defender aims at maximizing the combined performance of the IPGNs by designing

a robust coupling interface that also ensures satisfactory performance in normal conditions (no

failures). The full formulation is shown in (7)-(43):
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max
p′,d′,f ′,θ′,δ′

yg←p∈{0,1}NC

yp←g∈{0,1}NC

min
u∈{0,1}LPN

max
p,d,f ,θ,δ

wPN

dPN

∑
i∈VPN

di +
wGN

dGN

∑
i∈VGN

di

−γ

 ∑
i∈VGN
j∈VPN

yg←p
ij dkmij cg←p

km +
∑

i∈VPN
j∈VGN

yp←g
ij dkmji cp←g

km

 (7)

subject to:

First level ∑
j∈VPN

yg←p
ij ≤ 1, ∀i ∈ VGN (8)

∑
j∈VGN

yp←g
ij ≤ 1, ∀i ∈ VPN (9)

∑
i∈VGN
j∈VPN

yg←p
ij dkmij cg←p

km +
∑

i∈VPN
j∈VGN

yp←g
ij dkmji cp←g

km ≤ Bci (10)

wPN

dPN

∑
i∈VPN

di +
wGN

dGN

∑
i∈VGN

di ≥ 1 (11)

0 ≤ p′i ≤ pi, ∀i ∈ VTOT (12)

0 ≤ d′i ≤ d
b

i +
∑

j∈VGN

yg←p
ji d

MW

j , ∀i ∈ VPN (13)

0 ≤ d′i ≤ d
b

i +
∑

j∈VPN

yp←g
ji d

m3

j , ∀i ∈ VGN (14)

−fk ≤ f ′k ≤ fk, ∀k ∈ ETOT (15)

xkf
′
k − (θ′O(k) − θ′D(k)) = 0, ∀k ∈ EPN (16)

p′i − d′i +
∑

k|D(k)=i

f ′k −
∑

k|O(k)=i

f ′k = 0, ∀i ∈ VTOT (17)
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di − δp
′

i

(
dbi +

∑
j∈VGN

yg←p
ji d

MW

j

)
≥ 0, ∀i ∈ VPN (18)

d′i − δg
′

i

(
dbi +

∑
j∈VPN

yp←g
ji d

m3

j

)
≥ 0, ∀i ∈ VGN (19)

p′i − pi
∑

j∈VGN

yp←g
ij δg

′

j ≤ 0, ∀i ∈ VPN (20)

p′i − pi
∑

j∈VPN

yg←p
ij δp

′

j ≤ 0, ∀i ∈ VGN (21)

d′i −

d
b

i +
∑

j∈VPN

yp←g
ji d

m3

j

 ∑
j∈VPN

yg←p
ij δpj ≤ 0, ∀i ∈ VGN (22)

−
∑

k|O(k=i)
j∈VPN

yg←p
ij δp

′

i fk ≤ f ′k ≤
∑

k|O(k=i)
j∈VPN

yg←p
ij δp

′

i fk, ∀k ∈ EGN (23)

−
∑

k|D(k=i)
j∈VPN

yg←p
ij δp

′

i fk ≤ f ′k ≤
∑

k|D(k=i)
j∈VPN

yg←p
ij δp

′

i fk, ∀k ∈ EGN (24)

yg←p
ji ∈ {0, 1}, yp←g

ij ∈ {0, 1}, ∀i ∈ VPN , ∀j ∈ VGN (25)

δp
′

i ∈ {0, 1}, δ
g′

j ∈ {0, 1}, ∀i ∈ VPN , ∀j ∈ VGN (26)

Second level ∑
k∈EPN

(1− uk) ≤ Katt (27)

uk ∈ {0, 1}, ∀k ∈ EPN (28)

Third level

0 ≤ pi ≤ pi, ∀i ∈ VTOT (29)
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0 ≤ di ≤ d
b

i +
∑

j∈VGN

yg←p
ji d

MW

j , ∀i ∈ VPN (30)

0 ≤ di ≤ d
b

i +
∑

j∈VPN

yp←g
ji d

m3

j , ∀i ∈ VGN (31)

−ukfk ≤ fk ≤ ukfk, ∀k ∈ EPN (32)

−fk ≤ fk ≤ fk, ∀k ∈ EGN (33)

(
xkfk −

(
θO(k) − θD(k)

))
uk = 0,∀k ∈ EPN (34)

pi − di +
∑

k|D(k)=i

fk −
∑

k|O(k)=i

fk = 0, ∀i ∈ VTOT (35)

di − δpi

(
d
b

i +
∑

j∈VGN

yg←p
ji d

MW

j

)
≥ 0, ∀i ∈ VPN (36)

di − δgi

(
d
b

i +
∑

j∈VPN

yp←g
ji d

m3

j

)
≥ 0, ∀i ∈ VGN (37)

pi − pi
∑

j∈VGN

yp←g
ij δgj ≤ 0, ∀i ∈ VPN (38)

pi − pi
∑

j∈VPN

yg←p
ij δpj ≤ 0, ∀i ∈ VGN (39)

di −

d
b

i +
∑

j∈VPN

yp←g
ji d

m3

j

 ∑
j∈VPN

yg←p
ij δpj ≤ 0, ∀i ∈ VGN (40)

−
∑

k|O(k=i)
j∈VPN

yg←p
ij δpi fk ≤ fk ≤

∑
k|O(k=i)
j∈VPN

yg←p
ij δpi fk, ∀k ∈ EGN (41)

−
∑

k|D(k=i)
j∈VPN

yg←p
ij δpi fk ≤ fk ≤

∑
k|D(k=i)
j∈VPN

yg←p
ij δpi fk, ∀k ∈ EGN (42)

δpi ∈ {0, 1}, δ
g
j ∈ {0, 1}, ∀i ∈ VPN , ∀j ∈ VGN . (43)

Equation (7) is the objective function of the trilevel optimization problem, and it contains three

terms. The first two terms correspond to the combined performance PC , previously shown in
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Equation (6). By including PC in the objective function, we can identify a coupling interface that

maximizes the combined performance of the IPGNs in the worst failure scenario; in other words,

we can identify the coupling interface that maximizes the survivability of the IPGNs (or minimizes

the Λ resilience metric) of the IPGNs in the worst failure scenario. The power and gas supplied

to each node i are defined by the variables di, while the total requested demand of power and gas,

denoted as dPN and dGN , are constant parameters computed as in (44) and (45), respectively.

dPN =
∑

i∈VPN

d
b

i +
∑

j∈VGN

d
MW

j (44)

dGN =
∑

i∈VGN

d
b

i +
∑

j∈VPN

d
m3

j (45)

In these equations, the constant d
b

i denotes the baseline requested demand of power or gas in each

node, and it represents the consumption of various private and public consumers. The constant

d
MW

j denotes the requested power demand of node j ∈ VGN , while the constant d
m3

j denotes the

requested gas demand of node j ∈ VPN .

The third term of the objective function ensures that, if more than one optimal coupling interface

exists, the one with the lowest allocation cost is chosen. The terms within the parentheses define the

cost of allocating a specific coupling interface. The binary variable yg←p
ij =1 if an interdependency

link from node j ∈ VPN to node i ∈ VGN is allocated, and yg←p
ij =0 otherwise. Similarly, the binary

variable yp←g
ij =1 if an interdependency link from node j ∈ VGN to node i ∈ VPN is allocated, and

yp←g
ij =0 otherwise. The constant dkmij denotes the distance in kilometer between node i ∈ VGN and

node j ∈ VPN , while the constants cg←p
km and cp←g

km denote the cost per kilometer of allocating an

interdependency link from the power network to the gas network, and from the gas network to the

power network, respectively. The terms within the parentheses are multiplied by a factor γ, which

represents a very small number. This factor ensures that the priority within the optimization is

given to the combined performance PC .

Equations (8)-(26) denote the constraints of the first optimization level, corresponding to the

outer defender. This agent allocates the coupling interface in a way such that: i) the available

monetary budget Bci is respected, as shown in Constraint (10), and ii) in normal conditions (no

failures), it is possible to supply the whole requested demand of power and gas (PC=1). Consistently

with the existing literature, we assume that each node in the gas network can be dependent on,

and connected through an interdependency link to, only one node in the power network, and vice

versa. We refer to this as the single-dependency assumption, and it is enforced by Constraints (8)

and (9). The coupling interface, as previously explained, is allocated through the binary variables

yg←p
ij and yp←g

ij , contained within the vectors yg←p and yp←g with dimension NC = NPN ×NGN .
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The coupling interface must be allocated in order to guarantee that, in normal conditions, the

requested demand of power and gas is fully satisfied, as enforced by Constraint (11). This condition

depends on the first-level operational variables, contained within the vectors p′,d′, f ′,θ′, δ′, which

represent production levels, supply demands, flows, phase angles, and interdependency links status,

respectively3.

Equations (12)-(26) contain the operational constraints of the first level. For both networks,

the production level of power or gas p′i in each node i is limited by the production capacity pi, as

enforced in Constraint (12). Similarly, as shown in Constraints (13) and (14), the supplied demand

of power or gas d′i in each node i is limited by the requested demand. As it is shown on the right side

of (13), the requested power demand of node i ∈ VPN is given by the sum of the baseline requested

power demand d
b

i and all the requested power demands d
MW

j of the nodes j ∈ VGN which depend

on the node i ∈ VPN for the electricity supply (yg←p
ji =1). Similarly, as it is shown on the right side

of (14), the requested gas demand of node i ∈ VGN is given by the sum of the baseline requested

gas demand d
b

i and all the requested gas demands d
m3

j of the nodes j ∈ VPN which depend on the

node i ∈ VGN for the gas supply (yp←g
ji =1).

The flow of power and gas f ′k in each edge k is limited, in absolute value, by the flow capacity

fk, as shown in Constraint (15). Moreover, in each line of the power network, the power flow is

subject to the DC power flow assumption, enforced by Constraint (16), where xk represents the

reactance of line k, and θ′O(k) and θ′D(k) are the phase angles in the origin and destination node of

line k, respectively.

The net nodal balance of power and gas in each node is ensured by Constraint (17).

The operations of the IPGNs depends on the status of the interdependency links. Similarly

to other existing works (e.g. [14]), we assume a binary functional status for the interdependency

links (1 if functional, 0 if not functional). We assume that the binary functional status of each

interdependency link starting from node i ∈ VPN is expressed by the binary variable δp
′

i ; similarly,

the binary functional status of each interdependency link starting from node i ∈ VGN is expressed

by the binary variable δg
′

i . Each interdependency link starting from node i ∈ VPN is functional

(δp
′

i =1) only if the requested power demand in i is fully satisfied, as enforced in Constraint (18).

The rationale behind this assumption is that, if some electricity is not supplied to i, the dependent

nodes within the gas network might not receive the necessary electricity. As shown in Constraint

(19), the same assumption is taken for the interdependency link starting from the gas network, with

a similar rationale: each interdependency link starting from node i ∈ VGN is functional (δg
′

i =1)

only if the requested gas demand in i is fully satisfied. These assumption are consistent with the

3The superscript ′ denotes the operational variables of the first level.

16



existing literature (e.g. [14]). However, different assumptions which are not included in this work,

such as multi-discrete or continuous status for the interdependency links, can be implemented by

appropriate changes of the variables δ′.

We assume that the electricity in the power network is produced by gas-fired power plants, and

in each node i ∈ VPN it is possible to produce power only if a functional interdependency link with

a node j ∈ VGN is present (yp←g
ij =1 and δg

′

j =1). This condition is enforced by Constraint (20).

We assume that gas in the gas network can be extracted (produced) and supplied only if there

is enough electricity. Therefore, in each node i ∈ VGN it is possible to produce and supply gas only

if a functional interdependency link with a node j ∈ VPN is present (yg←p
ij =1 and δp

′

j =1). These

conditions are enforced by Constraints (21) and (22). Moreover, we assume that gas can flow in a

pipe k only if both the origin and destination nodes present a functional interdependency link with

a node j ∈ VPN , as enforced by Constraints (23) and (24).

Equations (27) and (28) denote the constraints of the second level of the optimization problem,

corresponding to the attacker. This agent decides which lines of the power network to target and

fail through the binary variables uk, contained within the vector u. Each variable uk takes the

value 0 if line k is targeted and failed, and value 1 otherwise. The attacker can target and fail a

maximum number Katt of lines in the power network, as shown in Constraint (27).

Equations (29)-(43) contain the operational constraints of the third level, corresponding to the

inner defender. This agent aims at maximizing the combined performance of the IPGNs through

the operational variables of the third level, contained within the vectors p,d, f ,θ, δ.

Constraints (29)-(43) are equivalent to the previously-explained Constraints (8)-(26). However,

in the third level, we also account for the failures of power lines through the inclusion of binary

variables uk in Constraints (32) and (34). Constraint (32) ensures that the power flow in a failed

power line is 0. Constraints (34) ensures that the DC power flow assumption is maintained in

functional power lines and disregarded in failed power lines. Constraint (34) contains quadratic

terms due to the multiplication of the binary variable uk with the continuous variables fk and θi.

These quadratic terms can be linearized with a “Big-M” approach, as shown in Appendix A. The

other constraints in (29)-(43) are equivalent to the ones in (8)-(26).

For simplicity, we can express the optimization problem in (7)-(43) with the compact matrix

formulation in (46)-(51).

max
h′,δ′

yg←p∈{0,1}NC

yp←g∈{0,1}NC

min
u∈{0,1}LPN

max
h,δ

bTh+ cTy (46)
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subject to:

Py ≤ g (47)

bTh′ ≥ 1 (48)

R′h′ ≤ q′ −H′y −W′δ′ − yTD′δ′ (49)

Ku ≤ a (50)

Rh ≤ q−Tu−Hy −Wδ − yTDδ. (51)

The vectors h′ and h contain the continuous variables of the first and third level, respectively.

The other variable vectors, y, δ′, and δ, contain binary variables (vector y contains vectors yg←p

and yp←g). The vectors b and c contains the objective function coefficients, while the vectors g,

a and q contain constraint parameters. The matrices P, R′, H′, W′, D′, K, R, H, W, and D

contain constraint coefficients with suitable dimensions.

Equation (46) corresponds to Equation (7); Equation (47) corresponds to Equations (8)-(10);

Equation (48) corresponds to Equation (11); Equation (49) corresponds to Equations (12)-(26);

Equation (50) corresponds to Equations (27)-(28); Equation (51) corresponds to Equations (29)-

(43).

The optimal objective value of the trilevel optimization is the maximized combined performance

of the IPGNs in the worst scenario within the set of feasible failure scenarios. An important output

of the optimization problem is the optimal coupling interface design ŷ.

3. Solution strategy

3.1. Linearization

As the problem in (46)-(51) (or equivalently (7)-(43)) contains several nonlinear terms, the first

step of our solution strategy involves a reformulation into an equivalent linear form. In particular,

the nonlinear terms arise from the multiplications of binary variables y′ and δ′ in (49), and y and

δ in (51). Products of binary variables can be easily linearized by introducing new binary variables

and additional constraints. Generally, the product of two binary variables a and b is also a binary

variable, here called c, subject to Constraints (52)-(54):

c ≤ a (52)
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c ≤ b (53)

c ≥ a+ b− 1. (54)

The multiplications of y′ and δ′ in (49), and y and δ in (51), can then be linearized by introducing

binary variables z and r and additional constraints of the type in (52)-(54). The variables z are

introduced to linearize the multiplication between two binary variables, while the variables r are

introduced to linearize the multiplication between three binary variables. Constraint (49) can then

be replaced by Constraints (55) and (56), while Constraint (51) can then be replaced by Constraints

(57) and (58):

R′h′ ≤ q′ −H′y −W′δ′ − S′z′ −V′r′ (55)

Q′z′ + F′r′ ≤ t′ − L′y − J′δ′ (56)

Rh ≤ q−Tu−Hy −Wδ − Sz−Vr (57)

Qz+ Fr ≤ t− Ly − Jδ (58)

where Equations (56) and (58) corresponds to the additional constraints of the type in (52)-(54).

The linear compact matrix formulation corresponds to Equation (46) subject to (47)-(48), (50),

and (55)-(58).

3.2. Nested Column&Constraint Generation algorithm

The presence of the binary variables δ in the third stage makes it impossible to merge the second

and third stage into a single minimization problem relying on the dual formulation. Therefore, we

adopt a cutting plane strategy, called Nested Column&Constraint Generation (NC&CG) algorithm.

It represents an exact method, with proven convergence to the global optimum, for solving multi-

level mixed-integer linear programming with recourse problems [51], [52].

Figure 3 details the flowchart with the main steps of the NC&CG algorithm. In order to adopt

this strategy, the original trilevel max-min-max problem is transformed into a max-min-max-max

problem, by separating binary and continuous variables in the original third stage [14]. The new

fourth stage contains only continuous variables, and it is then a pure LP problem. The formulation

is then transformed into a max-min-max-min through a dual reformulation of the last stage. In this

form, the problem can be solved using a NC&CG algorithm, identifying an outer and inner layer

which exchange primal variables in form of parameters until the convergence to the global optimum

is reached.

For a more detailed explanation of the C&CG algorithm, the reader is referred to [51], [52] for

a theoretical framework and [14], [27], [50] for applications.
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Figure 3: Flowchart of the NC&CG algorithm [14], [27].
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3.3. Inner layer

The inner layer consists in solving the second and third level (min-max) in (46) with a fixed

coupling interface y∗. The output of the model is the worst-case realization of the combined

performance and the associated optimal attack plan û. With fixed binary variables (coupling

interface y∗, interdependency variables δ∗ and attack plan u∗), the inner-most maximization in

(46) and the relative constraints take the form in (59)-(60):

max
h

bTh+ cTy∗ (59)

subject to :

Rh ≤ q−Tu∗ −Hy∗ −Wδ∗ − y∗TDδ∗ (60)

The problem in (59)-(60) is a pure LP, and thus the introduction of variables z and r is not necessary.

Thanks to its linear nature, strong duality holds and it can be transformed into its dual form in

(61)-(62):

min
λ

(q−Tu∗ −Hy∗ −Wδ∗ − y∗TDδ∗)Tλ (61)

subject to:

RTλ = b (62)

As the variables δ are binary, the number of possible combinations that they can take is equal to

2Nδ , where Nδ=NPN +NGN is the number of binary variables δ. We denote as D the set containing

all the possible combinations of binary variables δ. The C&CG approach exploits the observation

that only a partial subset Dpart ⊆ D is essential to compute the optimal solution. The bilevel

min-max formulation can be solved by iteratively reconstructing the partial set Dpart by following

these steps:

1. Set j = 0, lower bound LBin = 0, upper bound UBin =∞, and Dpart = ∅

2. Solve the inner master problem in Equations (63)-(66). Obtain an optimal solution ρ̂(j) and

optimal attack plan û(j). Update LBin=ρ̂(j) + cTy∗.

min
ρ,u,λ

ρ (63)

subject to:

ρ ≥ (q−Tu−Hy∗ −Wδ∗(j) − y∗TDδ∗(j))Tλ(j), ∀δ∗(j) ∈ Dpart (64)

RTλ(j) = b, ∀δ∗(j) ∈ Dpart (65)

∑
k∈EPN

(1− uk) ≤ Katt (66)
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3. Solve the inner subproblem in Equations (67)-(68) with û(j)=u∗. Obtain an optimal solution

bT ĥ(j) and δ̂
(j)

. Set UBin = min(UBin,b
T ĥ(j) + cTy∗).

max
h,δ

bTh (67)

subject to :

Rh ≤ q−Tu∗ −Hy∗ −Wδ − y∗TDδ (68)

4. If (UBin−LBin)/UBin < 10−5, û(j) represents the optimal attack and the algorithm can be

terminated. Otherwise, Dpart = Dpart ∪ δ̂
(j)

. Set j ← j + 1 and return to step 2.

The optimal attack plan, or, in other words, the feasible combination of variables u which

minimizes the combined performance for a fixed coupling interface y∗, and the optimal value of the

objective function represent the main outputs of the algorithm.

3.4. Outer layer

Similarly, the outer layer is solved by employing a partial set of attack scenarios Apart ⊆ A.

The outer layer solves a bilevel max-min problem, and the minimization is solved by the inner layer

algorithm.

The outer layer is solved by employing the following steps:

1. Set j = 0, lower bound LBout = 0, upper bound UBout =∞, and Apart = ∅

2. Solve the outer master problem in Equations (69)-(76). Obtain an optimal solution η̂(j) +

cT ŷ(j) and optimal coupling interface ŷ(j). Update UBout=min(UBout, η̂
(j) + cT ŷ(j))

max
η,h(j)

h′,δ′

y∈{0,1}

η + cTy (69)

η ≤ bTh(j), ∀u∗(j) ∈ Apart (70)

Py ≤ g (71)

bTh′ ≥ 1 (72)

R′h′ ≤ q′ −H′y −W′δ′ − S′z′ −V′r′ (73)

Q′z′ + F′r′ ≤ t′ − L′y − J′δ′ (74)

Rh(j) ≤ q−Tu∗(j) −Hy −Wδ(j) − Sz(j) −Vr(j), ∀u∗(j) ∈ Apart (75)

Qz(j) + Fr(j) ≤ t− Ly − Jδ(j). (76)
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3. Solve the outer subproblem using the inner layer in the previous subsection with ŷ(j)=y∗.

Obtain an optimal solution bT ĥ(j) + cTy∗ and an optimal attack plan û(j). Set LBout =

bT ĥ(j) + cTy∗.

4. If (UBout − LBout)/UBout < 10−5, ŷ(j) is the optimal coupling interface and the algorithm

is terminated. Otherwise, Apart = Apart ∪ û(j), set j ← j + 1 and return to step 2.

The outputs of the algorithm are the optimal combined performance in the worst-case failure

scenario and the related optimal coupling interface ŷs.

4. Illustrative case-study

As illustrative case-study, a power network based on the IEEE 14-bus system [53] and a gas

network based on the IEEE 9-bus system [54] are considered. As shown in Figure 4, the IPGNs are

allocated within a 300×300 km area. The importance of each infrastructure is given by their weights,

wPN and wGN , both equal to 0.5. Node 1 in the power network is chosen as the reference bus. Other

parameter values are summarized in Appendix B. We test our model for values of Katt ranging from

1 to 5. We choose a representative interdependency cost-per-kilometer of 1 $/km, for both cg←p
km

and cp←g
km . We assume budget values Bci ranging from $900 to $1500 for the installment of coupling

interfaces. We also consider a budget of $823, which corresponds to the cost of the minimum-

distance coupling interface, where each node in one infrastructure is dependent, if necessary, on

the geographically-closest node of the other infrastructure4. We compare the results obtained by

our model with the results obtained with network metrics-based coupling interfaces, which are

identified based on different combinations of node degree (D) and betweenness (B). We distinguish

four coupling interfaces using the different network metrics and the terms assortative (subscript

ast) and disassortative (subscript dst). In network science, the assortativity (disassortativity) is

a property that describes the tendency of the nodes of a network to be connected to nodes which

are similar (different) regarding some specific properties [55]. For example, it can refer to the

tendency of high degree nodes to be attached to other high degree nodes. Additionally, we identify

a geographical location-based coupling interface, referred to as Euclidean. The five different network

metrics-based interfaces used in this work are characterized by the following features:

• Euclidean: each node in the power network (or gas network) is dependent on the geographi-

cally closest node in the gas network (or power network).

4The cost of this coupling interface, referred to as Euclidean coupling interface, is, precisely, $822.763752. For

the sake of simplicity, in this work, it is approximated to $823.
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Figure 4: Interdependent power and gas networks.

• DDast: the node with the kth highest degree in the power network (or gas network) is depen-

dent on the node with the kth highest degree in the gas network (or power network).

• DDdst: the node with the kth highest degree in the power network (or gas network) is depen-

dent on the node with the kth lowest degree in the gas network (or power network).

• BBast:the node with the kth highest betweenness in the power network (or gas network)

is dependent on the node with the kth highest betweenness in the gas network (or power

network).

• BBdst: the node with the kth highest betweenness in the power network (or gas network) is

dependent on the node with the kth lowest betweenness in the gas network (or power network).

The cost associated with each network metrics-based coupling interface is reported in Table 1.
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Table 1: Cost of network metrics-based coupling interfaces. For simplicity, the costs are rounded by excess.

Interface Cost

Euclidean $823

DDast $1518

DDdst $2098

BBast $1943

BBdst $2126

The optimization problem is implemented with Gurobi 9.1 [56] on a desktop PC with a 3.20

GHz CPU and 32 GB RAM.

5. Results and discussion

5.1. Combined performance

The results for the network metrics-based coupling interfaces are shown in Figure 5, while the

results for the optimal coupling interfaces obtained by our approach with different budget Bci are

shown in Figure 6. The x-axis shows the maximum number of lines in the power network which can

be attacked and failed; the y-axis shows the correspondent worst-case realization of the combined

performance.

As it can be clearly seen in Figure 5, the DDast coupling interface performs quite poorly,

reaching a worst-case combined performance value of 0 for Katt=4. The BBast coupling interface

performs well for values Katt ≤4. The DDdst and BBdst coupling interfaces perform similarly for

values Katt ≤3. For Katt=4, the DDdst interface performs better, while for Katt=5, the BBdst

interface performs better.

The Euclidean coupling interface leads to the better performance overall: for Katt=3, Katt=4

andKatt=5, the Euclidean coupling interface leads worst-case combined performance of 0.703, 0.523

and 0.307. It is outperformed only by the BBast coupling interface for Katt=1.

These results clearly show how different coupling interfaces lead to different worst-case combined

performance. In this case, the Euclidean coupling interface performs better than the other network

metrics-based coupling interfaces. However, these results should not be generalized, as the perfor-

mance of each network metrics-based coupling interface is strongly case-dependent. For example, if

we change the geographical disposition of the nodes of the IPGNs, the Euclidean coupling interface

would be different and, thus, the results would differ. Similar considerations are valid for the other

network metrics-based coupling interfaces.

25



1 2 3 4 5
Katt

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

W
or

st
-c

as
e 

co
m

bi
ne

d 
pe

rfo
rm

an
ce

Euclidean
DDast

DDdst

BBast

BBdst

Figure 5: Worst-case combined performance for different network metrics-based coupling interface and values Katt.
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Figure 6: Worst-case combined performance for optimized coupling interface with different budgets Bci and values

Katt.
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The optimal coupling interfaces, identified with the proposed optimization model, outperform

the network metrics-based coupling patterns in terms of worst-case combined performance, as it

can be clearly seen in Figure 6. The minimum budget which ensures the feasibility of the model is

$823, which corresponds to the cost of the Euclidean coupling interface (see Table 1). For a budget

lower than $823 it is not possible to allocate all the necessary interdependencies and to ensure

satisfactory performance in normal conditions, and the optimization problem is, thus, unfeasible.

The results for Bci=$823 (blue triangles in Figure 6) are equivalent to the results of the Euclidean

coupling interface (blue triangles in Figure 5).

As it can be clearly seen, for values of Bci greater than $823, the traditional interfaces are outper-

formed by the optimal coupling interfaces identified by the proposed approach. For example, with

Bci=$900 and Katt=3, Katt=4 and Katt=5, the worst-case combined performance are, respectively,

0.766, 0.644 and 0.514, while with Bci=$1000 and Katt=3, Katt=4 and Katt=5, the worst-case com-

bined performance are 0.894, 0.763 and 0.601, respectively. These results are considerably higher

than the previously explained Euclidean interface (0.703, 0.523 and 0.307, respectively).

The worst-case combined performance improves with the increasing of the budget Bci. For

example, with Bci=$1500 and Katt=3, Katt=4 and Katt=5, the worst-case combined performance

are 0.930, 0.906 and 0.860, respectively. For values of Bci greater than $1500, the results do not

improve. The case Bci=$1500 (pink triangles in Figure 6) leads to the best possible results for this

case-study.

It is also of interest to compare optimal coupling interface designs for different Bci and Katt.

In Figure 7, the optimal coupling interfaces for Bci=$900 and Bci=$1000 with Katt=2 are shown.

With Bci=$900 and Katt=2, the optimal value of the combined performance is 0.791, while with

Bci=$1000 and Katt=2, the optimal value of the combined performance is 0.953. These values

corresponds to an increase of combined performance of 20.5% for an increase of budget of 11.1%.

As we can notice in Figure 7, two interdependency links from the gas network to the power network

(red squares) change when passing from Bci=$900 to Bci=$1000, as it is also highlighted in Table

2. Moreover, three interdependency links from the power network to the gas network (blue squares)

change when passing from Bci=$900 to Bci=$1000, as it is also highlighted in Table 3.

Table 2: Reallocation of interdependency links from the gas network to the power network (gas supply) when passing

from Bci=$900 to Bci=$1000, with Katt=2.

Budget Node 6 ∈ VPN Node 8 ∈ VPN

$900 Node 8 ∈ VGN Node 6 ∈ VGN

$1000 Node 9 ∈ VGN Node 7 ∈ VGN
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Figure 7: Example of two optimal solutions for Bci=$900 and Bci=$1000 with Katt=2. Blue squares represent links

from the power network to the gas network (electricity supply); red squares represent links from the gas network

to the power network (gas supply); green squares represent links in both the directions; grey squares represent the

absence of links.

As it can be clearly seen, the reallocation of some of the interdependency links leads a consider-

able increase of worst-case combined performance. Moreover, it is interesting to notice that, with

Bci=$1000, nodes 1, 4, and 5 of the gas network are dependent on nodes 1, 6, and 6 of the power

network, respectively, and both these nodes of the power network contain a gas-fired power plant,

i.e. they have some power production capacity (see Table B.5 in Appendix B). Intuitively, as in

this work only failures of lines are considered, it is more convenient for nodes of the gas network to
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Table 3: Reallocation of interdependency links from the power network to the gas network (electricity supply) when

passing from Bci=$900 to Bci=$1000, with Katt=2.

Budget Node 1 ∈ VGN Node 4 ∈ VGN Node 5 ∈ VGN

$900 Node 12 ∈ VPN Node 11 ∈ VPN Node 14 ∈ VPN

$1000 Node 1 ∈ VPN Node 6 ∈ VPN Node 6 ∈ VPN
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Figure 8: Cost of optimal coupling interfaces for different budgets Bci and values Katt.

be dependent on nodes in the power network with some production capacity, and vice versa.

5.2. Coupling interface cost

In Figure 8, the results in terms of allocation cost of optimal coupling interfaces for different

monetary budgets and maximum failed lines are shown. As it can be clearly seen, the network

metrics-based coupling interfaces are outperformed also in terms of cost (with the exception of the

Euclidean coupling interface). The cost of the network metrics-based coupling interfaces are shown

in Table 1.

It is also useful to compare the increase in combined performance with the increase of cost.

For example, for the case Katt=3, passing from Bci=$823 to Bci=$1000 (21.5% of budget increase)

leads to an increase of 27.2% in worst-case combined performance (from 0.703 to 0.894). The cost of

the optimal coupling interface with a budget Bci=$1000 is 977.3$, corresponding to an increase of
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cost of 18.8% from the Euclidean coupling interface. In this case, the relative increase of combined

performance is greater than the relative increase of cost. However, as it can be graphically seen

in Figures 6 and 8, for higher values of Katt and Bci, the relative increase of cost is higher than

the increase in performance. For example, for the case Katt=5, when passing from Bci=$1400 to

Bci=$1500, the increase of budget is 7.1%, and the increase of actual cost is 2.8% (from $1369.40

to $1408.40); however, the increase of combined performance is only 0.93% (from 0.852 to 0.860).

For the case previously analyzed in Figure 7 and Table 3, an increase of 11.1% in the budget

(from $900 to $1000) leads to an increase of 20.5% in combined performance (from 0.791 to 0.953).

The actual costs of the two optimal solutions, for Bci=$900 and Bci=$1000 with Katt=2, are $854.1

and $977.3, respectively, corresponding to an increase of 14.4% in cost when passing from Bci=$900

to Bci=$1000 with Katt=2.

5.3. Validation

The last term in the objective function in (7) numerically pushes the optimization problem to

identify the cheapest solution among the coupling interfaces that maximizes the combined per-

formance of the IPGNs. In order to identify correctly this solution, the order of magnitude of

the factor γ should be set properly, accounting for the order of magnitude of the combined per-

formance, the monetary budget, and the optimality gap within the NC&CG algorithm. Within

this paper, a value of γ=10−5 is used. The results are then validated by solving the optimization

problem only accounting for the combined performance (γ=0), and by setting the monetary budget

Bci slightly below the actual cost of the optimal coupling interface, and verify that the optimal

combined performance are lower.

For example, for the case Bci=$1000 and Katt=2, the optimal coupling interface has a cost

of $977.3 and leads to combined performance of 0.953. We can verify that the cheapest optimal

solution is identified correctly by setting γ=0 and solving for a budget Bci=$977. Solving the

problem with a budget Bci=$977 leads to combined performance of 0.950, lower than the optimal

combined performance of 0.953. This is an indication the correct cheapest optimal solution is

identified correctly.

5.4. Computational performance

The computational time in seconds of the NC&CG algorithm is shown in Table 4. In this study,

the computational cost is acceptable, as the longest instance of the NC&CG algorithm occurs for

Bci=$1000 and Katt=5, and it takes 176.26 seconds.

The illustrative case-study in this work presents a small-medium size, and the computational

cost might increase considerably if larger networks are considered. However, this do not represent

an issue:
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Table 4: Computational time in seconds of the NC&CG algorithm.

Bci Katt=1 Katt=2 Katt=3 Katt=4 Katt=5

$823 1.13 4.12 30.17 50.37 140.30

$900 2.91 6.26 35.58 156.44 93.36

$1000 1.73 7.80 21.64 52.67 176.26

$1100 2.89 11.25 22.40 21.29 47.63

$1200 2.75 9.45 53.61 97.97 53.41

$1300 2.87 6.31 27.94 73.95 49.66

$1400 2.89 8.03 16.48 22.89 40.37

$1500 2.90 5.86 12.48 39.94 42.58

• the proposed model should be used for designing or retrofitting coupling interfaces, and in

preliminary design phases, the computational time do not represent a critical factor;

• the computational complexity of the optimization problem can be reduced by limiting the

number of binary variables of the problem. For example, the feasible allocation of interde-

pendency links can be limited to nodes which are geographically close to each other.

6. Conclusion

CIs are essential for any advanced society, and ensuring their resilience against failures and

disruption is of the utmost importance. As coupling interfaces between interdependent CIs are a

key factor for maintaining high levels of resilience, optimizing their design is an important issue.

In this work, we proposed a mathematical programming approach for the resilience-based opti-

mization of coupling interfaces between interdependent CIs that, compared to traditional network

metrics-based solutions, is more generalizable and leads to better performances.

In fact, using interdependent power and gas networks as case-study, we showed how optimal

coupling strategies, obtained by the proposed approach, clearly outperform traditional coupling

strategies based on network metrics. In addition, the proposed approach can be easily adapted to

other combinations of interdependent CIs by updating the operational model used in the optimiza-

tion procedure.

In the proposed case-study, only failures of power lines are considered. However, alternative

disruption scenarios, such as failure of nodes or gas pipelines, can be easily included with a similar
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approach using additional binary variables.

The computational cost is affordable in this work. In general, in this kind of optimization

problems, aimed at being used during design phases, the computational time does not represent a

key factor.

Further improvements of this work includes the possibility of allocating redundant interdepen-

dency links within the coupling interface and the evaluation of occurrence probability of each failure

scenario.

Appendix A. Linearization of DC power flow constraint

Constraint (34) can be linearized by replacing it with the equivalent Constraints (A.1) and

(A.2):

xkfk −
(
θO(k) − θD(k)

)
≥ −Mk(1− uk),∀k ∈ EPN (A.1)

xkfk −
(
θO(k) − θD(k)

)
≤Mk(1− uk), ∀k ∈ EPN (A.2)

where Mk is the “Big-M” constants, computed as in (A.3) as suggested in [50]:

Mk ≥ θ + xkfk (A.3)

where θ is the maximum difference of two phase angles at two connected buses, here assumed π/2.
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Appendix B. IPGNs parameters

Table B.5: Production capacity and base requested demand for each node in the power network.

Node index pi [MW] d
b

i [MW] d
m3

i [m3]

1 42 8.5 3

2 42 8.5 3

3 42 8.5 3

4 0 8.5 0

5 0 8.5 0

6 42 8.5 3

7 0 8.5 0

8 42 8.5 3

9 0 8.5 0

10 0 8.5 0

11 0 8.5 0

12 0 8.5 0

13 0 8.5 0

14 0 8.5 0
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Table B.6: Boundaries, maximum flow capacity and reactance for each line in the power network.

Line index Boundaries (i, j) fk [MW] xk [pu]

1 (1, 2) 30 0.05917

2 (1, 5) 30 0.22304

3 (2, 3) 30 0.19797

4 (2, 4) 30 0.17632

5 (2, 5) 30 0.17388

6 (3, 4) 30 0.17103

7 (4, 5) 30 0.04211

8 (4, 7) 30 0.20912

9 (4, 9) 30 0.55618

10 (5, 6) 30 0.24202

11 (6, 11) 30 0.1989

12 (6, 12) 30 0.25581

13 (6, 13) 30 0.13027

14 (7, 8) 30 0.17615

15 (7, 9) 30 0.11001

16 (9, 10) 30 0.0845

17 (9, 14) 30 0.27038

18 (10, 11) 30 0.19207

19 (12, 13) 30 0.19988

20 (13, 14) 30 0.34802
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Table B.7: Production capacity and base requested demand for each node in the gas network.

Node index pi [m
3] di [m

3] d
MW

i [MW]

1 15 0 7

2 15 0 7

3 15 0 7

4 0 5 7

5 0 5 7

6 0 5 7

7 0 5 7

8 0 5 7

9 0 5 7

Table B.8: Boundaries and maximum flow capacity for each line in the gas network.

Line index Boundaries (i, j) fk [m3]

1 (1, 2) 15

2 (1, 5) 10

3 (2, 3) 10

4 (2, 4) 15

5 (2, 5) 10

6 (3, 4) 10

7 (4, 5) 15

8 (4, 7) 10

9 (4, 9) 10
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[47] A. D. González, L. Dueñas-Osorio, M. Sánchez-Silva, and A. L. Medaglia, “The interdependent

network design problem for optimal infrastructure system restoration,” Computer-Aided Civil

and Infrastructure Engineering, vol. 31, no. 5, pp. 334–350, 2016.

[48] M. Ouyang, “A mathematical framework to optimize resilience of interdependent critical

infrastructure systems under spatially localized attacks,” European Journal of Operational

Research, vol. 262, no. 3, pp. 1072–1084, 2017.

[49] Y.-P. Fang, G. Sansavini, and E. Zio, “An optimization-based framework for the identification

of vulnerabilities in electric power grids exposed to natural hazards,” Risk Analysis, vol. 39,

no. 9, pp. 1949–1969, 2019.

[50] L. Zhao and B. Zeng, “Vulnerability analysis of power grids with line switching,” IEEE

Transactions on Power Systems, vol. 28, no. 3, pp. 2727–2736, 2013.

[51] B. Zeng and L. Zhao, “Solving two-stage robust optimization problems using a column-and-

constraint generation method,” Operations Research Letters, vol. 41, no. 5, pp. 457–461, 2013.

[52] L. Zhao and B. Zeng, “An exact algorithm for two-stage robust optimization with mixed

integer recourse problems,” submitted, available on Optimization-Online. org, 2012.

[53] Accessed: 30/03/2022. [Online]. Available: https://icseg.iti.illinois.edu/ieee-14-

bus-system/.

[54] Accessed: 30/03/2022. [Online]. Available: https://icseg.iti.illinois.edu/wscc-9-

bus-system/.

[55] M. E. Newman, “Mixing patterns in networks,” Physical review E, vol. 67, no. 2, p. 026 126,

2003.

[56] L. Gurobi Optimization, Gurobi optimizer reference manual, 2021. [Online]. Available: http:

//www.gurobi.com.

40

https://icseg.iti.illinois.edu/ieee-14-bus-system/
https://icseg.iti.illinois.edu/ieee-14-bus-system/
https://icseg.iti.illinois.edu/wscc-9-bus-system/
https://icseg.iti.illinois.edu/wscc-9-bus-system/
http://www.gurobi.com
http://www.gurobi.com

	Introduction
	Motivation
	Related work
	Resilience enhancement in critical infrastructures
	Design and optimization of coupling interface

	Contribution

	Optimization problem formulation
	Modeling framework
	Defender-attacker-defender approach

	Solution strategy
	Linearization
	Nested Column&Constraint Generation algorithm
	Inner layer
	Outer layer

	Illustrative case-study
	Results and discussion
	Combined performance
	Coupling interface cost
	Validation
	Computational performance

	Conclusion
	Linearization of DC power flow constraint
	IPGNs parameters

