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#### Abstract

We study the numerical approximation of the stabilization of the semidiscrete linearized Boussinesq system around an unstable stationary state. The stabilization is achieved by internal feedback controls applied on the velocity and the temperature equations, localized in an arbitrary open subset. This article follows the framework of [11], considering the continuous linearized Boussinesq system. The goal is to study the approximation by penalization of the free divergence condition in the semidiscrete case. More precisely, considering infinite time horizon LQR optimal control problem, we establish convergence results for the optimal controls, optimal solutions and Riccati operators when the penalization parameter goes to zero. We then propose a numerical validation of these results in a two-dimensional setting.
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## 1 Introduction

The optimal control of the Boussinesq system and of its linearization around a stationary state are matters of great interest in various applications fields, such as designing and exploiting energy efficient buildings, (see, for instance, [3], [17] and [5], [13]).

In the recent paper [11], the authors study the approximation by penalization of the free divergence condition for infinite time horizon Linear Quadratic Regulator (LQR) optimal control problem associated to the (continuous) linearized Boussinesq system around a stationary state. From a theoretical point of view, the first interest of considering such an approximation is to write the system as a well-posed control system in the sense of Salomon-Weiss. From a numerical point of view, the second interest is to avoid projection methods to treat the free divergence condition. Indeed, the matrix of the Leray projector is of big size and is not sparse. Note however that projection based efficient numerical methods have been recently developed in the literature, see for instance [2, 14, 9].

In this article, we study the numerical stabilization of the linearized Boussinesq system by localized feedback controls. In particular, we investigate the penalty approach for the semidiscrete linearized Boussinesq system.

Let us first introduce the model that we consider. Let $\Omega$ be a smooth domain contained in $\mathbb{R}^{d}$ with $d=2,3$, let $\mathcal{O}$ be a nonempty open subset contained in $\Omega$, let $\Gamma:=\partial \Omega$ and let $n$ be the outer unit normal vector. The incompressible Boussinesq system with Neumann boundary conditions writes as follows

$$
\begin{cases}\partial_{t} v-\operatorname{div} \sigma(v, p)+(v \cdot \nabla) v=y e_{d}+f & \text { in }(0, \infty) \times \Omega,  \tag{1.1}\\ \partial_{t} y-\alpha \Delta y+v \cdot \nabla y=g & \text { in }(0, \infty) \times \Omega, \\ \operatorname{div} v=0 & \text { in }(0, \infty) \times \Omega, \\ \sigma(v, p) n=h, \partial_{n} y=k & \text { on }(0, \infty) \times \Gamma, \\ v(0, \cdot)=v_{0}, y(0, \cdot)=y_{0} & \text { in } \Omega\end{cases}
$$

In (1.1), $v$ denotes the fluid velocity, $p$ is the fluid pressure, $y$ is the temperature of the fluid, $\sigma(v, p)=\nu\left((\nabla v)+(\nabla v)^{\operatorname{tr}}\right)-p I$ is the Cauchy stress tensor, $\nu>0$ is the kinematic viscosity of the fluid, $\alpha>0$ is the heat conductivity of the fluid, $e_{d}$ is the last vector of the canonical basis of $\mathbb{R}^{d}$. The terms $f: \Omega \rightarrow \mathbb{R}^{d}, g: \Omega \rightarrow \mathbb{R}$ describe respectively the influence of internal field forces and heat sources. The boundary term $h: \Gamma \rightarrow \mathbb{R}^{d}$ is an open boundary condition which is an example of non-reflecting outlet boundary, it is known to be efficient for low Reynolds number, see [12]. The Neumann boundary condition $k: \Gamma \rightarrow \mathbb{R}$ prescribes the heat flux. We assume that $\left(v_{s}, p_{s}, y_{s}\right) \in W^{1, \infty}(\Omega ; \mathbb{R})^{d+2}$ is a real-valued solution to the stationary Boussinesq system

$$
\begin{cases}-\operatorname{div} \sigma\left(v_{s}, p_{s}\right)+\left(v_{s} \cdot \nabla\right) v_{s}=y_{s} e_{d}+f & \text { in } \Omega,  \tag{1.2}\\ -\alpha \Delta y+v_{s} \cdot \nabla y_{s}=g & \text { in } \Omega, \\ \operatorname{div} v_{s}=0 & \text { in } \Omega, \\ \sigma(v, p) n=h, \partial_{n} y=k & \text { on } \Gamma,\end{cases}
$$

We consider the linearized incompressible Boussinesq system around ( $v_{s}, p_{s}, y_{s}$ )

$$
\begin{cases}\partial_{t} v-\operatorname{div} \sigma(v, p)+(v \cdot \nabla) v_{s}+\left(v_{s} \cdot \nabla\right) v=y e_{d}+\tilde{u} 1_{\mathcal{O}} & \text { in }(0, \infty) \times \Omega,  \tag{1.3}\\ \partial_{t} y-\alpha \Delta y+v_{s} \cdot \nabla y+v \cdot \nabla y_{s}=u_{d+1} 1_{\mathcal{O}} & \text { in }(0, \infty) \times \Omega, \\ \operatorname{div} v=0 & \text { in }(0, \infty) \times \Omega, \\ \sigma(v, p) n=0, \partial_{n} y=0 & \text { on }(0, \infty) \times \Gamma, \\ v(0, \cdot)=v_{0}, y(0, \cdot)=y_{0} & \text { in } \Omega .\end{cases}
$$

In the controlled system (1.3), $(v, p, y):(0, \infty) \times \Omega \rightarrow \mathbb{R}^{d+2}$ is the state, while $u:=\left(\tilde{u}, u_{d+1}\right):$ $(0, \infty) \times \mathcal{O} \rightarrow \mathbb{R}^{d+1}$ is the control, i.e. a localized field force $\tilde{u}$ and a heat source $u_{d+1}$ that one
can choose in order to modify the dynamics of the velocity $y$, the pressure $p$ and the temperature $y$.

It is worth mentioning that without any extra assumption on $\left(v_{s}, y_{s}\right),(1.3)$ with control $u=0$ can be unstable. One way to stabilize (1.3) by feedback controls consists in looking for a control $u$ as a solution to a quadratic minimization problem, called LQR optimal control problem, see Section 2.3 for a very brief introduction to this notion. Such a control will be denoted by $u_{\mathrm{opt}}$ and the associated trajectory, i.e. the solution to (1.3) with $u=u_{\mathrm{opt}}$ by ( $v_{\mathrm{opt}}, p_{\mathrm{opt}}, y_{\mathrm{opt}}$ ).

Now we introduce a perturbed form of (1.3) which may be easier to solve in practice. More precisely, we penalize the free divergence condition. This method has been introduced for the first time in [15] for the Navier-Stokes system. Taking $\varepsilon>0$ a small parameter, we consider the system

$$
\begin{cases}\partial_{t} v-\operatorname{div} \sigma(v, p)+(v \cdot \nabla) v_{s}+\left(v_{s} \cdot \nabla\right) v=y e_{d}+\tilde{u} 1_{\mathcal{O}} & \text { in }(0, \infty) \times \Omega  \tag{1.4}\\ \partial_{t} y-\alpha \Delta y+v_{s} \cdot \nabla y+v \cdot \nabla y_{s}=u_{d+1} 1_{\mathcal{O}} & \text { in }(0, \infty) \times \Omega \\ \operatorname{div} v+\varepsilon p=0 & \text { in }(0, \infty) \times \Omega \\ \sigma(v, p) n=0, \partial_{n} y=0 & \text { on }(0, \infty) \times \Gamma \\ v(0, \cdot)=v_{0}, y(0, \cdot)=y_{0} & \text { in } \Omega\end{cases}
$$

By eliminating the pressure in (1.4), we can reformulate the above equations as the following parabolic system

$$
\begin{cases}\partial_{t} v-\operatorname{div} \sigma(v, p)+(v \cdot \nabla) v_{s}+\left(v_{s} \cdot \nabla\right) v-\frac{1}{\varepsilon} \nabla \operatorname{div} v=y e_{d}+\tilde{u} 1_{\mathcal{O}} & \text { in }(0, \infty) \times \Omega  \tag{1.5}\\ \partial_{t} y-\alpha \Delta y+v_{s} \cdot \nabla y+v \cdot \nabla y_{s}=u_{d+1} 1_{\mathcal{O}} & \text { in }(0, \infty) \times \Omega \\ \sigma(v, p) n=0, \partial_{n} y=0 & \text { on }(0, \infty) \times \Gamma \\ v(0, \cdot)=v_{0}, y(0, \cdot)=y_{0} & \text { in } \Omega\end{cases}
$$

As before, let us denote by $u_{\mathrm{opt}, \varepsilon}$ the optimal control for the associated LQR problem to (1.5) and $\left(v_{\mathrm{opt}, \varepsilon}, y_{\mathrm{opt}, \varepsilon}\right)$ the corresponding trajectory, i.e. the solution $(v, y)$ of (1.5) with $u=u_{\mathrm{opt}, \varepsilon}$.

In [11], for homogeneous Dirichlet boundary conditions instead of homogeneous Neumann boundary conditions that are considered here, the authors roughly prove that

$$
\lim _{\varepsilon \rightarrow 0} u_{\mathrm{opt}, \varepsilon}=u_{\mathrm{opt}} \text { and } \lim _{\varepsilon \rightarrow 0}\left[\begin{array}{l}
v_{\mathrm{opt}, \varepsilon}  \tag{1.6}\\
y_{\mathrm{opt}, \varepsilon}
\end{array}\right]=\left[\begin{array}{l}
v_{\mathrm{opt}} \\
y_{\mathrm{opt}}
\end{array}\right]
$$

see [11, Theorem 3.2] for a precise version of this statement.
The goal of this article consists in obtaining the convergence results (1.6) for semidiscrete approximations of the continous systems (1.3) and (1.5), then proposing a numerical validation of these results.

The organization of the paper is as follows. In Section 2, we introduce the semidiscrete approximations of the linearized Boussinesq system and recall standard results related to LQR problems. In Section 3, we present the main results of the article, that is to say, convergence results for the optimal control and the optimal trajectories. In Section 4, we give the proofs of the main results by insisting only on the main differences between the proofs in the continuous case and the semidiscrete case. Finally, in Section 5, we proceed to the numerical validation of our results for several examples in a two-dimensional setting.
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## 2 Semidiscrete approximations

### 2.1 Finite dimensional approximations of the systems

The goal of this part is to introduce the discrete spatial approximations, based on a finite element method, associated to the controlled systems (1.3) and (1.5).

To approximate the systems (1.3) and (1.5) by a finite element method, we introduce finite dimensional subspaces $V_{h} \subset H^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ for the velocity, $M_{h} \subset L^{2}(\Omega ; \mathbb{R})$ for the pressure, $Y_{h} \in$ $H^{1}(\Omega ; \mathbb{R})$ for the temperature and $U_{h} \subset L^{2}\left(\mathcal{O} ; \mathbb{R}^{d+1}\right)$ for the control. We denote by $\left(\phi_{i}\right)_{1 \leqslant i \leqslant N_{v}}$ a basis of $V_{h}$, by $\left(\psi_{i}\right)_{1 \leqslant i \leqslant N_{p}}$ a basis of $M_{h}$, by $\left(\theta_{i}\right)_{1 \leqslant i \leqslant N_{y}}$ a basis of $Y_{h}$ and by $\left(\zeta_{i}\right)_{1 \leqslant i \leqslant N_{u}}$ a basis of $U_{h}$. We set

$$
\begin{align*}
& v=\sum_{i=1}^{N_{v}} V_{i} \phi_{i}, p=\sum_{i=1}^{N_{p}} p_{i} \psi_{i}, y=\sum_{i=1}^{N_{y}} Y_{i} \theta_{i}, u=\sum_{i=1}^{N_{u}} U_{i} \zeta_{i},  \tag{2.1}\\
& v_{0}=\sum_{i=1}^{N_{v}} V_{0, i} \phi_{i}, y_{0}=\sum_{i=1}^{N_{y}} Y_{0, i} \theta_{i} . \tag{2.2}
\end{align*}
$$

If we denote by boldface letters the coordinate vectors, we have

$$
\begin{align*}
& \mathbf{v}=\left(V_{1}, \ldots, V_{N_{v}}\right)^{T}, \mathbf{p}=\left(p_{1}, \ldots, p_{N_{p}}\right)^{T}, \mathbf{y}=\left(Y_{1}, \ldots, Y_{N_{y}}\right)^{T}, \mathbf{u}=\left(U_{1}, \ldots, U_{N_{u}}\right)^{T},  \tag{2.3}\\
& \mathbf{v}_{\mathbf{0}}=\left(w_{0,1}, \ldots, V_{0, N_{V}}\right)^{T}, \mathbf{y}_{\mathbf{0}}=\left(Y_{0,1}, \ldots, Y_{0, N_{y}}\right)^{T} . \tag{2.4}
\end{align*}
$$

The finite dimensional approximation of (1.3) consists in finding $v \in H_{\mathrm{loc}}^{1}\left([0, \infty) ; V_{h}\right), p \in$ $L_{\text {loc }}^{2}\left([0, \infty) ; M_{h}\right), y \in H_{\text {loc }}^{1}\left([0, \infty) ; Y_{h}\right)$, such that

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}(v(t) \cdot \phi) \mathrm{d} x & =a_{0}^{v v}(v(t), \phi)+b(\phi, p(t))+a_{0}^{v y}(y(t), \phi)+\langle\tilde{u}(t), \phi\rangle_{L^{2}(\mathcal{O})^{d}}, \forall \phi \in V_{h}  \tag{2.5}\\
\frac{d}{d t} \int_{\Omega}(y(t) \theta) \mathrm{d} x & =a_{0}^{y v}(v(t), \theta)+a_{0}^{y y}(y(t), \theta)+\left\langle u_{d+1}(t), \theta\right\rangle_{L^{2}(\mathcal{O})}, \forall \theta \in Y_{h}  \tag{2.6}\\
b(v(t), \psi) & =0, \forall \psi \in M_{h} \tag{2.7}
\end{align*}
$$

where

$$
\begin{align*}
& a_{0}^{v v}(v, \phi)=-\nu \int_{\Omega} \nabla v: \nabla \phi \mathrm{d} x-\int_{\Omega}\left[\left(v_{s} \cdot \nabla\right) v+(v \cdot \nabla) v_{s}\right] \cdot \phi \mathrm{d} x,  \tag{2.8}\\
& b(\phi, p)=\int_{\Omega}(\operatorname{div} \phi) p \mathrm{~d} x,  \tag{2.9}\\
& a_{0}^{v y}(y, \phi)=\int_{\Omega} y \phi_{d} \mathrm{~d} x,  \tag{2.10}\\
& a_{0}^{y v}(v, \theta)=-\int_{\Omega}\left[v \cdot \nabla y_{s}\right] \cdot \theta \mathrm{d} x,  \tag{2.11}\\
& a_{0}^{y y}(y, \theta)=-\alpha \int_{\Omega} \nabla y \cdot \nabla \theta \mathrm{~d} x-\int_{\Omega}\left[v_{s} \cdot \nabla y\right] \cdot \theta \mathrm{d} x . \tag{2.12}
\end{align*}
$$

We introduce the stiffness matrices $A_{v v}, A_{v p}, A_{v y}, A_{y v}, A_{y y}$; the mass matrices $M_{v v}, M_{p p}, M_{y y}$; and the matrices of control $B_{u v}, B_{u y}$ by

$$
\begin{aligned}
& A_{v v}^{i j}=a_{0}^{v v}\left(\phi_{j}, \phi_{i}\right), A_{v p}^{i j}=b\left(\phi_{i}, \psi_{j}\right), A_{v y}^{i j}=a_{0}^{v y}\left(\theta_{j}, \phi_{i}\right), A_{y v}^{i j}=a_{0}^{v y}\left(\phi_{j}, \theta_{i}\right), A_{y y}^{i j}=a_{0}^{v y}\left(\theta_{j}, \theta_{i}\right), \\
& M_{z z}^{i j}=\left(\phi_{i}, \phi_{j}\right)_{L^{2}(\Omega)^{d}}, M_{y y}^{i j}=\left(\theta_{i}, \theta_{j}\right)_{L^{2}(\Omega)}, \\
& B_{u v}^{i j}=\left(\tilde{\zeta}_{i}, \phi_{j}\right)_{L^{2}(\mathcal{O})^{d}}, B_{u y}^{i j}=\left(\left(\zeta_{i}\right)_{d+1}, \theta_{j}\right)_{L^{2}(\mathcal{O})} .
\end{aligned}
$$

System (2.5)-(2.7) may be written in the following form

$$
\begin{align*}
M_{v v} \mathbf{v}^{\prime}(t) & =A_{v v} \mathbf{v}(t)+A_{v p} \mathbf{p}(t)+A_{v y} \mathbf{y}(t)+B_{u v} \tilde{\mathbf{u}}(t),  \tag{2.13}\\
M_{y y} \mathbf{y}^{\prime}(t) & =A_{y v} \mathbf{v}(t)+A_{y y} \mathbf{y}(t)+B_{u y} \mathbf{u}_{d+1}(t),  \tag{2.14}\\
A_{v p}^{T} \mathbf{v}(t) & =0 . \tag{2.15}
\end{align*}
$$

Similarly for the perturbed form (1.5) the finite dimensional approximation consists in finding $v \in H_{\mathrm{loc}}^{1}\left([0, \infty) ; V_{h}\right), y \in H_{\mathrm{loc}}^{1}\left([0, \infty) ; Y_{h}\right)$, such that

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega} v(t) \cdot \phi d x & =a_{\varepsilon}^{v v}(v(t), \phi)+a_{0}^{v y}(y(t), \phi)+\langle\tilde{u}(t), \phi\rangle_{L^{2}(\mathcal{O})^{d}}, \quad \forall \phi \in V_{h},  \tag{2.16}\\
\frac{d}{d t} \int_{\Omega} y(t) \theta d x & =a_{0}^{y v}(v(t), \theta)+a_{0}^{y y}(y(t), \theta)+\left\langle u_{d+1}(t), \theta\right\rangle_{L^{2}(\mathcal{O})}, \forall \theta \in Y_{h}, \tag{2.17}
\end{align*}
$$

where

$$
\begin{align*}
& a_{\varepsilon}^{v v}(v, \phi) \\
& \quad=-\nu \int_{\Omega} \nabla v: \nabla \phi \mathrm{d} x-\int_{\Omega}\left[\left(v_{s} \cdot \nabla\right) v+(v \cdot \nabla) v_{s}\right] \cdot \phi \mathrm{d} x-\frac{1}{\varepsilon} \int_{\Omega}(\operatorname{div} v)(\operatorname{div} \phi) \mathrm{d} x . \tag{2.18}
\end{align*}
$$

and the other bilinear forms have already been defined in (2.10), (2.11) and (2.12).
System (2.16)-(2.17) may be written in the following form

$$
\begin{align*}
& M_{v v} \mathbf{v}^{\prime}(t)=A_{v v, \varepsilon} \mathbf{v}(t)+A_{v y} \mathbf{y}(t)+B_{u v} \tilde{\mathbf{u}}(t)  \tag{2.19}\\
& M_{y y} \mathbf{y}^{\prime}(t)=A_{y v} \mathbf{v}(t)+A_{y y} \mathbf{y}(t)+B_{u y} \mathbf{u}_{d+1}(t) . \tag{2.20}
\end{align*}
$$

### 2.2 Finite-dimensional linear controlled systems

The goal of this part is to first reformulate (2.13)-(2.15) into a more suitable differential system, without the constraint formula (2.15). This will be done thanks to the projection of the dynamics by the discrete Leray projector. Then, we state a well-posedness result for both finite-dimensional linear controlled systems.

In the following result whose proof is an easy adaptation of [1, Proposition 3.1], we define the discrete Leray projector $P_{h}$ and state some important properties for $P_{h}$.

Proposition 2.1. The projector $P_{h}$ in $\mathbb{R}^{N_{v}}$ onto $\operatorname{ker}\left(A_{v p}^{T} M_{v v}^{-1}\right)$ parallel to $\operatorname{Im}\left(A_{v p}\right)$ and the projector $P_{h}^{T}$ in $\mathbb{R}^{N_{v}}$ onto $\operatorname{ker}\left(A_{v p}^{T}\right)$ parallel to $\operatorname{Im}\left(M_{v v}^{-1} A_{v p}\right)$ are defined by

$$
\begin{equation*}
P_{h}=I-A_{v p}\left(A_{v p}^{T} M_{v v}^{-1} A_{v p}\right)^{-1} A_{v p}^{T} M_{v v}^{-1}, P_{h}^{T}=I-M_{v v}^{-1} A_{v p}\left(A_{v p}^{T} M_{v v}^{-1} A_{v p}\right)^{-1} A_{v p}^{T} . \tag{2.21}
\end{equation*}
$$

Moreover, we have $P_{h} A_{v p}=0, P_{h} M_{v v}=M_{v v} P_{h}^{T}, M_{v v}^{-1} P_{h}=P_{h}^{T} M_{v v}^{-1}$.

The above result enables us to project the dynamics of (2.13)-(2.15), we then obtain

$$
\begin{aligned}
M_{v v} P_{h}^{T} \mathbf{v}^{\prime}(t) & =A_{v v} P_{h}^{T} \mathbf{v}(t)+A_{v y} \mathbf{y}(t)+P_{h} B_{u v} \tilde{\mathbf{u}}(t), \\
M_{y y} \mathbf{y}^{\prime}(t) & =A_{y v} \mathbf{v}(t)+A_{y y} \mathbf{y}(t)+B_{u y} \mathbf{u}_{d+1}(t),
\end{aligned}
$$

and then using that $A_{v p}^{T} \mathbf{v}(t)=0$ so $P_{h}^{T} \mathbf{v}(t)=\mathbf{v}(t)$, we thus obtain

$$
\begin{align*}
M_{v v} P_{h}^{T} \mathbf{v}^{\prime}(t) & =A_{v v} P_{h}^{T} \mathbf{v}(t)+A_{v y} \mathbf{y}(t)+P_{h} B_{u v} \tilde{\mathbf{u}}(t),  \tag{2.22}\\
M_{y y} \mathbf{y}^{\prime}(t) & =A_{y v} P_{h}^{T} \mathbf{v}(t)+A_{y y} \mathbf{y}(t)+B_{u y} \mathbf{u}_{d+1}(t),  \tag{2.23}\\
P_{h}^{T} \mathbf{v}(t) & =\mathbf{v}(t) . \tag{2.24}
\end{align*}
$$

Before going further, we define the following matrices

$$
\begin{aligned}
P & =\left[\begin{array}{cc}
P_{h} & 0 \\
0 & I_{N_{y}}
\end{array}\right], M=\left[\begin{array}{cc}
M_{v v} & 0 \\
0 & M_{y y}
\end{array}\right], A_{0}=\left[\begin{array}{ll}
A_{v v} & A_{v y} \\
A_{y v} & A_{y y}
\end{array}\right], A_{\varepsilon}=\left[\begin{array}{cc}
A_{v v, \varepsilon} & A_{v y} \\
A_{y v} & A_{y y}
\end{array}\right], \\
B & =\left[\begin{array}{l}
B_{u v} \\
B_{u y}
\end{array}\right], B_{0}=P B,
\end{aligned}
$$

and finite-dimensional spaces

$$
H_{h}=\operatorname{Ker}\left(A_{v p}^{T}\right) \times Y_{h}, X_{h}=V_{h} \times Y_{h} .
$$

We have the following standard well-posedness results for (2.22)-(2.24) and (2.19)-(2.20).
Proposition 2.2. For every $\left[\begin{array}{l}v_{0} \\ y_{0}\end{array}\right] \in H_{h}, u \in L^{2}\left([0, \infty) ; U_{h}\right)$, the Cauchy problem

$$
M\left[\begin{array}{l}
\dot{v}  \tag{2.25}\\
\dot{y}
\end{array}\right]=A_{0}\left[\begin{array}{l}
v \\
y
\end{array}\right]+B_{0} u, \quad\left[\begin{array}{l}
v(0) \\
y(0)
\end{array}\right]=\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right],
$$

admits an unique solution $\left[\begin{array}{l}v \\ y\end{array}\right] \in C^{0}\left([0,+\infty) ; H_{h}\right)$ defined by

$$
\left[\begin{array}{l}
v(t)  \tag{2.26}\\
y(t)
\end{array}\right]=e^{t M^{-1} A_{0}}\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right]+\int_{0}^{t} e^{(t-\sigma) M^{-1} A_{0}} M^{-1} B_{0} u(\sigma) \mathrm{d} \sigma \quad(t \geqslant 0)
$$

Similarly, for every $\left[\begin{array}{l}v_{0} \\ y_{0}\end{array}\right] \in X_{h}, u \in L^{2}\left([0, \infty) ; U_{h}\right)$, the Cauchy problem

$$
M\left[\begin{array}{l}
\dot{v}  \tag{2.27}\\
\dot{y}
\end{array}\right]=A_{\varepsilon}\left[\begin{array}{l}
v \\
y
\end{array}\right]+B u, \quad\left[\begin{array}{l}
v(0) \\
y(0)
\end{array}\right]=\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right],
$$

admits an unique solution $\left[\begin{array}{l}v \\ y\end{array}\right] \in C^{0}\left([0,+\infty) ; X_{h}\right)$, defined by

$$
\left[\begin{array}{l}
v(t)  \tag{2.28}\\
y(t)
\end{array}\right]=e^{t M^{-1} A_{\varepsilon}}\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right]+\int_{0}^{t} e^{(t-\sigma) M^{-1} A_{\varepsilon}} M^{-1} B u(\sigma) \mathrm{d} \sigma \quad(t \geqslant 0)
$$

The proof is standard so we omit it.

### 2.3 Some background on LQR optimal control problems

We recall below some basic facts on LQR problems in a finite dimensional context. Roughly speaking, the main result of the theory stipulates that the optimal control of the cost quadratic function is a feedback controller that can be explicitly determined by solving a Riccati equation.

Let $\mathcal{A} \in \mathbb{R}^{n \times n}$ and $\mathcal{B} \in \mathbb{R}^{n \times m}$. The LQR theory in infinite horizon focus on trajectories of the linear control system $x^{\prime}=\mathcal{A} x+\mathcal{B} u, x(0)=x_{0}$, which minimize the quadratic cost functional

$$
\begin{equation*}
\mathcal{J}\left(u ; x_{0}\right)=\int_{0}^{+\infty}\left(\|u(t)\|_{\mathbb{R}^{m}}^{2}+\|x(t)\|_{\mathbb{R}^{n}}^{2}\right) d t \quad\left(u \in L^{2}\left(0,+\infty ; \mathbb{R}^{m}\right)\right) \tag{2.29}
\end{equation*}
$$

We recall below the well-known notion of stabilizability.
Definition 2.3. The pair $(\mathcal{A}, \mathcal{B})$ is stabilizable if there exist $\mathcal{K} \in \mathbb{R}^{m \times n}, M>0$ and $\omega>0$ such that

$$
\left\|e^{t(\mathcal{A}-\mathcal{B K})}\right\| \leqslant M e^{-\omega t} \quad(t \geqslant 0) .
$$

One of the main results of the LQR theory states that the optimal control associated to (2.29) is given by a feedback law, see for instance [16, Théorème 4.4.5].

Theorem 2.4. If the pair $(\mathcal{A}, \mathcal{B})$ is stabilizable then for every $x_{0} \in \mathbb{R}^{n}$, $J\left(\cdot ; x_{0}\right)$ admits a unique minimum $u_{\text {opt }}$ given by

$$
\begin{equation*}
u_{\mathrm{opt}}(t)=-\mathcal{B}^{*} \mathcal{P} e^{t\left(\mathcal{A}-\mathcal{B B}^{*} \mathcal{P}\right)} x_{0} \quad(t \in[0, \infty)) \tag{2.30}
\end{equation*}
$$

where $P \in \mathbb{R}^{n \times n}$, is the unique nonnegative self-adjoint solution of the Riccati equation

$$
\begin{equation*}
\mathcal{A}^{*} \mathcal{P}+\mathcal{P} \mathcal{A}-\mathcal{P B B}^{*} \mathcal{P}+I_{n}=0 \tag{2.31}
\end{equation*}
$$

Moreover, for every $x_{0} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\min _{u \in L^{2}\left([0,+\infty) ; \mathbb{R}^{m}\right)} \mathcal{J}\left(u ; x_{0}\right)=\left\langle\mathcal{P} x_{0}, x_{0}\right\rangle . \tag{2.32}
\end{equation*}
$$

## 3 Main result

In this section, we use the notations introduced in Section 2 and we state the main result of the paper.

Assume that $\left(A_{0}, B_{0}\right)$ is stabilizable. By Theorem 2.4, let us denote by $\Pi_{0} \in \mathcal{L}\left(H_{h}\right)$ the unique nonnegative self-adjoint solution of

$$
\begin{equation*}
A_{0}^{*} \Pi_{0}+\Pi_{0} A_{0}-\Pi_{0} B_{0} B_{0}^{*} \Pi_{0}+I_{H_{h}}=0 . \tag{3.1}
\end{equation*}
$$

In (3.1), $I_{H_{h}}$ denotes the identity operator on $H_{h}$.
In the same way, assume that $\left(A_{\varepsilon}, B\right)$ is stabilizable. Then let us denote by $\Pi_{\varepsilon} \in \mathcal{L}\left(X_{h}\right)$ the unique nonnegative self-adjoint solution of

$$
\begin{equation*}
A_{\varepsilon}^{*} \Pi_{\varepsilon}+\Pi_{\varepsilon} A_{\varepsilon}-\Pi_{\varepsilon} B B^{*} \Pi_{\varepsilon}+I_{X_{h}}=0 . \tag{3.2}
\end{equation*}
$$

In (3.2), $I_{X_{h}}$ denotes the identity operator on $X_{h}$.
The main result of the article focuses on asymptotic properties of $\Pi_{\varepsilon}$ in the limit $\varepsilon \rightarrow 0$.

Theorem 3.1. We assume that

$$
\begin{equation*}
\operatorname{rank}(B)=N_{v}+N_{y} . \tag{3.3}
\end{equation*}
$$

Then, $\left(A_{0}, B_{0}\right)$ is exponentially stabilizable and $\left(A_{\varepsilon}, B\right)$ is uniformly (with respect to $\varepsilon$ ) exponentially stabilizable. Moreover, there exist $C>0$ and $\omega>0$, independent of $\varepsilon$ such that the solution

$$
\begin{array}{cr}
\left\|\Pi_{\varepsilon}\right\|_{\mathcal{L}\left(X_{h} ; X_{h}\right)} \leqslant C & (\varepsilon \geqslant 0), \\
\left\|e^{t\left(A_{\varepsilon}-B B^{*} \Pi_{\varepsilon}\right)}\right\|_{\mathcal{L}\left(X_{h} ; X_{h}\right)} \leqslant C e^{-\omega t} & (\varepsilon, t \geqslant 0), \tag{3.5}
\end{array}
$$

In addition,

$$
\begin{array}{cc}
\lim _{\varepsilon \rightarrow 0+}\left\|\Pi_{\varepsilon} P-\Pi_{0}\right\|_{\mathcal{L}\left(H_{h} ; X_{h}\right)}=0 & (t \geqslant 0) \\
\lim _{\varepsilon \rightarrow 0+}\left\|e^{t\left(A_{\varepsilon}-B B^{*} \Pi_{\varepsilon}\right)} P-e^{t\left(A_{0}-B_{0} B_{0}^{*} \Pi_{0}\right)}\right\|_{\mathcal{L}\left(H_{h} ; X_{h}\right)}=0 & (t \geqslant 0) \\
\lim _{\varepsilon \rightarrow 0+}\left\|-B^{*} \Pi_{\varepsilon} e^{t\left(A_{\varepsilon}-B B^{*} \Pi_{\varepsilon}\right)} P-\left(-B_{0}^{*} \Pi_{0} e^{t\left(A_{0}-B_{0} B_{0}^{*} \Pi_{0}\right)}\right)\right\|_{\mathcal{L}\left(H_{h} ; U_{h}\right)}=0 & (t \geqslant 0) \tag{3.8}
\end{array}
$$

and the last two convergences are uniform with respect to $t$ on compact intervals.
Before going further, let us make some comments on Theorem 3.1.

- Theorem 3.1 is the analogue discrete version of [11, Theorem 3.2]. It is worth mentioning that the norm-convergence results of the Riccati operators (3.6), the closed-loop semigroups (3.7) and the optimal controls (3.8) are actually equivalent to ponctual convergence results because the functional spaces $H_{h}, X_{h}$ and $U_{h}$ are finite dimensional.
- The full-rank condition on $B$, i.e. (3.3) is used for obtaining null-controllability results for the pairs $\left(A_{0}, B_{0}\right)$ and $\left(A_{\varepsilon}, B\right)$, see the proof of Proposition 4.5 below. This condition is checked numerically. It is worth mentioning that [11, Section 7] asserts that in the continuous case, the control matrix $B$ has not to satisfy a full-rank condition. Obtaining the same results of Theorem 3.1 without assuming (3.3) is an interesting open problem.
- Note that Theorem 3.1 proves convergence results for LQR problems associated to the pairs $\left(A_{0}, B_{0}\right)$ and $\left(A_{\varepsilon}, B\right)$ but the proof that we will sketch can be easily adapted to the pairs $\left(M^{-1} A_{0}, M^{-1} B_{0}\right)$ and $\left(M^{-1} A_{\varepsilon}, M^{-1} B\right)$. Therefore, one can recover the expected convergence results for LQR problems associated to the true semidiscrete systems (2.25) and (2.27), that we consider in the numerical validation, see Section 5.
- The convergence results of Theorem 3.1 are not uniform with respect to the parameter $h$ because the constants $C$ that appear in (3.4) and in (3.5) depend a priori on $h$. Obtaining such a uniform result in the spirit of [10] is an interesting open question.


## 4 Proof of the main result

In this section, we give the main points for obtaining the proof of Theorem 3.1. We crucially follow the methodology developed in [11] that we briefly recall here.

One of the key point consists in obtaining convergence results for the free solution, i.e. $e^{t A_{\varepsilon}} P \rightarrow e^{t A_{0}} P$ and for the input-to-state maps i.e. $\int_{0}^{t} e^{(t-s) A_{\varepsilon}} B u(s) d s \rightarrow \int_{0}^{t} e^{(t-s) A_{0}} B_{0} u(s) d s$ as $\varepsilon \rightarrow 0$. This type of results will be collected in Section 4.1. Then, to prove Theorem 3.1, we first establish uniform bounds (3.4) and (3.5). For this, we prove uniform null-controllability results for the pairs $\left(A_{0}, B_{0}\right)$ and the pairs $\left(A_{\varepsilon}, B\right)$. While this type of results are obtained in the continuous case through observability estimates for the adjoint systems, here we simply
derive these results using the full-rank condition on the matrix $B$, i.e. (3.3) that implies that the so-called Kalman condition is fulfilled then null-controllability holds true. These results will be proved in Section 4.2. The last point consists in proving the convergence results (3.6), (3.7), (3.8) by following carefully [11, Section 6]. Some details of the proofs will be omitted, we will only insist on the main differences with [11].

### 4.1 Uniform bounds, convergence results for the free solution and the input-to-state maps

The goal of this part is to obtain convergence results for the free solution and the controlled solution, thanks to convergence results for the resolvents and the use of Trotter-Kato theorem. We have the following result.

Proposition 4.1. There exist $C \geqslant 1$ and $\omega \in \mathbb{R}$ such that for every $\varepsilon>0$

$$
\begin{equation*}
\left\|e^{t A_{\varepsilon}}\right\|_{\mathcal{L}\left(X_{h} ; X_{h}\right)} \leqslant C \mathrm{e}^{\omega t} \quad(\varepsilon>0, t \geqslant 0) \tag{4.1}
\end{equation*}
$$

Proof. By integration by parts and Young's inequalities, it is not difficult to see that there exists a positive constant $c>0$ depending on $\left\|\left(v_{s}, y_{s}\right)\right\|_{W^{1, \infty}(\Omega)^{d+1}}$ (independent of $\varepsilon>0$ ), such that

$$
\begin{align*}
& -\left\langle A_{\varepsilon}\binom{\varphi}{\zeta},\binom{\varphi}{\zeta}\right\rangle_{L^{2}(\Omega)^{d+1}} \\
& \geqslant \nu\|\nabla \varphi\|_{L^{2}(\Omega)^{d}}^{2}+\frac{1}{\varepsilon}\|\operatorname{div} \varphi\|_{L^{2}(\Omega)}^{2}+\alpha\|\nabla \zeta\|_{L^{2}(\Omega)^{d}}^{2}-c\|(\varphi, \zeta)\|_{L^{2}(\Omega)^{d+1}}^{2} \quad\left(\left[\begin{array}{c}
\varphi \\
\zeta
\end{array}\right] \in X_{h}\right) . \tag{4.2}
\end{align*}
$$

We then easily deduce that

$$
\left\|e^{t\left(A_{\varepsilon}-c I\right)}\right\|_{\mathcal{L}\left(X_{h} ; X_{h}\right)} \leqslant 1 \quad(\varepsilon>0, t \geqslant 0)
$$

which gives the expected result.
We next prove the convergence of the resolvents of $A_{\varepsilon}$ (respectively $A_{\varepsilon}^{*}$ ) towards the resolvents of $A_{0}$ (respectively $A_{0}^{*}$ ).

Proposition 4.2. There exists $\lambda_{0}>0$ such that for every $\lambda \in \mathbb{C}$ with $\operatorname{Re} \lambda \geqslant \lambda_{0}$, we have

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0}\left\|\left[\lambda I-A_{\varepsilon}\right]^{-1}-\left[\lambda I-A_{0}\right]^{-1} P\right\|_{\mathcal{L}\left(X_{h}\right)}=0,  \tag{4.3}\\
& \lim _{\varepsilon \rightarrow 0}\left\|\left[\lambda I-A_{\varepsilon}^{*}\right]^{-1}-\left[\lambda I-A_{0}^{*}\right]^{-1} P\right\|_{\mathcal{L}\left(X_{h}\right)}=0 . \tag{4.4}
\end{align*}
$$

Proof. We only prove (4.3), since the proof of (4.4) is fully similar.
Let $\left[\begin{array}{l}f \\ g\end{array}\right] \in X_{h}$ and

$$
\begin{equation*}
\lambda_{0}>c>0, \tag{4.5}
\end{equation*}
$$

where the constant $c$ is the one appearing in (4.2). Then, for $\lambda \in \mathbb{C}$ with $\operatorname{Re} \lambda \geqslant \lambda_{0}$, by setting

$$
\left[\begin{array}{c}
\varphi_{\varepsilon} \\
\zeta_{\varepsilon}
\end{array}\right]=\left(\lambda I-A_{\varepsilon}\right)^{-1}\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

we have

$$
\begin{align*}
& \lambda \int_{\Omega} \varphi_{\varepsilon} \cdot \psi \mathrm{d} x+\nu \int_{\Omega} \nabla \varphi_{\varepsilon}: \nabla \psi \mathrm{d} x+\int_{\Omega}\left[\left(v_{s} \cdot \nabla\right) \varphi_{\varepsilon}+\left(\varphi_{\varepsilon} \cdot \nabla\right) v_{s}\right] \cdot \psi \mathrm{d} x \\
& +\frac{1}{\varepsilon} \int_{\Omega}\left(\operatorname{div} \varphi_{\varepsilon}\right)(\operatorname{div} \psi) \mathrm{d} x-\int_{\Omega} \zeta_{\varepsilon} \psi_{d} \mathrm{~d} x+\lambda \int_{\Omega} \zeta_{\varepsilon} \eta \mathrm{d} x+\alpha \int_{\Omega} \nabla \zeta_{\varepsilon} \cdot \nabla \eta \mathrm{d} x \\
& \left.+\int_{\Omega}\left[v_{s} \cdot \nabla \zeta_{\varepsilon}+\varphi_{\varepsilon} \cdot \nabla y_{s}\right] \cdot \eta \mathrm{d} x=\int_{\Omega} f \cdot \psi \mathrm{~d} x+\int_{\Omega} g \eta \mathrm{~d} x \quad\left(\left[\begin{array}{c}
\psi \\
\eta
\end{array}\right] \in X_{h}\right)\right) . \tag{4.6}
\end{align*}
$$

Taking $\left[\begin{array}{l}\psi \\ \eta\end{array}\right]=\left[\begin{array}{l}\varphi_{\varepsilon} \\ \zeta_{\varepsilon}\end{array}\right]$ in (4.6) and using (4.2) we obtain

$$
\left\|\varphi_{\varepsilon}\right\|_{H^{1}(\Omega)^{d}}^{2}+\frac{1}{\varepsilon}\left\|\operatorname{div} \varphi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}+\left\|\zeta_{\varepsilon}\right\|_{H^{1}(\Omega)}^{2} \leqslant c\left\|\left[\begin{array}{l}
f \\
g
\end{array}\right]\right\|_{X_{h}}^{2} \quad(\varepsilon>0)
$$

where $c>0$ is some another constant. The above estimate implies that there exists $\left[\begin{array}{l}\varphi \\ \zeta\end{array}\right] \in H_{h}$ such that

$$
\left[\begin{array}{l}
\varphi_{\varepsilon} \\
\zeta_{\varepsilon}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\varphi \\
\zeta
\end{array}\right] \text { as } \varepsilon \rightarrow 0 \text { in } X_{h}
$$

For $\left[\begin{array}{l}\psi \\ \eta\end{array}\right] \in H_{h}$, note that $\psi \in \operatorname{Ker}\left(A_{v p}^{T}\right)$, we can thus pass to the limit in (4.6) to obtain that

$$
\begin{align*}
& \lambda \int_{\Omega} \varphi \cdot \psi \mathrm{d} x+\nu \int_{\Omega} \nabla \varphi: \nabla \psi \mathrm{d} x+\int_{\Omega}\left[\left(v_{s} \cdot \nabla\right) \varphi+(\varphi \cdot \nabla) v_{s}\right] \cdot \psi \mathrm{d} x \\
& -\int_{\Omega} \zeta \psi_{d} \mathrm{~d} x+\lambda \int_{\Omega} \zeta \eta \mathrm{d} x+\alpha \int_{\Omega} \nabla \zeta \cdot \nabla \eta \mathrm{d} x \\
& \left.+\int_{\Omega}\left[v_{s} \cdot \nabla \zeta+\varphi \cdot \nabla y_{s}\right] \cdot \eta \mathrm{d} x=\int_{\Omega} f \cdot \psi \mathrm{~d} x+\int_{\Omega} g \eta \mathrm{~d} x, \quad\left(\left[\begin{array}{c}
\psi \\
\eta
\end{array}\right] \in H_{h}\right)\right), \tag{4.7}
\end{align*}
$$

then using

$$
\left.\int_{\Omega} f \cdot \psi \mathrm{~d} x+\int_{\Omega} g \eta \mathrm{~d} x=\int_{\Omega} P\left[\begin{array}{l}
f  \tag{4.8}\\
g
\end{array}\right] \cdot\left[\begin{array}{l}
\psi \\
\eta
\end{array}\right] \mathrm{d} x \quad\left(\left[\begin{array}{c}
\psi \\
\eta
\end{array}\right] \in H_{h}\right)\right),
$$

we deduce (4.3) from (4.7).
An important consequence of Proposition 4.2 is the following result.
Proposition 4.3. We have

$$
\begin{array}{cc}
\lim _{\varepsilon \rightarrow 0}\left\|e^{t A_{\varepsilon}} P-e^{t A_{0}}\right\|_{\mathcal{L}\left(H_{h} ; X_{h}\right)}=0 & (t \geqslant 0), \\
\lim _{\varepsilon \rightarrow 0}\left\|\left(e^{t A_{\varepsilon}}\right)^{*} P-\left(e^{t A_{0}}\right)^{*}\right\|_{\mathcal{L}\left(H_{h} ; X_{h}\right)}=0 & (t \geqslant 0), \tag{4.10}
\end{array}
$$

uniformly with respect to $t$ on compact intervals.
The proof comes from an adaptation of Trotter-Kato's theorem, see [11, Proposition 4.2] for details. Note again that the convergence are norm-convergence operators because the functional spaces are finite-dimensional.

For $u \in L^{2}\left(\left[0,+\infty ; U_{h}\right)\right.$, we define the input-to-state maps

$$
\begin{equation*}
\Xi_{t}^{\varepsilon} u=\int_{0}^{t} e^{(t-s) A_{\varepsilon}} B u(s) d s \text { and } \Xi_{t}^{0} u=\int_{0}^{t} e^{(t-s) A_{0}} B_{0} u(s) d s \tag{4.11}
\end{equation*}
$$

We have the following result.

Proposition 4.4. With the above notation, we have

$$
\begin{array}{cr}
\lim _{\varepsilon \rightarrow 0+}\left\|\Xi_{t}^{\varepsilon} u-\Xi_{t}^{0} u\right\|_{X_{h}}=0 & \left(t \geqslant 0, u \in L^{2}\left(\left[0,+\infty ; U_{h}\right)\right),\right. \\
\lim _{\varepsilon \rightarrow 0+}\left\|\left(\Xi_{t}^{\varepsilon}\right)^{*} u-\left(\Xi_{t}^{0}\right)^{*} u\right\|_{X_{h}}=0 & \left(t \geqslant 0, u \in L^{2}\left(\left[0,+\infty ; U_{h}\right)\right),\right. \tag{4.13}
\end{array}
$$

Moreover, the convergence above is uniform for $t$ in compact intervals.
The proof uses Lax-Phillips semigroups theory and Trotter-Kato's theorem, see [11, Proposition 4.5] for details.

### 4.2 Uniform null-controllability and stabilization results

The goal of this part is to state a uniform null-controllability result for the the pair $\left(A_{\varepsilon}, B\right)$. Here, the proof is different from the one in the continuous case that has been obtained through Carleman estimates. By using the full-rank condition on $B$, explicit controls are designed.

The main result of this part is the following.
Proposition 4.5. For every $\varepsilon>0$, the pair $\left(A_{\varepsilon}, B\right)$ is exactly controllable. Moreover, for every $T>0$, there exists $C>0$ such that for every $\varepsilon>0,\left[\begin{array}{l}v_{0} \\ y_{0}\end{array}\right] \in X_{h}$, there exists $u_{\varepsilon} \in L^{2}\left([0, T] ; U_{h}\right)$ satisfying

$$
\left\|u_{\varepsilon}\right\|_{L^{2}\left([0, T] ; U_{h}\right)} \leqslant C\left\|\left[\begin{array}{c}
v_{0}  \tag{4.14}\\
y_{0}
\end{array}\right]\right\|_{X_{h}}
$$

such that the solution to

$$
\left[\begin{array}{l}
v_{\varepsilon}^{\prime}(t)  \tag{4.15}\\
y_{\varepsilon}^{\prime}(t)
\end{array}\right]=A_{\varepsilon}\left[\begin{array}{l}
v_{\varepsilon}(t) \\
y_{\varepsilon}(t)
\end{array}\right]+B u_{\varepsilon}(t),\left[\begin{array}{l}
v_{\varepsilon}(0) \\
y_{\varepsilon}(0)
\end{array}\right]=\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right],
$$

satisfies

$$
\left[\begin{array}{l}
v_{\varepsilon}(T)  \tag{4.16}\\
y_{\varepsilon}(T)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

It is a well-known fact that in finite dimension, the exact-controllablity (which is equivalent to the null-controllability) is equivalent to the Kalman rank condition

$$
\begin{equation*}
\operatorname{rank}\left(B\left|A_{\varepsilon} B\right| \ldots \mid A_{\varepsilon}^{N_{v}+N_{y}} B\right)=N_{v}+N_{y}, \tag{4.17}
\end{equation*}
$$

then does not depend on the time of control $T>0$. Here, we recall that we have assumed (3.3) so (4.17) trivially holds. So the main difficulty of Proposition 4.5 is to obtain the uniform bound on the control cost, i.e (4.14).

Proof. We recall that $B$ is full-rank by (3.3), so there exists $\tilde{B}$ such that $B \tilde{B}=I_{N_{v}+N_{y}}$. Let us fix $T>0$ and $\left[\begin{array}{l}v_{0} \\ y_{0}\end{array}\right] \in X_{h}$, and let us define the following controlled trajectory for $t \in[0, T]$,

$$
\left[\begin{array}{l}
v_{\varepsilon}(t)  \tag{4.18}\\
y_{\varepsilon}(t)
\end{array}\right]=\frac{T-t}{T} e^{t A_{\varepsilon}}\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right], u_{\varepsilon}(t)=-\frac{1}{T} \tilde{B} e^{t A_{\varepsilon}}\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right] .
$$

We check easily that

$$
\left[\begin{array}{l}
v_{\varepsilon}^{\prime}(t)  \tag{4.19}\\
y_{\varepsilon}^{\prime}(t)
\end{array}\right]=A_{\varepsilon}\left[\begin{array}{l}
v_{\varepsilon}(t) \\
y_{\varepsilon}(t)
\end{array}\right]+B u_{\varepsilon}(t),\left[\begin{array}{l}
v(0) \\
y(0)
\end{array}\right]=\left[\begin{array}{l}
v_{0} \\
y_{0}
\end{array}\right],\left[\begin{array}{l}
v_{\varepsilon}(T) \\
y_{\varepsilon}(T)
\end{array}\right]=0 .
$$

Finally, (4.14) is an easy consequence of the definition of $u_{\varepsilon}$ and (4.1).

A similar proof enables us to obtain the null-controllability of the pair $\left(A_{0}, B_{0}\right)$ in $H_{h}$.
By following carefully [11, Section 6], we can use Proposition 4.5 to prove uniform stabilization results, stated in (3.4) and (3.5) then convergence results (3.6), (3.7) and (3.8) which leads to the conclusion of the proof of Theorem 3.1

## 5 Numerical experiments and assessments

Prior to any numerical discussion, we briefly describe the finite element discretization we use in our computations for achieving the numerical validation of the method. To alleviate the presentation, we consider that $\Omega$ is a two dimensional domain. Assume that it is polygonal and is the union of a finite number of triangles. Then, we introduce a regular family $\left(\mathcal{T}_{h}\right)_{h}$ of triangulations of $\Omega$.

- The domain $\Omega$ is the union of all elements of $\mathcal{T}_{h}$;
- The intersection of two different elements of $\mathcal{T}_{h}$, if not empty, is a vertex or a whole edge of both of them;
- The ratio of the diameter $h_{K}$ of any element $K$ of $\mathcal{T}_{h}$ to the diameter of its inscribed circle is smaller than a constant $\sigma$ independent of $h$.

The mesh-size $h$ is the maximum of the diameters $h_{K}$. We refer to [4, 6, 7] for the basics of the finite element method.

Furthermore, it is well known that the velocity and pressure approximation spaces used in the spatial discretization are required to satisfy a discrete LBB condition, see [7] for more details concerning this point and more details about the finite element discretization of Navier-Stokes problem. In this work we choose to use the standard $P_{2}-P_{1}$ and $P_{2}$ to respectively approximate the velocity, pressure and temperature fields. More precisely, we consider the discrete spaces defined by

$$
Y_{h}=\left\{\chi_{h} \in H^{1}(\Omega) ; \quad \forall K \in \mathcal{T}_{h}, \quad\left(\chi_{h}\right)_{\mid K} \in \mathcal{P}_{2}(K)\right\}, \quad V_{h}=\left(Y_{h} \cap H_{0}^{1}(\Omega)\right)^{2}
$$

and

$$
M_{h}=\left\{\chi_{h} \in L^{2}(\Omega) ; \quad \forall K \in \mathcal{T}_{h}, \quad\left(\chi_{h}\right)_{\mid K} \in \mathcal{P}_{1}(K)\right\}
$$

where $\mathcal{P}_{i}(K)$ stands for the space of restrictions to $K$ of polynomial functions of degree lower or equal to $i$ on $\mathbb{R}^{2}$.

### 5.1 First example

We first describe an example to assess and illustrate the main results of the paper, i.e. the convergence results (3.6), (3.7) and (3.8).

Let us introduce first the data used in the numerical experiments. The whole domain (see Fig. 1) is $\Omega=[0,1]^{2}$, and the subset of control is

$$
\begin{equation*}
\mathcal{O}=\left\{\left(x_{1}, x_{2}\right) \in \Omega ;\left(x_{1}-0.5\right)^{2}+\left(x_{2}-0.5\right)^{2}<0.01\right\} \tag{5.1}
\end{equation*}
$$

We choose as stationary state the velocity and temperature given by

$$
\left[\begin{array}{l}
v_{s}^{1}\left(x_{1}, x_{2}\right)  \tag{5.2}\\
v_{s}^{2}\left(x_{1}, x_{2}\right) \\
y_{s}\left(x_{1}, x_{2}\right)
\end{array}\right]=\left[\begin{array}{c}
100 x_{2}\left(1-x_{2}\right) \\
0 \\
-100\left(1-x_{2}\right)
\end{array}\right]
$$



Figure 1: Domain $\Omega$ and subset of control $\mathcal{O}$
and initial condition

$$
\left[\begin{array}{l}
v_{0}^{1}\left(x_{1}, x_{2}\right)  \tag{5.3}\\
v_{0}^{2}\left(x_{1}, x_{2}\right) \\
y_{0}\left(x_{1}, x_{2}\right)
\end{array}\right]=\left[\begin{array}{c}
2 \sin \left(2 \pi x_{1}\right) \cos (2 \pi x 2) \\
2 \sin \left(2 \pi x_{1}\right) \cos (2 \pi x 2) \\
1-x_{2}
\end{array}\right] .
$$

All our computations are realized by means of the free finite element software FreeFem++ (see [8]). The time and space approximation step are fixed to be $\Delta t=0.01$ and $h=0.05$

The resolution strategy consists of first proving the numerical evidence that the matrix $A_{0}$ is unstable. This can be confirmed by studying numerically the presence of eigenvalues with positive real part for the resulting discrete generalized eigenvalue problem

$$
\left(\begin{array}{ccc}
A_{v v} & A_{v p} & A_{v y}  \tag{5.4}\\
A_{z p}^{T} & 0 & 0 \\
A_{y v} & 0 & A_{y y}
\end{array}\right)\left(\begin{array}{l}
v \\
p \\
y
\end{array}\right)=\lambda\left(\begin{array}{ccc}
M_{v v} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & M_{y y}
\end{array}\right)\left(\begin{array}{l}
v \\
p \\
y
\end{array}\right) .
$$

Figure 2 illustrates the computed generalized eigenvalue problem (5.4) solved by using the ARPACK eigenvalue package. The spectrum confirms the unstable nature of the matrix $A_{0}$.

Our method is mainly based on the penalty method and it is therefore essential to be aware of the quality of the convergence of our results with respect to the parameter of penalization $\varepsilon$.

In Figure 3 we represent the errors in a logarithm scale between the Riccati matrices $\Pi_{\varepsilon}$ and $\Pi_{0}$ as a function of $\varepsilon$. The numerical behavior is in total agreement with the result given by (3.6). The computation of the Riccati matrices are done thanks to the package "control" in Octave. We estimate a convergence rate of about one, which is in agreement with the usual results of penalty methods.

Figure 4 shows the error in a logarithm scale between the controlled solutions $(v, y)_{\varepsilon}$ and $(v, y)$ while the same measurement is give for controls $u_{\varepsilon}$ and $u$ in Figure 5, as a function of $\varepsilon$. Once again the numerical behaviors are in total agreement with the theory. To solve the evolution problems, the time derivative is approximated thanks to a standard Euler explicit scheme. We estimate a convergence rate of about one.


Figure 2: Eigenvalues associated to (5.4)


Figure 3: Illustration of the convergence result (3.6)


Figure 4: Illustration of the convergence result (3.7)


Figure 5: Illustration of the convergence result (3.8)

We present in the following array the exact computing values of the errors.

| $\varepsilon$ | $\left\\|\Pi_{\varepsilon} P-\Pi_{0}\right\\| /\left\\|\Pi_{0}\right\\|$ | $\left\\|(v, y)_{\varepsilon}-(v, y)\right\\|$ | $\left\\|u_{\varepsilon}-u\right\\|$ |
| :---: | :---: | :---: | :---: |
| $1 \mathrm{e}-1$ | $9.10 \mathrm{e}-3$ | $1.65 \mathrm{e}-1$ | $5.90 \mathrm{e}-3$ |
| $1 \mathrm{e}-2$ | $9.73 \mathrm{e}-4$ | $1.41 \mathrm{e}-2$ | $7.76 \mathrm{e}-4$ |
| $1 \mathrm{e}-3$ | $9.80 \mathrm{e}-5$ | $1.46 \mathrm{e}-3$ | $8.03 \mathrm{e}-5$ |
| $1 \mathrm{e}-4$ | $9.82 \mathrm{e}-6$ | $1.47 \mathrm{e}-4$ | $8.06 \mathrm{e}-6$ |

Remark 5.1. We observe for the three previous cases a slope that is equal to one. This illustrates numerically the expected speed of convergence with respect to $\varepsilon$. Hence, we naturally conjecture that we actually have

$$
\begin{gather*}
\left\|\Pi_{\varepsilon} P-\Pi_{0}\right\|_{\mathcal{L}\left(H_{h} ; X_{h}\right)}=\mathcal{O}(\varepsilon) \quad(t \geqslant 0),  \tag{5.5}\\
\left\|e^{t\left(A_{\varepsilon}-B B^{*} \Pi_{\varepsilon}\right)} P-e^{t\left(A_{0}-B_{0} B_{0}^{*} \Pi_{0}\right)}\right\|_{\mathcal{L}\left(H_{h} ; X_{h}\right)}=\mathcal{O}(\varepsilon) \quad(t \geqslant 0),  \tag{5.6}\\
\left\|-B^{*} \Pi_{\varepsilon} e^{t\left(A_{\varepsilon}-B B^{*} \Pi_{\varepsilon}\right)} P-\left(-B_{0}^{*} \Pi_{0} e^{t\left(A_{0}-B_{0} B_{0}^{*} \Pi_{0}\right)}\right)\right\|_{\mathcal{L}\left(H_{h} ; U_{h}\right)}=\mathcal{O}(\varepsilon) \quad(t \geqslant 0) . \tag{5.7}
\end{gather*}
$$

We now give some snapshots of the evolution of the horizontal velocity and the temperature during the control process in Figures 6 and 7. We observe the stabilization of the solution. We also observe that it is in the control zone where the values of the solution are the smallest.

To better appreciate the efficiency of the method we continue our study by giving some snapshots of the evolution of the horizontal velocity and the temperature without control in Figures 8 and 9 . We remark that the both velocity and temperature do not converge to 0 , this is due to the instability of the spectrum of the linearized system.

We then plot the evolution of the controlled and uncontrolled solution.


Figure 6: Snapshots of the controlled horizontal velocity


Figure 7: Snapshots of the controlled temperature


Figure 8: Snapshots of the uncontrolled horizontal velocity


Figure 9: Snapshots of the uncontrolled temperature


Figure 10: Evolution of the controlled and uncontrolled horizontal velocity


Figure 11: Evolution of the controlled and uncontrolled temperature


Figure 12: Domain $\Omega$ including another subset of control $\mathcal{O}$

We end this example by considering the effect of the control location. This consists in considering our configuration by just replacing

$$
\begin{equation*}
\mathcal{O}=\left\{\left(x_{1}, x_{2}\right) \in \Omega ;\left(x_{1}-0.25\right)^{2}+\left(x_{2}-0.75\right)^{2}<0.01\right\} . \tag{5.8}
\end{equation*}
$$

To illustrate the effect of the control we will give hereafter We now some snapshots of the evolution of the horizontal velocity and the temperature during the control process in Figures 13 and 14. We observe the stabilization of the solution as well as that it is in the control zone where the values of the solution are the smallest.
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Figure 13: Snapshots of the controlled horizontal velocity


Figure 14: Snapshots of the controlled temperature


Figure 15: Domain $\Omega$ with obstacle and the control zone $\mathcal{O}$

### 5.2 Second example: Flow past a square section cylinder

We now consider a more complex configuration described by a rectangle in which we fix an obstacle. More precisely, we consider the following configuration

$$
\begin{equation*}
\Omega:=(0,1) \times(0,4) \backslash[23 / 16,25 / 16] \times[7 / 16,9 / 16] \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{O}:=\left\{\left(x_{1}, x_{2}\right) \in \Omega ;\left(x_{1}-3 / 8\right)^{2}+\left(x_{2}-0.5\right)^{2}<0.01\right\} \tag{5.10}
\end{equation*}
$$

The stationary state $\left(v_{s}, y_{s}\right)$ and the initial condition $\left(v_{0}, y_{0}\right)$ are chosen as in (5.2) and (5.3), respectively.

The purpose here is to illustrate our numerical results in a quantitative way. This consists in displaying some snapshots of the evolution of the horizontal velocity and the temperature during the control process in Figures 16 and 17.


$$
t=0
$$



$$
t=1
$$



$$
t=1.5
$$



$$
t=2
$$

$$
t=2.5
$$

Figure 16: Snapshots of the controlled horizontal velocity
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Figure 17: Snapshots of the controlled temperature
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