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ABSTRACT 
In an effort to gain a comprehensive picture for the interfacial states in bulk heterojunction solar cells, 
we provide a combined experimental-theoretical analysis of the energetics and dynamics of low-lying 
electronic charge-transfer (CT) states in donor:acceptor blends with large frontier orbital energy 
offset. By varying the blend composition and temperature, we unravel the static and dynamic 
contributions to the disordered density of states (DOS) of the CT states manifold, and assess their 
recombination to the ground state. Namely, we find that static disorder (conformational and 
electrostatic) shapes the CT DOS, and that fast non-radiative recombination crops the low-energy tail 
of the distribution probed by external quantum efficiency (EQE) measurements (thereby largely 
contributing to voltage losses). Our results then question the standard practice of extracting 
microscopic parameters such as exciton energy and energetic disorder from EQE. 
 
 
 
INTRODUCTION 
Organic solar cells (OSCs) have now reached power conversion efficiencies (PCEs) close to 18%, 
with recent increases owing to the development of non-fullerene acceptors.1,2 This remarkable result 
has been achieved through the optimization of absorber and interface material design rules, as well 
as by the engineering of donor:acceptor (D:A) bulk heterojunction (BHJ) interfaces. In the quest for 
optimally performing materials and device architectures, the target is now on minimizing sources of 
photocurrent and (more importantly) voltage losses. 
The most important losses in OSCs deal with the fate of tightly bound, intermolecular electron–hole 
(e-h) pairs, electronic states that are generated at the D:A interface upon charge-transfer (CT).3 The 
production of separated charges from those states requires that holes and electrons overcome their 
Coulomb binding energy instead of recombining to the ground state, a binding that depends on the 
electrostatic landscape at the interface4,5 and on the amount of the spatial delocalization of the electron 
and hole wavefunctions6. These CT states come with their own energy spectrum or density of states 
(DOS), which is typically quite broad for various reasons, including that D:A blends often comprise 
a heterogeneous distribution of local microstructures, and the coupling between the electronic 
excitations and the nuclear degrees of freedom or the involvement of multiple electron and/or hole 
states. Despite several investigations, the detailed origin for the DOS and the role of hot versus relaxed 
CT states in charge separation and recombination is still controversial.7–9 
One way to analyze the manifold of excited states is by means of external quantum efficiency (EQE) 
measurements, which provide a measure of the exciton DOS, weighted by the contribution of the 
different states to the photocurrent.10 Using this technique, we previously conducted a thorough study 
on D:A systems characterized by wide optical bandgaps and large frontier orbital energy offset (i.e. 
large energetic driving force for charge separation), resulting in ultrabroad CT state spectra.11 
Typically, such combinations of materials are also characterized by a small energy offset between the 
donor highest occupied molecular orbital (HOMO) and the acceptor lowest unoccupied molecular 
orbital (LUMO), leading to an intrinsically low open circuit voltage (𝑉"#), a parameter that conversely 
should be maximized to boost PCE. Although not at all appealing for their OSC performances, these 



systems are nevertheless a very interesting case study to resolve the existing dilemmas on the nature 
and fate of interfacial CT states, as these can be probed over an unusually large energy window. 
Here, we focus on N,N′-di(1-naphthyl)-N,N′-diphenyl-(1,1′-biphenyl)-4,4′-diamine (NPB) : 
1,4,5,8,9,11-hexaazatriphenylenehexacarbonitrile (HAT-CN) blends at different composition and 
temperature. In an earlier report, we discussed the existence of multiple electronic CT states at these 
hetero-interfaces and their contributions to the photocurrent.11 In this work, we go beyond this 
analysis and provide a comprehensive microscopic model for the energetics and dynamics of the first 
electronic CT state, disentangling the contributions from static and dynamic disorder to the DOS. Our 
accurate computational protocol entails a combination of molecular dynamics (MD) simulations, 
density functional theory (DFT) and time-dependent (TD) DFT calculations, and a microelectrostatic 
(ME) model12,13, specifically designed to include environmental effects (see Methods). The inclusion 
of both short- and long-range electrostatic effects is of particular relevance, since the effective 
electron affinity (EA) and ionization potential (IP) of molecules in a solid state environment and the 
corresponding CT excitation energies depend (often strongly) on mutual intermolecular electrostatic 
interactions.14  
Through this protocol, we observe that the CT DOS is broadened mostly because of conformational 
and electrostatic disorder associated with the NPB flexibility and the HAT-CN quadrupolar layout 
respectively, and is essentially static on the timescale of charge separation/recombination. We also 
predict fast (~ps) non-radiative decay from the lowest CT states that should overcome charge 
separation hence rendering these tail states EQE silent. This is fully confirmed by comparison to 
experimental sensitive absorption versus EQE measurements showing that the CT DOS explored by 
EQE is cropped at low energy.  
 
RESULTS AND DISCUSSION 
Three NPB:HAT-CN blends of increasing HAT-CN molar fraction (4.6%, 10.3%, 76.1%; about one 
thousand molecules per sample) were simulated with atomistic MD simulations, adopting a non-
equilibrium protocol that reproduces vapor co-deposition.15–19 Deposition simulations were 
performed at 500 K and were followed by equilibration runs at 100 and 300 K (see Methods). The 
final structure of the sample with the highest HAT-CN molar fraction at 300 K is displayed in Figure 
1, showing also the two components separately, in order to highlight the occurrence of micro-
segregation in the blend. The electrostatic potential 3D maps in Figure 1 show major differences in 
the charge distributions of the two molecules: HAT-CN is a flat and rigid molecule, characterized by 
symmetrically distributed and strongly dipolar cyano groups attached to the p core. In contrast, NPB 
features a weakly polarized charge density and presents a dumbbell shape, together with a certain 
conformational freedom conferred by rotations about phenyl-phenyl and N-phenyl bonds (see Figure 
S1 in SI). From the differences in shape and molecular charge distribution between NPB and HAT-
CN, one can surmise that their intermolecular interactions are very different, hence promoting phase 
separation with respect to the entropically favored full mixing, even in the solid state, and simulations 
show that this is actually the case. This segregation determines separate migration pathways for holes 
(in NPB) and electrons (in HAT-CN) from the interface to the electrodes, while still maintaining close 
D:A contacts. In particular, some p-stacked hetero-dimers were observed, with the HAT-CN 



azatriphenylene core adjacent and parallel to the central biphenyl moiety of NPB (see Figure S2 in 
SI). However, the structural analysis of the samples ruled out the presence of any particular 
orientational or positional order, except within 1 nm from the boundary with the graphene layer used 
as a support (not shown in Figure 1). Molecules in this region and at the very top of the sample, where 
there is a free surface, were therefore not included in electronic structure calculations. 
 

 
 
Figure 1: Top: Molecular structures and electrostatic potential color maps of N,N′-di(1-naphthyl)-
N,N′-diphenyl-(1,1′-biphenyl)-4,4′-diamine (NPB) and 1,4,5,8,9,11-hexaaza triphenylene 
hexacarbonitrile (HAT-CN). Bottom: snapshots of the simulated sample at concentrations 24.9% 
NPB:76.1% HAT-CN. From the left to the right, visualizations of NPB molecules only (in red), HAT-
CN only (in cyan), and the whole sample with an isosurface representation. 
 
Our account of the electronic properties in NPB:HAT-CN blends starts from the analysis of the charge 
transport energy levels in the solid state.  
 
Figure 2 shows the average values (and standard deviations as error bars) of the EA of HAT-CN and 
the IP of NPB as a function of composition and temperature. Both IP&'( and EA+,-./& increase 
substantially (by up to 0.8 eV) and approximately linearly with the HAT-CN molar fraction, although 
the limited number of investigated samples does not allow to establish whether the growth is linear 
like in other binary molecular blends.20,21 This linearity reflects averaging of the electrostatic 



potentials of the two components. As reported in 

 
 
Figure 3: Logical scheme explaining the partitioning of the different contributions to the total 
energetic disorder σ1213 . DFT/ME calculations were carried out in order to compute the IP of all NPB 
and the EA of all HAT-CN in the last MD frame of each blend. This yielded a distribution of charge 
carrier energy levels (IP and EA) characterized by a standard deviation σ1213 . This contains a 
component related to the environmental disorder and the other related to conformational disorder 
σ42563 , which can be extracted from gas-phase DFT fluctuations of IP and EA. In turn, σ42563  has two 
contributions: a static and a dynamic part. The latter σ7853  is composed by intramolecular low- and 
high-frequency components. By applying a Fourier filter to DFT time series of molecular orbital 
energies, computed along the MD trajectories at 300 K, we were able to distinguish between σ92:3  
and σ;<=;3 . The latter contribution was removed from σ42563 , so that σ42563  is thus made of the static 

σ4256(?1@1)3  and the low-frequency dynamic σ92:3  part of the conformational disorder. As regards the 
environmental one, we assumed σB5C3  to be static in time, neglecting its dynamic character. Therefore, 
within the static part σ?1@13 , there are both σB5C3  and σ4256(?1@1)3 .The same reasoning can be extended to 
the case where x stands for GAP or CT, as in Table 2. 
 

, moving from 4.6% to 76.1% of HAT-CN at 300 K, the mean IP&'( increases from 6.00 eV to 6.80 
eV, with a remarkable shift of 0.8 eV due to the electrostatic interactions with HAT-CN, while the 
mean EA+,-./& increases by 0.72 eV, from 4.24 to 4.96 eV. The increase in IP and EA of the two 
molecules in HAT-CN-rich blends is in line with similar results on the host-dependence of energy 
levels14 and on zinc phthalocyanine (ZnPc):F8ZnPc blends.2022 In our case, the electrostatic landscape 
is governed by the strong quadrupole moment of the HAT-CN molecule, characterized by electron 



withdrawing groups at the periphery of the p core, which generally leads to a stabilization of occupied 
and empty levels.  
The calculation of IP&'( and EA+,-./& also provides a first validation of the methodology, since 
these values can be compared with experimental data measured on vapor deposited thin films of the 
two pure compounds: for NPB, IPs of 5.4-5.5 eV were measured by ultraviolet photoelectron 
spectroscopy (UPS)23,24, while the EA of HAT-CN was reported to be larger than 4.9 eV as probed 
with low-energy inverse photoemission spectroscopy (LEIPS)25, and estimated to be about 4.8 eV by 
comparison between UPS measurements on NPB:HAT-CN and NPB:F4TCNQ films.26 To further 
validate our results, it is also worth mentioning that UPS studies on mixed NPB:HAT-CN thin films 
indicate an increase of IP&'( at increasing HAT-CN molar fraction.24 The rather strong composition 
effects in  
 
Figure 2 contrasts with the effect of temperature, hardly detectable considering the standard 
deviations of IP&'( and EA+,-./&, suggesting a minor effect exerted by thermal fluctuations in these 
blends. Therefore, in the following, we will mainly focus on the results at 300 K, while those obtained 
at 100 K are reported in Table S1 in SI. Since the shifts in the energy levels of NPB and HAT-CN are 
so similar, overall the photovoltaic gap defined as ED,' = IP&'( − EA+,-./& (see below) is not 
expected to change significantly with HAT-CN molar fraction. 
 

 
Figure 2: Average electron affinity (EA) of HAT-CN (blue and green triangles) and ionization 
potential (IP) of NPB (black and red circles) as a function of temperature and HAT-CN molar fraction. 
Vertical bars represent standard deviations. 



 

 

Figure 3: Logical scheme explaining the partitioning of the different contributions to the total 
energetic disorder σ1213 . DFT/ME calculations were carried out in order to compute the IP of all NPB 
and the EA of all HAT-CN in the last MD frame of each blend. This yielded a distribution of charge 
carrier energy levels (IP and EA) characterized by a standard deviation σ1213 . This contains a 
component related to the environmental disorder and the other related to conformational disorder 
σ42563 , which can be extracted from gas-phase DFT fluctuations of IP and EA. In turn, σ42563  has two 
contributions: a static and a dynamic part. The latter σ7853  is composed by intramolecular low- and 
high-frequency components. By applying a Fourier filter to DFT time series of molecular orbital 
energies, computed along the MD trajectories at 300 K, we were able to distinguish between σ92:3  
and σ;<=;3 . The latter contribution was removed from σ42563 , so that σ42563  is thus made of the static 
σ4256(?1@1)3  and the low-frequency dynamic σ92:3  part of the conformational disorder. As regards the 
environmental one, we assumed σB5C3  to be static in time, neglecting its dynamic character. Therefore, 
within the static part σ?1@13 , there are both σB5C3  and σ4256(?1@1)3 .The same reasoning can be extended to 
the case where x stands for GAP or CT, as in Table 2. 
 

Having established the dependence on composition and temperature of the average IP and EA, we 
now focus on energetic disorder, i.e. the spread of energy levels. In order to provide a deeper insight, 
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 dissect the total energetic disorder obtained from our atomistic simulations (standard deviation 𝜎H"HI , 
where x stands for IP or EA) into different contributions, as depicted in Figure 3. Specifically, 
energetic disorder can be characterized in terms of its physical origin, and here we distinguish 
between conformational (𝜎#"JKI , an intramolecular contribution related to different molecular 
geometries sampled in MD simulations) and environmental disorder (𝜎LJMI , due to intermolecular 
electrostatic interactions). Energetic disorder can also be classified according to timescales as being 
of static (𝜎NHOHI ) or dynamic (𝜎P"QI ) nature. While static disorder is mostly sourced by inhomogeneity 



in the electrostatic environment of the CT pairs, dynamic disorder includes contributions from 
intramolecular low-frequency modes (below 200 cm-1) that are correctly described by our classical 
MD simulations in the temperature range explored. We note that, unlike recent studies addressing 
dynamic disorder in disordered molecular blends with multilevel computational approaches27–29, the 
IP and EA fluctuations due to high-frequency vibrations were filtered out in the calculation of 
energetic disorder, which hence accounts only for low-frequency classical modes (see Methods). The 
contribution from high-frequency vibrations was then included in a proper quantum-mechanical 
framework in the calculation of the absorption spectrum and non-radiative recombination rates 
(Equations 3 and 5). 
 
Table 1: Average energy of single carrier transport levels (in eV) and standard deviations 𝜎H"HI  (in 
meV, where x stands for IP or EA) in NPB:HAT-CN blends at 300 K. Energy fluctuations (in meV) 
were also quantified according to their nature: intramolecular 𝜎#"JKI , intermolecular 𝜎LJMI , static 𝜎NHOHI  
and low-frequency dynamic disorder 𝜎P"QI . 
 

% HAT-CN IP&'( 𝜎H"HRS  𝜎#"JKRS  𝜎LJMRS  𝜎NHOHRS  𝜎P"QRS  
4.6 6.00 239 179 161 223 87 
10.3 6.01 241 188 164 222 94 
76.1 6.80 328 183 274 311 102 

 
% HAT-CN EA+,-./& 𝜎H"HTU 𝜎#"JKTU  𝜎LJMTU  𝜎NHOHTU  𝜎P"QTU  

4.6 4.24 165 57 151 164 19 
10.3 4.25 166 47 155 165 19 
76.1 4.96 249 42 244 249 19 

 
Environmental effects due to long-range intermolecular electrostatic interactions represent the 
predominant contribution to the total energetic disorder: in amorphous blends each molecule 
experiences a different electrostatic environment that leads to a large spread in the energy levels. The 
environmental disorder 𝜎LJMI  comparably affects IPNPB and EAHAT-CN and markedly increases with the 
HAT-CN molar fraction, revealing that the main source of electrostatic disorder is indeed the strongly 
polarized charge density of the acceptor molecule (see Figure 1). The conformational disorder 𝜎#"JKI  
is, instead, only weakly sensitive to composition, but different between the two molecules. The 
calculated 𝜎#"JKI  are indeed much larger for NPB, owing to the flexible molecular structure of the 
donor molecule, characterized by soft torsional degrees of freedom, as compared to the rather rigid 
HAT-CN acceptor. This dissimilarity between the two components is even more pronounced when 
looking at the conformational low-frequency dynamic disorder 𝜎P"QI , which is the sole contribution 
with a clear temperature dependence, in a way compatible with that prescribed for coupled classical 
harmonic oscillators. In summary, electrostatic and conformational fluctuations similarly contribute 
to the energetic disorder in IPNPB, while the spread in EAHAT-CN is essentially determined by the 
former. 



 

 
Figure 4: Top: Average photovoltaic gap (ED,') and CT state energies (E/-) for NPB:HAT-CN pairs 
as a function of HAT-CN molar fraction and temperature. Vertical bars represent standard deviations. 
Bottom: CT density of states (DOS) and distribution of gap energies at two different HAT-CN molar 
fractions at 300 K. Continuous lines are Gaussian fits. 
 
The analysis of CT excitations, whose statistics was gathered on NPB:HAT-CN dimers in our MD-
simulated samples, is presented in Figure 4 and Table 2 (see also Table S2 and Figure S4 in SI for 
the data at 100 K). As anticipated in the discussion of the transport levels, notwithstanding their large 
variations with the blend composition, the mean photovoltaic gap ED,' = IP&'( − EA+,-./& 
changes by less than 0.2 eV, going from 1.72 eV at 4.6% to 1.90 eV at 76.1% of HAT-CN. The mean 
energy of the first CT state, E/-, shows even smaller variations with composition. The exciton binding 
energy, E( = E/- − ED,', is predicted to be about -0.4 eV, in line with typical values expected in 
organic semiconductors.30 The large standard deviation 𝜎H"HVW , reaching 371 meV at high HAT-CN 
molar fraction, is dominated by the fluctuations in the photovoltaic gap, rather than by those in the 
binding energy. It is largely due to the rough electrostatic landscape produced by HAT-CN molecules 
and to the conformational disorder of flexible NPBs, both contributions being essentially static in 



time. The broad distribution of CT states energies observed experimentally in EQE spectra (see 
below) could be hence imputable to the energetic disorder in the hole and electron energy levels. 
 
Table 2: Average photovoltaic gap (𝐸YUS), CT state (𝐸VW), exciton binding energies (𝐸Z) (in eV) and 
standard deviations 𝜎H"HI  (in meV, where x stands for GAP or CT) for NPB:HAT-CN pairs at 300 K 
as a function of HAT-CN molar fraction. Energy fluctuations (in meV) were also quantified according 
to their nature: intramolecular 𝜎#"JKI , intermolecular 𝜎LJMI , static 𝜎NHOHI  and low-frequency dynamic 

disorder 𝜎P"QI . Environmental reorganization energies 𝜆LJM (in meV) were calculated as 𝜆LJM =
\]^_`

a

bcdW
. 

Note that for photovoltaic gaps and CT state energies the intermolecular 𝜎LJMI  and low-frequency 
dynamic disorder 𝜎P"QI  coincide and thus are given just once. 
 

% HAT-CN ED,' 𝜎H"HYUS 𝜎#"JKYUS  𝜎LJMYUS 𝜎NHOHYUS 𝜎P"QYUS λB5C 

4.6 1.72 296 184 238 282 89 155 
10.3 1.78 310 191 239 295 96 181 
76.1 1.90 355 184 339 340 104 209 

 
% HAT-CN E/- 𝜎H"HVW  𝜎NHOHVW  E( 𝜎Z 

4.6 1.33 306 293 -0.39 123 
10.3 1.40 316 301 -0.38 118 
76.1 1.44 371 357 -0.46 133 

 
Is also worth inspecting the DOSs plotted in Figure 4, and in particular the data at low HAT-CN 
molar fraction, recalling that, owing to its six cyano groups with strong electron-withdrawing 
character, HAT-CN was proposed and tested as a p-type dopant for organic semiconductors,31 
although its EA is somewhat lower than effective p-dopants like 7,7,8,8-tetracyano-2,3,5,6-
tetrafluoroquinodimethane (F4TCNQ).31 From an energetic standpoint, doping would require E/- 
values as low as possible, with a sizeable part of the tail of the CT DOS extending down to negative 
energies. This requirement is not met in Figure 3 in line with studies of NPB:HAT-CN based light-
emitting diodes (also confirming the results reported in Zhang et al.32), although doping cannot be 
ruled out at very high HAT-CN concentrations. 
The existence of an important contribution from static, temperature-independent, disorder in the real 
system is confirmed by the fits of low-energy portion of the EQE spectra at different temperatures. 
Experimental EQE spectra of a NPB:HAT-CN BHJ solar cell with 66.0% of HAT-CN are shown in 
Figure 5a for temperatures ranging from 110 K to 296 K. With decreasing temperature, the EQE 
steadily decreases as the generation and transport of charge carriers become increasingly difficult.33,34 
Despite the decrease in magnitude, the EQE spectral shape is mostly preserved but has a small redshift 
of the lowest energy CT peak with decreasing temperature. Following Burke et al. 35, we performed 
a fit of EQE spectra to extract the static and dynamic contributions to the total energetic disorder as 
a function of temperature (see Methods). As shown in Figure 5b, the linear extrapolation of 𝜎TfTb  to 
0 K provides an estimate for the static disorder of 150 meV (see Table S3 in SI). Therefore, static 



disorder dominates the CT spectral linewidth even at room temperature, quite contrary to observations 
on most fullerene-based archetypal OSCs36, but qualitatively in agreement with the theoretical data 
presented in Table 2 for NPB:HAT-CN blends. 
 

 
Figure 5: (a) Temperature-dependent external quantum efficiency (EQE) spectra of a NPB:HAT-CN 
BHJ solar cell with 66.0% of HAT-CN (solid lines). Lowest-energy CT spectra were fitted, following 
Burke et al.’s approach35, considering a Gaussian CT energetic distribution (dashed red lines). (b) 
Temperature dependence of the variance of the energetic disorder extracted from a Gaussian fit of 
EQE spectra. The extrapolation to 0 K (dashed green line) allows to estimate a static, temperature-
independent, disorder of 150 meV. 
 
A quantitative comparison between the calculated and the EQE-derived disorder requires some 
caution, since the EQE spectral shape may be severely affected by charge recombination. A first hint 
that the EQE spectrum is not able to fully capture the CT DOS is provided by the striking difference 
with the absorption (photothermal deflection spectroscopy, PDS) spectrum, shown in Figure 6a. The 
comparison between the two spectra reveals that the lowest-energy transition, peaking at around 1.2 
eV in the PDS, is almost absent in the EQE. In order to rationalize this dissimilarity, we exploit the 
in-depth knowledge of the CT DOS from our calculations to consider non-radiative recombination, 
an intrinsic process causing severe voltage losses in organic photovoltaic devices.7,37 Within the 
Marcus-Levich-Jortner framework, non-radiative recombination rates (𝜅hiUj) were computed and 
their average values binned over small (100 meV) energy intervals are shown in Figure 6a (the full 
data set is given in Figure S5 and S6 in SI). Irrespective of the blend composition, the rates exceed 
1012 s-1 for CT energies below 1.5 eV and decrease by several orders of magnitude at increasing CT 
energies, a trend that is reminiscent of the so-called energy-gap law.38,39 Such large rates for the 
lowest-energy CT states suggest that these excitations strongly recombine to the ground state before 
charge dissociation can occur, explaining the difference in shape of the measured EQE and absorption 
spectra. Thus, unlike higher-energy CT or Frenkel excitations, the lowest-energy CT states are 
photovoltaically inactive in NPB:HAT-CN blends, viz. they do not contribute to photocurrent 
generation, and may be responsible for large voltage losses.37,39 

(b)(a)



The analysis above allows us to conclude that the EQE spectra are not fully representative of the 
actual CT DOS, at least in large offset, low gap, D:A blends, as non-radiative processes tend to crop 
the low-energy tails of the probed distributions. As such, the results of common Gaussian fits of the 
tail of EQE spectra to extract the band maximum and width should be taken with caution. Note that 
the EQE fit in Figure 6a seems to yield a peak position that is ~0.7 eV apart from the first absorption 
peak, hence the associated standard deviation cannot be interpreted as a measure of the energetic 
disorder in the lowest-energy CT state. The next question that arises is whether optical absorption, 
electroluminescence (EL) or photoluminescence (PL) measurements provide a more representative 
proxy for the DOS of the system, and hence would be more suited to quantify the total energetic 
disorder. Figure 6b compares the experimental and calculated absorption spectra and the calculated 
CT DOS. The last two quantities were computed taking into account the coupling to an effective 
quantum vibrational mode, in order to describe the broadening due to vibronic progression and allow 
for a fair comparison with the experimental absorption (see Methods). The calculated absorption 
matches well with experiment, capturing the peak position, yet overestimating the bandwidth. 
Moreover, calculations show that the absorption spectrum gives a close reproduction of the low-
energy tail of the CT DOS, since transition dipole moments do not feature orders of magnitude 
variations in the energy range of interest. These results suggest that absorption spectra, although more 
challenging to collect experimentally for weakly-absorbing intermolecular excitons, can provide a 
faithful description of the CT DOS in D:A blends, and independent of the spectral region (i.e. infrared 
versus visible). In contrast, emission spectra suffer from the competition with non-radiative processes 
as does EQE and should thus be interpreted equally with care. 
 

 
Figure 6: (a) External quantum efficiency (EQE) spectrum (solid black line) and absorptance 
spectrum (solid blue line) of a NPB:HAT-CN film measured by photothermal deflection spectroscopy 
(PDS)11. Red points show the average calculated non-radiative decay rates of CT excitations to the 
ground state as a function of the excitations energy. The six orders of magnitude drop of 𝜅hiUj in the 
CT states energy window rationalizes the stark difference between EQE and PDS spectra. (b) PDS 
spectrum compared to the calculated one (solid orange line) and to the calculated vibrationally-

(a) (b)



broadened CT density of states (DOS) (dashed green line). Experimental and calculated data refer to 
samples with 4.6 % of HAT-CN at 300 K. 
 
The origin for the CT energetic disorder in organic photovoltaic systems was recently debated in the 
literature.7–9 Specifically, different conclusions regarding the relative contributions from static versus 
dynamic (thermally activated) disorder were reached in research papers on D:A blends based on 
fullerene derivatives. Comparable static and dynamic disorder was found for polymer: phenyl-C61-
butyric acid methyl ester (PCBM) blends,40 while a picture solely based on thermally activated 
dynamic disorder due to low-frequency intramolecular mode seemed to be able to correctly describe 
small molecule-C60 systems.33 For the latter family of systems, the evidence for a temperature-
independent energetic disorder was very recently ascribed to the zero-point motion of quantum 
vibrational modes.9 Besides raising some concerns on the experimental determination of the disorder, 
our microscopic analysis suggests that the answer to the paramount question regarding the nature of 
the disorder depends markedly on the system investigated and, most importantly, on the way it is 
probed. If, on one hand, it is plausible that the static environmental disorder is almost negligible for 
blends of donor molecules diluted in electrically neutral fullerenes, this contribution can be 
substantial in the presence of molecules featuring polar groups, such as the NPB:HAT-CN system 
investigated here, and whose broad CT state spectral signature is mostly due to static disorder (both 
conformational and electrostatic), with temperature-dependent dynamic disorder having a much 
lower impact. 
 
CONCLUSIONS 
The nature of low-lying CT states in NPB:HAT-CN amorphous D:A blends was investigated with a 
multiscale computational approach. We found that the rather wide CT DOS broadening is dominated 
by static disorder and arises from both conformational and electrostatic landscape variations, which 
in turn originate from NPB flexibility and HAT-CN quadrupoles. The large broadening and the deep 
LUMO levels of HAT-CN ensure that a large portion of the CT DOS lies below 1.5 eV, where non-
radiative decay to the ground state becomes predominant over charge separation. This energetic 
situation has two important consequences, sometimes not adequately considered in the literature: i) 
the tail of the CT DOS cannot be probed via EQE, EL, or PL measurements, and more importantly 
for OSC applications, it does not contribute to charge generation but rather to recombination; ii) in 
such a case, the standard procedure of fitting the tail of the EQE signal with a Gaussian function to 
extract static and dynamic disorder becomes unreliable. 
 
 
 
METHODS 
Computational details Three different films of NPB and HAT-CN at different relative 
concentrations were prepared by vapor co-deposition on graphene, by means of NVT non-equilibrium 
MD simulations,15,16,18 for a final film thickness exceeding in all cases 10 nm. All simulations were 
performed with the NAMD code.41 Systems were modelled for OLED materials,42 which allows for 



an integration timestep of 2 fs. Charges of the united atoms were obtained by fitting the electrostatic 
potential (ESP charges) calculated at the optimized PBE0/def2-TZVP geometry. Concerning the 
validation of the force field (FF), in Ref.42, where the FF parameters were optimized for reproducing 
the experimental crystal cells and densities of several polyaromatic compounds, NPD was taken as a 
test molecule outside the training set, giving an overall error of 1.1%. For HATCN, we obtained a 
lower but reasonable agreement, by means of NVT and NPT simulations at fixed cell angles using 
the same equilibration protocol discussed in Ref.42, between the calculated cell dimensions 
a=b=23.464 Å, c=15.75 Å, and the experimental ones a=b=23.637 Å, c=14.83 Å43. A horizontal 
graphene surface of 76.136 Å × 76.572 Å was chosen as a simple rigid and chemically compatible 
support and kept fixed during all the simulations. Parameters for graphene-molecule interactions were 
obtained using Steele’s potential44 and Lorentz-Berthelot mixing rules. The vertical side of the 
simulation box was set to 400 Å to leave ample space for deposited molecules and avoid interactions 
between the two sides of the graphene + blend slab, since 3D periodic boundary conditions were used. 
Deposition proceeded by randomly selecting the chemical species of the new molecule to be added 
at each step according to the desired molar fraction. Every new molecule was placed at about 20 Å 
above the forming organic layer, endowed with a velocity of 1 Å ps-1 directed parallelly to the normal 
to the graphene surface, and the dynamic of the system evolved for 100 ps at 500 K. At the end of 
this deposition step, if the last deposited molecule had desorbed, the step was repeated without 
randomizing again the molecular species, otherwise a further molecule was inserted following the 
same scheme. As a consequence of the randomness of the deposition, the final compositions do not 
match exactly the mol:mol ratio given in input (NPB:HAT-CN = 1:3, 9:1, 29:1). The actual 
compositions were of 239 NPB and 761 HAT-CN for the 1:3 sample (with HAT-CN molar fraction 
of 76.1 %, or 67.5% in weight), 897 and 103 for the 9:1 sample (10.3%, 7% in weight), and 1145 and 
55 for the 29:1 sample (4.6%, 3% in weight). The three systems were subsequently cooled and 
equilibrated at 300 K, and subsequently at 200 K and 100 K. At each temperature, equilibration was 
continued until no appreciable drift of the total energy was detected, compared to its thermal 
fluctuations: e.g. at 100 K energy fluctuations of about 0.02 kcal mol-1.Molecular geometries were 
then extracted from the equilibrated configurations and used for electronic structure calculations. 
 
Ionization potentials IP&'(

=@?  and electron affinities EA+,-./&
=@?  were computed at the gas-phase DFT 

level with the range-separated hybrid (RSH) functional ωB97X-D45 along with the 6-311++G(d,p) 
basis set using the GAUSSIAN16 suite.46 These transport levels were evaluated as total energy 
differences between charged and neutral species, correcting for the inaccuracies of the FF in 
describing molecular geometries as follows. The gas-phase energy of a generic electronic state, is 
calculated as: 

E(𝐑lm) = EDn(𝐑o) + [Emr-(𝐑lm) − Emr-(𝐑o)]	 (1) 
where 𝐑lm labels the geometry of a given molecule in the MD sample and 𝐑o is a reference 
geometry, taken from the bulk crystal structure of both species. In practice, the energy at the crystal 
geometry was calculated with the GW method, which ensure accurate absolute values, and the energy 
deviations from it, as obtained from classical MD simulation geometries, were evaluated with DFT. 
Gas-phase GW calculations were performed with the FIESTA code, starting from DFT calculations, 



based on the PBE0 functional, obtained with the ORCA package.47 A partial self-consistent scheme 
on the eigenvalues (evGW) was exploited, along with Gaussians basis set of the Dunning’s 
correlation-consistent family (cc-pVXZ, where X = 2, 3). Then, quasi-particle energy levels were 
extrapolated to the complete basis set limit.14 The universal Weigend Coulomb fitting set of functions 
was used as auxiliary basis in the resolution of identity (RI-V) approach. 
 
ME calculations12,13 were parametrized with ESP atomic charges and polarizability tensor calculated 
with DFT at the ωB97X-D/6-311++G(d,p) level. ESP charges were computed for all molecules in 
one equilibrated MD configuration, in neutral, positively (for NPB) and negatively (HAT-CN) 
charged states. The polarizability tensor was calculated at neutral NPB and HAT-CN reference 
geometries, and the polarizability of charged species was set equal to that of neutral ones. Polarization 
energies for holes (𝛥w) and electrons (𝛥.) were calculated for spherical clusters of increasing radius 
centered at the molecule of interest, and then extrapolated to the bulk, infinite radius limit. The solid-
state energy levels for holes on NPB and electrons on HAT-CN can be expressed as: 𝐼𝑃hSZ =
𝐼𝑃hSZ

zON 	+ 𝛥w and 𝐸𝐴|UW.Vh = 𝐸𝐴|UW.Vh
zON + 𝛥.. The energy of CT states was calculated for 

molecular NPB:HAT-CN pairs in close contact, which were selected from MD samples by applying 
PBC in the XY plane and including only molecules in the bulk region, i.e. excluding the molecules 
within 4 nm from the graphene substrate and vacuum interface in order to avoid empty spaces (in the 
spherical clusters) in the z direction. The photovoltaic gap is defined as 𝐸YUS = 𝐼𝑃hSZ − 𝐸𝐴|UW.Vh. 
The optical gap is 𝐸VW = 𝐸YUS + 𝐸Z, where 𝐸Z < 0 is the Coulomb exciton interaction between 
closely spaced electron and holes. The latter is calculated with self-consistent ME calculations as the 
screened interaction between hole and electron charge densities.  
 
The effect of intramolecular structural relaxation upon charging was considered by calculating, 
separately for NPB and HAT-CN, the intramolecular reorganization energy 𝜆�, averaged on the 
charging and discharging processes: 

𝜆� =
�𝐸�(𝑹�) − 𝐸��𝑹��� + �𝐸��𝑹�� − 𝐸�(𝑹�)�

2 	 (2) 

where 𝑞 stands for the charge on the molecule and 𝑹�,	𝑹� indicate the equilibrium geometries of 
neutral and charged states. Geometries were optimized at the DFT level (ωB97X-D/6-31G(d,p)), 
keeping the molecular soft degrees of freedom (dihedral angles) frozen, as to account only the 
contribution from high-frequency modes only48,49. This avoids double counting electron-vibration 
interactions, since the contribution of low-frequency vibrations was evaluated classically from MD 
simulations (𝜎P"QI  in Tables 1 and 2). With this caveat, the total internal reorganization energy for CT 
formation / recombination is 𝜆�JH = 𝜆hSZw + 𝜆|UW.Vh. = 262 meV, with 𝜆hSZw = 184 meV and 
𝜆|UW.Vh. = 78 meV. 
 
The conformational disorder was assessed with gas-phase DFT calculations performed at the MD 
geometries, quantifying the fluctuations of the NPB HOMO and the HAT-CN LUMO. The high- and 
low-frequency contributions to the dynamic conformational disorder were separated by means of a 
Fourier filter procedure applied to the time series of molecular orbital energies computed along the 



MD trajectories at 300 K (Figure S3 in SI). The low- (high-)frequency disorder 𝜎P"QI  (𝜎��z�I ) was 
evaluated as the standard deviation of the time series fluctuations (around the mean value of each 
molecule) after applying a low-pass (high-pass) filter to the original data (10 ps long trajectory 
sampled every 10 fs). The filter employed a rectangular function with energy cutoff equal to kBT 
(~200 cm-1). The variances of the frequency-filtered time series were averaged over 5 NPB and 5 
HAT-CN molecules to obtain the standard deviations in Table 3. Low- and high-frequency 
fluctuations were found to be uncorrelated. 
 
Table 3: Standard deviations (in meV) of the intramolecular energy levels dynamic fluctuations along 
the MD trajectory, partitioned into the low- and high-frequency components disorder 𝜎P"QI and 𝜎��z�I , 

with 𝜎��JI = �𝜎bP"Q
I + 𝜎b��z�

I . The samples are labelled according to the HAT-CN molar fraction 

and the MD simulation temperature. 
 

 NPB HAT-CN  
% / T (K) 𝜎P"QRS  𝜎��z�RS  𝜎��JRS  𝜎P"QTU  𝜎��z�TU  𝜎��JTU  
4.6 / 100 59 40 71 11 39 40 
4.6 / 300 87 67 110 19 60 63 
76.1 / 100 68 39 78 14 36 38 
76.1 / 300 102 60 118 19 54 57 

 
By filtering out the high-frequency contribution, the data in Table 3 allowed also the estimation of 

the static component of the total energetic disorder 𝜎H"HI = �𝜎bNHOH
I + 𝜎bP"Q

I , where 𝜎H"HI  was obtained 
as the full IP&'( / EA+,-./& / ED,'//- standard deviation for all NPB:HAT-CN pairs extracted from 
the MD configurations. 
 
Non-radiative rates between the (first) CT state and the ground state were calculated with a 
perturbative approach with the semi-classical Marcus-Levich-Jortner expression: 

𝜅hiUj =
2𝜋
ℏ
𝐽b�

1
4𝜋𝜆LJM𝑘Z𝑇

×��exp�−𝑆LKK�
𝑆LKKJ

𝑛!
× exp ¡−

�−𝐸VW
�,� + 𝜆LJM + 𝑛ℏ𝜔LKK�

b

4𝜆LJM𝑘Z𝑇
¤¥

J

	 (3) 

where 𝐽 is the electronic coupling between those states, computed with the Generalized Mulliken-
Hush (GMH) scheme (Equation 4), ℏ is the reduced Planck’s constant, 𝑘Z is the Boltzmann constant, 
𝑇 is the temperature in Kelvin,	𝜆LJM is the environmental reorganization energy (see Table 2) 

computed from 𝜎P"Q as 𝜆LJM =
\]^_`

a

bcdW
, 𝜔LKK = 0.15 eV is the energy of an effective high-frequency 

intramolecular vibration (typically the C-C stretching), S = λ<51/(ℏωB66) is the corresponding Huang-
Rhys factor, and E/-

�,� = E/- − λ<51 is the GW/ME energy, where λ<51 is removed to avoid double-
counting with the term nℏωB66. 
 



The electronic couplings were computed for NPB:HAT-CN dimers in the 4.6% and 76.1% of HAT-
CN samples at 300 K at DFT/TD-DFT ωB97X-D/6-311G(d,p) level of theory, and using a polarized 
continuum model (PCM),50 setting the scalar dielectric constant ε = 3.0 or ε = 2.6 for the sample at 
4.6% or 76.1% of HAT-CN, respectively. The dielectric costant of the medium was obtained as the 
ratio between the unscreened interaction between an electron-hole pair (VB;) and the corresponding 
screened exciton binding energy (E(), both quantities accessible via ME calculations. The range-
separation parameter ω51 was set to 0.09 Bohr-1, a value which ensures, at it should be, a strong 
intermolecular CT character of the first excited state in NPB:HAT-CN dimer calculations. The 
electronic couplings in Equation 3 (see Figures S5 and S6 in SI) were calculated as52: 

𝐽 =
𝜇Y°.VW𝐸VW

�,�

�𝛥𝜇Y°.VWb + 4�⃗�Y°.VWb
	 (4) 

where �⃗�Y°.VW is the transition dipole moment, and 𝛥𝜇Y°.VW the difference between the CT state 
permanent dipole moment and the ground state one. 
 
The CT absorption band of a single NPB:HAT-CN dimer was calculated as a Frank-Condon 
progression: 

𝐴𝑏𝑠(𝐸) = �⃗�Y°.VWb 	 �
𝑒.°𝑆J

𝑛!

J´µa

J¶�

𝛿�𝐸 − 𝐸VW
�,� − 𝑛ℏ𝜔LKK� (5) 

where 𝛿 is the Dirac delta function. The absorption spectrum of the blend was computed as the 
superposition of CT bands of NPB:HAT-CN dimers in the sample, summing up the intensity of the 
individual vibronic transitions in bins of 100 meV. The CT band width was sourced from the energetic 
disorder of the sample and the convergence of the spectral shape was obtained with 𝑛¸OI = 8. 
 
EQE measurements Samples for the EQE measurements were made on patterned ITO substrates 
(Colorado Concept Coatings). Substrates were cleaned by successive sonications in deionized water 
(15 min), acetone (10 min), and isopropanol (10 min) at 40 °C. Following the sonication step, the 
substrates were treated by oxygen plasma for 10 min. 
 
Solar cell samples for the EQE measurements were made by thermally co-evaporating 100 nm of 
NPB (Nichem) and HAT-CN (Nichem) in a thermal evaporator (Angstrom Engineering Inc.), under 
~10-7 torr base pressure, followed by 10 nm bathocuproine (BCP) (Lumtec) and 100 nm aluminum 
(Kurt J. Lesker Company) depositions. NPB and BCP were purified through thermal gradient 
sublimation, HAT-CN was used as purchased. 
 
Temperature-dependent EQE spectra were measured by placing the sample inside a liquid N2 based 
cryostat (Janis VNF-100). The temperature was controlled by a LakeShore 335 Cryogenic 
Temperature Controller. Monochromatic light was generated using Newport TLS-300X, which was 
chopped at 390 Hz with an optical chopper. The short-circuited device photocurrent was amplified 
by a current preamplifier (SR570, Stanford Research Systems) and detected by a lock-in amplifier 
(SR830, Stanford Research Systems). The incoming photon quantities from the monochromatic light 



source were estimated using calibrated Si and Ge photodiodes (Newport corporation). The cryostat 
was cooled down to 110 K first and then brought up to the room temperature while taking the 
measurements. Room temperature EQE spectra before and after cooling did not show any sign of 
device degradation due to the temperature change. 
 
In the framework of Marcus theory of electron transfer, a Gaussian function fitted to the low-energy 
edge of the EQE spectrum is commonly used as an approximation to the lowest energy CT absorption 
line-shape53, a technique that only considers vibronic broadening of the spectrum. However, Burke 
et al.35 demonstrated that, when a Gaussian CT energetic distribution is assumed with a peak 𝐸VW and 
standard distribution 𝜎?1@1, the overall CT absorption line-shape remains Gaussian with a shifted 
effective CT energy (𝐸VW(LI¹.)). The modified absorption line-shape also demonstrates an effective 
reorganization energy (𝜆(LI¹.)). These effective CT spectral quantities are related to 𝐸VW and 
reorganization energy (𝜆) of the electron transfer process as: 

																					𝐸VW(LI¹.) = 	𝐸VW −
𝜎NHOHb

2𝑘Z𝑇
																		(6)												𝜆(LI¹.) = 	𝜆 +

𝜎NHOHb

2𝑘Z𝑇
																																				(7) 

which can be extracted by fitting a Marcus type Gaussian line-shape to the low-energy EQE tail. The 
introduction of the static disorder in the CT absorption line-shape introduces a temperature 
dependence in the experimentally extracted CT state energy, which is clear from the 𝐸VW(LI¹.) and 
𝜆(LI¹.) values (see Figure S7a and S7b in SI) extracted from Figure 5a. A linear fitting to 𝐸VW(LI¹.) 
gives 𝜎NHOH of ~150 meV, responsible for the static broadening of the lowest energy CT EQE spectra. 
According to Burke et al.’s treatment of CT EQE spectra, the total variance of the CT EQE line-shape 
is:  

𝜎TfTb = 	𝜎NHOHb + 2𝜆𝑘Z𝑇 (8) 
where 𝜎��Jb = 	2𝜆𝑘Z𝑇 is the contribution from the dynamic (vibrational) broadening of the CT 
spectra. The relative contribution of static disorder at a specific temperature could be defined as54:  

𝐷NHOH(𝑇) = 	
𝜎NHOHb

𝜎NHOHb + 2𝜆𝑘Z𝑇
(9) 

The CT EQE lineshape, proposed by Burke et al.35 considering a Gaussian energetic distribution of 
the CT states, is given as a function of incident photon energy (E): 

𝐸𝑄𝐸VW(𝐸) ∝
1

𝐸�2𝜋(𝜎NHOHb + 2𝜆𝑘ZT)
exp ¿

−(𝐸VW + 𝜆 − 𝐸)b

2𝜎NHOHb + 4𝜆𝑘Z𝑇
À (10) 
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