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abstract: Evolutionary rescue is the process by which a popula-
tion, in response to an environmental change, successfully avoids ex-
tinction through adaptation. In spatially structured environments,
dispersal can affect the probability of rescue. Here, we model an en-
vironment consisting of patches that degrade one after another, and
we investigate the probability of rescue by a mutant adapted to the
degraded habitat. We focus on the effects of dispersal and of immigra-
tion biases. We identify up to three regions delimiting the effect of
dispersal on the probability of evolutionary rescue: (i) starting from
low dispersal rates, the probability of rescue increases with dispersal;
(ii) at intermediate dispersal rates, it decreases; and (iii) at large dis-
persal rates, it increases again with dispersal, except if mutants are
too counterselected in not-yet-degraded patches. The probability of
rescue is generally highest when mutant and wild-type individuals
preferentially immigrate into patches that have already undergone
environmental change. Additionally, we find that mutants that will
eventually rescue the population most likely first appear in non-
degraded patches. Overall, our results show that habitat choice,
compared with the often-studied unbiased immigration scheme,
can substantially alter the dynamics of population survival and ad-
aptation to new environments.

Keywords: evolutionary rescue, local adaptation, source-sink dy-
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Introduction

Current anthropogenic environmental changes, such as
deforestation, soil and water contamination, and rising
temperatures, contribute to the decline of populations
of many species that might eventually become extinct
(Diniz-Filho et al. 2019). Pests and pathogens experience
similarly strong selective pressures as a result of con-
sumption of antibiotics and use of pesticides (Ramsayer
et al. 2013; Kreiner et al. 2018). The process of genetic ad-
aptation that saves populations from extinction is termed
“evolutionary rescue.” This process is characterized by an
initial population decline (which, without adaptation,
would result in population extinction) followed by recov-
ery due to the establishment of adapted genotypes, classi-
cally resulting in a U-shaped demographic trajectory over
time (Gomulkiewicz and Holt 1995). In recent years, em-
pirical examples of evolutionary rescue have accumulated
(as reviewed in Alexander et al. 2014; Carlson et al. 2014;
Bell 2017). Laboratory experiments have provided direct
evidence of evolutionary rescue (e.g., Bell and Gonzalez
2009; Agashe et al. 2011; Lachapelle and Bell 2012; Lindsey
et al. 2013; Stelkens et al. 2014). In the wild, however, de-
mographic and genotypic data are rarely monitored to-
gether at the same time, which impedes direct observation
of evolutionary rescue. Still, evolutionary rescue has been
suggested as a mechanism that has saved a few wild popu-
lations from extinction (e.g., Vander Wal et al. 2012; Di
Giallonardo and Holmes 2015; Gignoux-Wolfsohn et al.
2018).

Here, we study the effect of dispersal and habitat choice
on evolutionary rescue in a subdivided population. We
assume that dispersal intensity and habitat choice are
fixed and do not evolve. In general, the traits involved
in adaptation in models of evolutionary rescue can be
continuous (e.g., Bürger and Lynch 1995; Gomulkiewicz
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and Holt 1995; Boulding and Hay 2001; Osmond et al.
2017) or discrete (e.g., Orr and Unckless 2008; Martin
et al. 2013; Uecker et al. 2014). We consider genetic adap-
tation mediated by a discrete trait, and we assume that
fitness of individuals is determined by a single haploid
locus.

Evolutionary rescue is often studied in a spatially homo-
geneous situation where the whole population experiences
a sudden decrease in habitat quality. In this setting, a large
number of theoretical results have been established, for
example, on the effects of recombination (Uecker and
Hermisson 2016) and horizontal gene transfer (Tazzyman
and Bonhoeffer 2014), mode of reproduction (Glémin and
Ronfort 2013; Uecker 2017), intra- and interspecific com-
petition (Osmond and de Mazancourt 2013), predation
pressure (Yamamichi and Miner 2015), bottlenecks (Mar-
tin et al. 2013), different genetic pathways (Osmond et al.
2019), and the context-dependent fitness effects of muta-
tions (Anciaux et al. 2018). In contrast to these abrupt-
change scenarios, evolutionary rescue can also be studied
in a gradually changing environment (e.g., Bürger and
Lynch 1995; Osmond et al. 2017).

In fragmented environments, habitat deterioration is
not necessarily synchronized across patches: there can
be a transient spatially heterogeneous environment con-
sisting of a mosaic of old- and degraded-habitat patches,
until eventually the whole environment has deteriorated.
If individuals that populate different patches are able to
move between those, the effect of dispersal on evolution-
ary rescue needs to be taken into account (Uecker et al.
2014; Tomasini and Peischl 2020). The intensity of dis-
persal among patches tunes how abruptly environmental
change is experienced. With very low dispersal, patches are
essentially isolated from each other, and the local popula-
tion of each patch undergoes an abrupt change indepen-
dently of the other patches. With higher dispersal, asyn-
chronous deterioration among patches is experienced as a
more gradual change overall. Experiments that study the ef-
fect of dispersal on evolutionary rescue are rare, but, for in-
stance, Bell and Gonzalez (2011) found that dispersal can
increase the probability of successful genetic adaptation.

The transient mosaic of degraded and nondegraded
patches that results from asynchronous degradation in a
fragmented habitat is similar to the setting of models of
source-sink dynamics. These models represent a spatially
heterogeneous environment, constant in time, in which
wild-type populations in unfavorable habitats can be
maintained only thanks to recurrent immigration from
favorable habitats. Experimental and theoretical studies
have found that an increase in dispersal can have a posi-
tive or negative effect on genetic adaptation in a heteroge-
neous environment (see, e.g., Holt and Gomulkiewicz
[1997] for studies of discrete traits; Gomulkiewicz et al.
[1999] for positive effects; Nagylaki [1978], Karlin and
Campbell [1981], and Storfer and Sih [1998] for negative
effects; and Kawecki [2000] and Gallet et al. [2018] for
both positive and negative effects).

In theoretical studies of local adaptation and evolution-
ary rescue, dispersal is typically assumed to be unbiased;
that is, dispersing individuals are distributed uniformly
among patches. Only a few investigations in the context
of local adaptation in source-sink systems have taken into
account nonuniform dispersal patterns (e.g., Kawecki 1995;
Holt 1996; Kawecki and Holt 2002; Amarasekare 2004).
This analytical focus on unbiased dispersal is in stark con-
trast to dispersal schemes observed in nature (Edelaar et al.
2008; Clobert et al. 2009; Edelaar and Bolnick 2012).

One of the best documented modes of nonuniform dis-
persal is density-dependent dispersal. Density dependence
can be positive or negative: individuals either prefer to set-
tle or stay in large groups (positive density dependence)
or choose to remain in or move to less populated regions
(negative density dependence). Density-dependent dis-
persal, of either form, is ubiquitously found in nature and
has been reported in many species across the tree of life, in-
cluding insects (Endriss et al. 2019), spiders (De Meester
and Bonte 2010), amphibians (Gautier et al. 2006), birds
(Wilson et al. 2017b), fishes (Turgeon and Kramer 2012),
and mammals (Støen et al. 2006).

Another well-established dispersal scheme is a type of
habitat choice whereby individuals tend to immigrate into
habitats to which they are best adapted. This mechanism
has, for example, been reported in lizards (Bestion et al.
2015), birds (Dreiss et al. 2011; Benkman 2017), fishes
(Bolnick et al. 2009), worms (Mathieu et al. 2010), and
ciliates (Jacob et al. 2017, 2018).

Dispersal biases can affect the different steps of dispersal
(the probability of emigration, the vagrant stage, and im-
migration; Bowler and Benton 2005; Ronce 2007). In this
work, we focus on effects on the immigration step.

We model an environment that consists of various
patches with one of two possible habitats: the “old” habitat,
in which both types, wild type and mutant, have sufficient
offspring on average to ensure survival of the population;
and the degraded “new” habitat, where in the absence
of immigration the wild-type population will eventually
become extinct. We study four biologically motivated dis-
persal schemes, which correspond to the four combinations
of biases toward old versus new patches for wild types and
mutants, and we compare these dispersal schemes to unbi-
ased dispersal. Our analysis is carried out stepwise. We first
consider a temporally constant but spatially heterogeneous
environment with two (old and new) patch types. In this
setting, we first study the probability of establishment of
a single mutant, assuming there are no further mutations
between types. We then relax the assumption of no
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further mutations and compute a probability of adapta-
tion, that is, of emergence and successful establishment
of the mutant lineage. Finally, we let habitat degradation
proceed, assuming that patches, one after another, deteri-
orate over time until all locations contain the new habitat.
Using the previous results, we approximate the probability
of evolutionary rescue—that is, that a mutation appears
and establishes, thereby allowing the population to persist
in spite of environmental degradation. We find that dis-
persal biases affect the probabilities of establishment and
of evolutionary rescue.
Model and Methods

Main Assumptions and Life Cycle

We consider a spatially structured environment consisting
of M patches all connected to each other. The habitat of a
patch is either in the old or in the new state, corresponding
to habitat quality before and after environmental deteriora-
tion, respectively. One after another every t generations,
the habitat of a patch deteriorates, from the old to the
new state, with the transition being irreversible. Initially
(time t ! 0), all patches are of the old-habitat type. At time
t p 0, the first patch deteriorates. After (M 2 1)t gen-
erations, all patches are of the new-habitat type. We denote
the time-dependent frequency of old-habitat patches by
fold. It equals 1 before the first environmental change takes
place (t ! 0) and decreases by 1=M after each environ-
mental deterioration event until it eventually hits zero,
when all patches have undergone the environmental change.
This setting corresponds to the one analyzed by Uecker
et al. (2014) and more recently by Tomasini and Peischl
(2020) in the special case of just two patches. The maxi-
mum numbers of individuals that can live in a patch of a
given habitat type (i.e., the carrying capacities) are denoted
Kold andKnew for old- and new-habitat patches, respectively;
Kold and Knew may differ. We view these carrying capacities
as a number of territories or nesting sites; all of these sites
are assumed to be accessible to individuals of both types, so
that Kold and Knew are the same for both types of individuals.

The population living in this environment consists of
asexually reproducing haploid individuals; generations
are discrete and nonoverlapping. There are two possible
types of individuals: wild types and mutants. The indi-
viduals go through the following life cycle.
Step 1: dispersal. Individuals may move between patches.

Further details about this step are given below.
Step 2: reproduction. Individuals reproduce within

patches. The number of offspring produced by an indi-
vidual of type i (before density regulation, if any)—that
is, its fecundity—is drawn from a Poisson distribution with
expectation qold

i and qnew
i in old- and new-habitat patches,
respectively. The index i specifies the type of the individual:
“w” for wild type, “m” for mutant. Having fewer than 1 off-
spring in expectation means that the local subpopulation
will become extinct in the absence of immigration because
the deaths of the parents at each generation are not com-
pensated by enough births on average. On the contrary,
the local population is viable (i.e., has a chance not to be-
come extinct) if the expected fecundity is greater than 1.
In most figures, we assume that both wild-type and mu-
tant individuals have an expected fecundity greater than
1 in old-habitat patches and that the mutant’s expected
fecundity there is lower than the wild type’s (i.e., 1 !

qold
m ! qold

w ); but we also consider the extreme scenario
qold

m p 0. In new-habitat patches, a wild-type population
will eventually become extinct, while a mutant one would
persist (hence the term “rescue mutant”): qnew

w ! 1 ! qnew
m .

All parents die at the end of this step.
Step 3: mutation. Wild-type offspring mutate to the

rescue mutant type with probability v. Back mutations
from the mutant to the wild type are neglected.
Step 4: density regulation. If the number of offspring

produced locally exceeds the local carrying capacity Kk

(where k refers to the habitat type, old or new), the popula-
tion size is down-regulated toKk by randomly removing in-
dividuals until the local population size is equal to Kk (this
corresponds to ceiling density regulation). Mutant off-
spring have the same chance of being removed as wild-type
offspring; that is, we assume that wild-type and mutant in-
dividuals are competitively equivalent. If the number of off-
spring is below the carrying capacity, the regulation step is
unnecessary. We write “surviving offspring” for offspring
that survive the density regulation step and become adults
at the next generation. At the end of this step, all offspring
become adults, and a new cycle begins.
Dispersal Mechanisms

We split the dispersal step into emigration and immigra-
tion. Emigration is type independent: all individuals have
the same probabilitym of leaving the patch they were born
in. We assume that dispersal biases affect the immigration
step. We denote by pi the bias for immigration to an old-
habitat patch, where the index i refers to the type of the
dispersing individual. If pi ! 0, individuals of type i are
relatively more likely to settle in new-habitat patches than
in old-habitat patches; conversely, their bias is toward old-
habitat patches if pi 1 0. The case pi p 0 corresponds to
unbiased dispersal. For simplicity, we assume that dis-
persal is cost-free. While local population sizes may be af-
fected by dispersal, the global size of the metapopulation
remains the same before and after dispersal. Note that
our methods can be readily applied to costly dispersal (in-
cluding to costs that differ among wild-type and mutant
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individuals) as well as to type- and habitat-dependent
emigration probabilities.

The probability that a dispersing individual of type i
settles in a patch of the new-habitat type is

mnew
i p

1 2 f old

1 2 f old 1 epi f old

p 1 2 mold
i , ð1Þ

where, as defined above, fold is the frequency of old-habitat
patches andpi is the dispersal bias into old-habitat patches.
The use of an exponential epi ensures that the fraction in
equation (1) is positive and between 0 and 1.

Qualitatively, there are four possible combinations of
dispersal biases. We name them according to the prefer-
ences of wild type and then of the mutant (e.g., “old-new”
scheme: wild-type individuals have a bias toward old-
habitat patches, and mutant individuals have one toward
new-habitat patches). We add to these four dispersal
schemes the case of unbiased dispersal. Figure 1 provides
an overview of the different schemes, together with the pa-
rameter values used in the numerical simulations.

Each of these dispersal schemes can be related to a bi-
ological illustration.
OLD-OLD SCHEME (pw 1 0, pm 1 0): Both types of
individuals have a bias toward old-habitat patches.
If we assume that mutant individuals have a higher
fecundity in old-habitat patches than in new-
habitat patches (i.e., qold

m 1 qnew
m , which is the case

in our numerical examples), then this dispersal
scheme corresponds to biases toward the habitat
where individuals have the highest fecundity. This
type of dispersal, which can be described as match-
ing habitat choice, has, for example, been observed
with common lizards (Zootoca vivipara; Bestion
et al. 2015), threespine sticklebacks (Gasterosteus
aculeatus; Bolnick et al. 2009), and barn owls (Tyto
alba; Dreiss et al. 2011).

With population densities being high in the old-
habitat patches, this dispersal scheme can also be
interpreted as positive density-dependent immigra-
tion. For prey species, highly populated loca-
tions can be an indication for a safe shelter or of a
place with numerous mating opportunities. This type
of positive density-dependent immigration (also called
conspecific attraction) is, for example, found in sev-
eral amphibians, such as the salamander speciesMer-
tensiella luschani (Gautier et al. 2006) and Ambys-
toma maculatum (Greene et al. 2016) as well as the
frogs Oophaga pumilio (Folt et al. 2018).
OLD-NEW SCHEME (pw 1 0, pm ! 0): Wild-type in-
dividuals preferentially immigrate into old-habitat
patches, while mutants prefer new-habitat patches.
This corresponds to immigration to patches where
the focal type is fitter than the other type (since
qold

w 1 qold
m and qnew

m 1 qnew
w ). A similar dispersal

scheme was recently observed for the ciliates Tet-
rahymena thermophila with a specialist and gener-
alist type (Jacob et al. 2018), where the specialist
disperses to its preferred habitat while the general-
ist prefers to immigrate to a suboptimal habitat,
where it outcompetes the specialist.
NEW-NEW SCHEME (pw ! 0, pm ! 0): Both types
of individuals preferentially immigrate into new-
habitat patches. With population densities being on
average lower in new-habitat patches and, in partic-
ular, because the carrying capacity is not typically
reached in new-habitat patches during the initial
phase of evolutionary rescue, this dispersal scheme
can be interpreted as negative density-dependent
immigration, whereby individuals are more likely
to move to less populated patches. In nature, such a
bias may exist because in less populated locations,
resources might be more abundant, intraspecific
Figure 1: Parameter sets and legends for the different dispersal
schemes. The colors and markers are the same across all figures.
The horizontal axis is the dispersal bias of the wild type, pw (positive
values correspond to preferential immigration into old-habitat
patches), and the vertical axis is that of the mutant, pm. The markers
are located at the parameter values used in the simulations.



Habitat Choice and Evolutionary Rescue 629
competition alleviated, and the chance of infection
transmission decreased, which may compensate for
the potentially reduced habitat quality. Density-
dependent immigration effects as described here are,
for example, found in the damselfish species Ste-
gastes adustus (Turgeon and Kramer 2012) and the
migratory birds Setophaga ruticilla (Wilson et al.
2017b).
NEW-OLD SCHEME (pw ! 0, pm 1 0): Wild-type indi-
viduals preferentially immigrate into new-habitat
patches, while mutants prefer old-habitat patches.
This dispersal scheme is considered mostly for com-
pleteness, because it is biologically quite unlikely. It
can be related to the concept of an “ecological trap,”
wherein individuals tend to immigrate into patches
that cannot sustain a population, in its most ex-
treme form resulting in the extinction of the species
(Battin 2004).
UNBIASED DISPERSAL SCHEME (0-0) (pw ¼ 0, pm ¼ 0):
Neither type has a dispersal bias. Most theoretical
results examining the interplay of dispersal and es-
tablishment have used this dispersal scheme. We
therefore use it as a benchmark to which we com-
pare the biased dispersal schemes.

All of the model parameters are summarized in table 1,
along with the default parameter values and ranges. If
not stated otherwise, the default parameter values are
used for the stochastic simulations.
Simulations

The simulation algorithm implements the life cycle de-
scribed above. We specify here the sampling distribu-
tions that we use in our stochastic simulations.
Dispersal. For each patch, a random number of dispers-

ing individuals is drawn from a binomial distribution
with success probability m. The dispersing individuals
from all patches are pooled together and redistributed
into patches according to their type and dispersal pattern.
For each type of individual (wild type and mutant), immi-
gration patches are assigned by first drawing the number
of individuals that immigrate into old-habitat patches
from a binomial distribution with success probability
mold
i (eq. [1]) and then distributing these individuals uni-

formly at random over the old-habitat patches. The re-
maining dispersing individuals are then distributed uni-
formly at random into the new-habitat patches.
Reproduction. In each patch, reproduction is simulated

by drawing a Poisson-distributed number of offspring for
each type. The mean of the Poisson distribution is the
product of the number of individuals of type i in that
patch times qk

i , the mean number of offspring of a single
individual of type i in a patch of habitat k (old or new). All
adults are then removed.
Mutation. The number of wild-type offspring mutating

into the mutant type is drawn from a binomial distribu-
tion, with success probability v, the mutation probability.
Density regulation. If the number of offspring in a

patch is higher than the local carrying capacity (Kk for a
patch of habitat-type k [old or new]), we sample Kk indi-
viduals uniformly at random without replacement from
the offspring population of the patch (hypergeometric
Table 1: Model parameters and variables
Notation
 Interpretation
 Range
 Default value
Kk
 Carrying capacity in a patch of type k
 0 ! Knew ! Kold
 Kold p 1,000, Knew p 500

qold

w
 Fecundity of wild-type individuals in old-habitat patches
 1 ! qold
w
 1.5
qold
m
 Fecundity of mutant individuals in old-habitat patches
 1 ! qold

m ! qold
w
 1.45 or 1.35
qnew
w
 Fecundity of wild-type individuals in new-habitat patches
 0 ≤ qnew

w ! 1
 .75

qnew

m
 Fecundity of mutant individuals in new-habitat patches
 1 ! qnew
m
 1.02
m
 Emigration probability
 0 ≤ m ≤ 1
 .06

pi
 Type i bias toward the old habitat
 pi ∈ R
 Fig. 1

M
 Number of patches
 2 ≤ M
 10

fold
 Frequency of old-habitat patches
 0 ≤ m ≤ 1
 .5

v
 Mutation probability
 0 ! v
 1=25MKnew
t
 Time interval between two consecutive deterioration events
 0 ! t
 100

aold
 Growth rate of the mutant in the old habitat
 21 ≤ aold
 Eq. (2)

anew
 Growth rate of the mutant in the new habitat
 21 ≤ anew
 Eq. (3)

N̂k

i
 Number of type i individuals in type k habitat patches at stationary
 0 ≤ N̂k
i ≤ Ki
 Eq. (S4), fig. S1
~Nk
i
 Number of type i individuals in type k habitat patches at dispersal
 0 ≤ ~Nk

i
 Eq. (S5), fig. S2
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sampling); all individuals have the same chance of sur-
vival at this step. Otherwise, the local population is left
unchanged.

We consider the mutant population to be established if
its total population size in patches of either the old- or the
new-habitat type is greater than 60% the total carrying ca-
pacity of patches of that type ((0:6#Knew#M(1 2 f old))
for new-habitat patches, (0:6#Kold#Mf old) for old-
habitat patches).

Unless stated otherwise, the simulation results are av-
erages of 105 independent runs. All simulations are writ-
ten in the C11 programming language and use the Gnu
Scientific Library. Code and data to generate the fig-
ures have been deposited in the Dryad Digital Repository
(https://doi.org/10.5061/dryad.rv15dv47j; Czuppon et al.
2021).
Analysis Steps

We decompose our analysis into several steps of increas-
ing complexity.
Step 1. We first consider an environment that is con-

stant over time and heterogeneous in space, with a frac-
tion fold of old-habitat patches and 1 2 f old of new-habitat
patches. The population is initiated with wild-type indi-
viduals at carrying capacity in old-habitat patches and
at the migration-selection equilibrium N̂new

w in new-habitat
patches (for details, see sec. S1 in the supplemental PDF,
available online) and with a single mutant individual, in
either an old- or a new-habitat patch. There are no further
mutations (v p 0), and we compute the probability of
establishment of a mutant lineage.
Step 2. We then consider the same environmental set-

ting but initialize the population with only wild-type in-
dividuals. Mutants can appear by mutation during the
simulation (v 1 0). We compute the probability of adap-
tation (i.e., the probability that during a fixed time inter-
val, a mutant appears by mutation and then establishes).
Step 3. Finally, we consider the full scenario where each

patch degrades one after another, as described above. The
environment is spatially and temporally variable. The
population is initialized with only old-habitat patches,
all at carrying capacity, with wild-type individuals only.
We compute the probability of evolutionary rescue (i.e.,
the probability that a mutant appears by mutation and es-
tablishes before the population becomes extinct).

To study the effect of standing genetic variation on
evolutionary rescue, we will later relax the assumption
that there are only wild-type individuals in the popula-
tion when environmental degradation begins. These sim-
ulations are started long enough before the degradation
of the first patch takes place, so that local populations
are close to mutation-selection equilibrium.
Additional Assumptions for the Mathematical Analysis

We make a few additional assumptions for the mathemat-
ical analysis of the three probabilities. These assumptions
are relaxed in the stochastic simulations.

A key assumption is that the mutant individuals are
rare enough that their dynamics do not affect the wild-
type population during the establishment phase of the
mutant lineage. Because of their rareness, we can also
consider that all mutants reproduce, disperse, and die in-
dependently of each other. The wild-type population sets
a demographic context that affects mutant dynamics. The
mathematical analysis therefore focuses on the popula-
tion dynamics of the mutant population, considering the
wild-type population as constant over time (except in the
rescue scenario).

We assume that the subpopulations in old-habitat
patches are always at carrying capacity (i.e., that there
are always enough offspring produced to at least replace
all of the parents). Denoting by ~Nk

i the number of type i
individuals in a k-habitat patch right after dispersal, the
expected number of surviving offspring of mutant indi-
viduals in this old-habitat patch (i.e., of offspring that
survive density regulation and become adults in the next
generation) is

Kold

qold
m
~N

old
m

qold
w
~N

old
w 1 qold

m
~N

old
m

≈ Kold

qold
m
~N

old
m

qold
w
~N

old
w

p
def

(1 1 aold)~N
old
m :

ð2Þ
The approximation results from the assumption that mu-
tants are rare compared with wild-type individuals in
old-habitat patches. Equation (2) defines the per capita
expected growth rate of mutants in old-habitat patches,
aold. It depends on ~Nold

w , the size of the local wild-type
population right after dispersal, which is calculated in
section S1 of the supplemental PDF (eq. [S5a]).

In new-habitat patches, the situation is a bit more in-
volved. Either the local population size after reproduction
exceeds the carrying capacity, in which case density regu-
lation is necessary, or it is below the carrying capacity. In
the latter case, the expected number of offspring per mu-
tant is simply given by their fecundity, qnew

m . In the former
case, where the population after reproduction exceeds the
carrying capacity Knew, an argument similar to the one in
old-habitat patches allows us to approximate the per capita
number of surviving offspring, as in equation (2). These
two cases yield the following definition of the per capita
growth rate of mutants in new-habitat patches, anew:

1 1 anew p
Knew

qnew
m

qnew
w

~N
new
w

if ~N
new
w ≥ Knew

qnew
w

,

qnew
m if ~N

new
w !

Knew

qnew
w

:

8><
>: ð3Þ

https://doi.org/10.5061/dryad.rv15dv47j


Habitat Choice and Evolutionary Rescue 631
Note that the first line is obtained using the same rare-
mutant approximation as in equation (2).

We finally combine the different steps of the life cycle.
The expected per capita numbers of surviving mutant
offspring in habitat k0 of an individual in a k-habitat
patch at the beginning of the generation, lk,k0, are the
following:

lold,old p (1 2mmnew
m )(1 1 aold),

lold,new p mmnew
m (1 1 anew),

lnew,old p mmold
m (1 1 aold),

lnew,new p (1 2mmold
m )(1 1 anew):

ð4Þ

Our final assumption for the mathematical analysis is that
the distributions of numbers of surviving offspring are
Poisson, with means lk,k0 (counting the surviving offspring
in habitat k0 of a parent in a k-habitat patch at the begin-
ning of the generation). In reality, only the production of
offspring before density regulation is Poisson; here we
lump in the effects of dispersal and of density regulation.
These mean values are treated as (piecewise) constant over
time. This way, the dynamics of the mutant population can
be described by a two-type branching process, for which an
established methodology exists (Haccou et al. 2005). (In
our context, the two “types” in the name of the method,
“two-type branching process,” correspond to the two hab-
itat types.)

Results

We proceed stepwise, as outlined above, toward the com-
putation of the probability of evolutionary rescue. For
each step, we first present a mathematical analysis and
then compare our results to the output of simulations that
relax the assumptions made for mathematical purposes.
First, we compute the establishment probability of a sin-
gle mutant individual, depending on whether the muta-
tion appeared in an old- or a new-habitat patch, in an en-
vironment where the numbers of old- and new-habitat
patches are fixed. Second, we derive an expression for
the probability of adaptation (i.e., the probability for a
mutation to appear in a given time interval and establish),
again in a fixed environmental configuration. In this con-
text, we also investigate the habitat of origin of the mutant
lineages that eventually establish. Third, we study the
time-varying scenario where patches, one after another,
deteriorate, and we study the probability of evolutionary
rescue. We again investigate the habitat of origin of the
rescue mutant, and we compare the contributions to evo-
lutionary rescue of standing genetic variation (i.e., muta-
tions that are present before the environment starts dete-
riorating) and de novo mutations (i.e., mutations that
appear while the environment is deteriorating).
Establishment Probability in a
Heterogeneous Environment

In this first step, we consider that there is initially a single
mutant individual in the population, located in either an
old- or a new-habitat patch, and we compute the proba-
bility of establishment of the mutant population. In this
step, we ignore further mutations and are only concerned
with the fate of this single mutant lineage.

Mathematical Analysis. We denote by φold (resp. φnew) the
probability of establishment of this two-type branching
process when the mutant is initially located in an old-
habitat (resp. new-habitat) patch. This probability is com-
puted by considering all possible ways of becoming ex-
tinct: the initial individual having j surviving offspring
in a patch of type k, but all lineages descending from these
j offspring eventually become extinct; then summing over
k and j. Denoting by Pk,k0(j) the probability that an individ-
ual in a k-habitat patch at the beginning of the generation
has j surviving offspring in a k0-habitat patch after density
regulation, the following system of equations holds:

1 2 φold p
X∞
jp0

X∞
j0p0

(Pold,old( j)(1 2 φold) j

#Pold,new( j0)(1 2 φnew) j
0
), ð5aÞ

1 2 φnew p
X∞
jp0

X∞
j0p0

(Pnew,old( j)(1 2 φold) j

#Pnew,new( j0)(1 2 φnew) j
0
): ð5bÞ

As mentioned previously, we assume for our mathemati-
cal analysis that the numbers of surviving offspring per
parent over the whole life cycle are Poisson distributed
with means lk,k0 given in equation (4):

Pk,k0( j) p
l

j

k,k0

j!
e2lk,k0: ð6Þ

Inserting these expressions into system (5) and simplify-
ing, we obtain

1 2 φold p exp[2(1 2mmnew
m )(1 1 aold)φold

2 mmnew
m (1 1 anew)φnew], ð7aÞ

1 2 φnew p exp[2mmold
m (1 1 aold)φold

2 (12mmold
m )(11 anew)φnew]: ð7bÞ

The establishment probabilitiesφold andφnew are then given
by the unique positive solution of system (7) (Haccou et al.

ð7aÞ

ð7bÞ

ð5aÞ

ð5bÞ
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2005, chaps. 5.3 and 5.6). This system of equations can be
solved numerically. An analytical approximate solution is
available in the case of weak selection and weak dispersal
(i.e., aold, anew, m ≪ 1); we refer readers to Haccou et al.
(2005, theorem 5.6) for the general theory and to Tomasini
and Peischl (2018) for an application in a similar setting.
The detailed derivation is presented in section S2 of the
supplemental PDF. We find

φold ≈ aold 1 aold

1 2 f old 1 epm f oldffiffiffiffi
C

p (aold 2 anew)

1
mffiffiffiffi
C

p (anew(1 2 f old) 1 aoldepm f old

2 (aold 2 anew) (1 2 f old)), ð8aÞ

φnew ≈ anew 1 anew

1 2 f old 1 epm f oldffiffiffiffi
C

p (anew 2 aold)

1
mffiffiffiffi
C

p (anew(1 2 f old) 1 aoldepm f old

2 (anew 2 aold)epm f old), ð8bÞ

with

C p (1 2 f old 1 epm f old)

#((1 2 f old)(anew 2 aold 1m)2

1 epm f old(anew 2 a 2m)2):

ð8aÞ

ð8bÞ
old

Recall that both aold and anew, while considered constant in
time, depend on the model’s parameters, and in particular
on the dispersal probability m. The establishment proba-
bilitiesφold andφnew in equations (8) are therefore not affine
functions of m (although they look so in eqq. [8]).

If the emigration probability is zero (m p 0), the sub-
populations in each habitat evolve in isolation from each
other. The establishment probabilities in equations (8)
become

φold(m p 0) p 0, ð9aÞ

φnew(m p 0) p 2anew: ð9bÞ
Equation (9b) corresponds to Haldane’s classical result for
the establishment probability of a slightly advantageous
mutant (Haldane 1927). The mutation being counter-
selected in old-habitat patches, its probability of establish-
ment is null (eq. [9a]).

When the emigration probability is strictly positive
(m 1 0), in the case of unbiased dispersal (pw p pm p0)
and for equal numbers of old- and new-habitat patches
( f old p 1=2), we recover the approximation found in
Tomasini and Peischl (2018; compare system [8] with their
eqq. [4] and [5]). Note that the approximation is inde-
pendent of the actual number of patches (there are two
patches in total in Tomasini and Peischl 2018): the approx-
imation depends only on the environmental configuration
determined by the frequency of old-habitat patches fold.

Comparison to Simulations and Qualitative Behavior.
Our mathematical analysis provided two kinds of results
for the establishment probability: an implicit solution in
equations (7), which we solve numerically, and an explicit
but approximate solution in equations (8). In figure 2, we
compare these solutions to simulation results for differ-
ent values of the emigration rate m. We find good agree-
ment with the numerical solution of equations (7) (solid
lines). The approximation given in equations (8) (dashed
lines) deviates slightly from the simulation results in re-
gions where m is not small, that is, when the assumptions
made in the derivation of the approximation in equa-
tions (8) do not hold.

We identify up to three different regions that define
how the probability of establishment of a single mutant
initially in an old-habitat patch (φold) changes with the
emigration probability m (fig. 2a). This is in line with
previous observations in the context of local adaptation
(e.g., Kawecki 1995; Tomasini and Peischl 2018) and
evolutionary rescue (Uecker et al. 2014). We define the
regions as follows: (i) at low dispersal rates m, an initial
increase in the establishment probability with m; (ii) a
local maximum with a subsequent decrease of the estab-
lishment probability; and (iii) at high dispersal rates m,
an increase in the establishment probability with m.

In region (i), the beneficial effect of dispersal on the es-
tablishment probability φold is due to mutants dispersing
from old- to new-habitat patches, where they are fitter
than the wild type. While this effect is still present in re-
gion (ii), the establishment probability φold now decreases
with dispersal because the offspring of individuals that
dispersed to a new-habitat patch can disperse back into
old-habitat patches. More precisely, the expected per
capita number of surviving offspring in the new habitat
of an adult in a new-habitat patch is lnew,new p (1 2
mmold

m )(1 1 anew). This product can, for large emigration
probabilities m, be smaller than 1 (i.e., a mutant in a
new-habitat patch has on average less than one offspring
in a new-habitat patch). This is detrimental to the mu-
tant because it means that mutants do not efficiently re-
produce in the habitat where they are fitter. Finally, in
region (iii) at high dispersal, so many wild-type individ-
uals leave old-habitat patches that competitive pressure
in old-habitat patches is substantially decreased. The post-
dispersal size of the wild-type population ~Nold

w is then low
enough that the local growth rate of the mutant in these
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patches, aold (the first term in eqq. [8]), becomes positive
(fig. S3; figs. S1–S9 are available online). This effect is
called “relaxed competition” (Uecker et al. 2014). The on-
set of this effect, in terms of the emigration probability m,
is strongly dependent on the difference in fecundity of the
mutant and the wild type in the old habitat. The smaller
the difference in fecundity is, the “earlier” (i.e., for smaller
emigration rates m) relaxed competition becomes relevant
(compare fig. 2a with fig. 2c) to a point that region (ii)
vanishes (fig. 2c) and there is no decrease of φold with m
any longer. In contrast, for lower mutant fecundity values
qold

m , region (iii) might vanish (see fig. S4), because the mu-
tant’s fecundity in old-habitat patches is too low compared
with the wild type’s, so the mutant does not benefit from
relaxed competition in old-habitat patches.

The qualitative behavior of the establishment proba-
bility of a mutant emerging in the new habitat, φnew,
can be interpreted in a similar way (fig. 2b, 2d). The
Figure 2: Establishment probability as a function of the emigration rate. a and c show the establishment probabilities when the mutant
arises in an old-habitat patch (φold) and b and d show the establishment probabilities when the mutant arises in a new-habitat patch (φnew),
for mutant fecundity in old-habitat patches qold

m p 1:35 in a and b and qold
m p 1:45 in c and d. Markers: simulations; full lines: numerical

solution of equations (7); dashed lines: approximate solution shown in equations (8). The colors and marker shapes correspond to the dif-
ferent dispersal schemes, with the same parameters as in figure 1. For a mutant emerging in old-habitat patches (a, c), the establishment
probability φold is zero in the absence of dispersal (m p 0); it then increases with emigration m, which gives mutants a chance to settle in
new-habitat patches, where they are selectively favored; φold may still decrease at intermediate emigration probability (in a). For a mutant
emerging in new-habitat patches (b, d), the establishment probability φnew is approximately 2anew p 0:04 in the absence of dispersal
(m p 0). Increased dispersal is initially detrimental because mutants can land in old-habitat patches, where they are selectively disfavored,
but φnew eventually increases with m thanks to competitive release in old-habitat patches. Large dispersal and a bias of the wild type toward
the new habitat may inhibit the establishment of the mutant (new-new dispersal scheme in c and d) because of gene swamping. For even larger
m, competitive release becomes more important, and the establishment probability reincreases.
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establishment probability φnew decreases with the emigra-
tion probability m at low m because the mutant appeared
in a new-habitat patch, where it fares better than the wild
type, so there is no initial benefit due to dispersal. When
the emigration probability is higher, mutants can back emi-
grate to new-habitat patches, while those that land in old-
habitat patches can enjoy relaxed competition when m is
high. This is why φnew increases with m at higher m.

An additional effect can take place at high dispersal
and reduce mutant establishment probabilities, in par-
ticular when the wild type is biased toward new-habitat
patches (see, e.g., the new-new scheme in fig. 2c, 2d).
The high dispersal of wild-type individuals lets the local
population in new-habitat patches exceed the carrying
capacity Knew, inhibiting the establishment of a locally
better-adapted type (mutant). Note that the lower carry-
ing capacity in new-habitat patches than in old-habitat
patches (Knew ! Kold) creates a favorable setting to this
effect, also referred to as “gene swamping” (Nagylaki
1978; Lenormand 2002). Further increasing the emigra-
tion probability m results in relaxed competition in the
old habitat, which explains the reincrease of the new-
new dispersal scheme.

Comparison of Dispersal Schemes. We now compare the
establishment probabilities across the different dispersal
schemes. Mostly, a general bias toward the new habitat
(new-new scheme in fig. 2) enhances mutant establish-
ment compared with the unbiased dispersal scheme (0-
0). This can be attributed to two reasons. First, the mutant
is more likely to disperse to the new habitat, where it
outcompetes the wild type. Second, competition in old-
habitat patches is relaxed starting at low emigration prob-
abilities m because the wild type preferentially disperses to
new-habitat patches. Conversely, a bias toward the old hab-
itat (old-old scheme) lowers mutant establishment proba-
bilities compared with the unbiased dispersal scheme.

The rankings of the type-dependent dispersal schemes
(old-new and new-old schemes) compared with the un-
biased scheme (0-0) depend on the amount of dispersal
(compare the orange, purple, and black curves in fig. 2).
As explained above, at low dispersal probabilities m, the
prevalent force is the dispersal of mutants to new-habitat
patches. The establishment probability of the mutant is
therefore higher for the old-new scheme, where mutants
preferentially disperse to new-habitat patches compared
with random dispersal, while the opposite is true for the
new-old scheme. At high dispersal probabilities m, how-
ever, an important force is competitive release in old-
habitat patches. The establishment probability of the
mutant is therefore higher in the scheme where wild-
type individuals preferentially disperse out of old-habitat
patches, releasing competition there (new-old scheme).
Probability of Adaptation in a
Heterogeneous Environment

We now study the probability of adaptation when muta-
tions occur recurrently. As in the previous section, we
consider a heterogeneous environment with a fixed num-
ber of old- and new-habitat patches. This is effectively a
source-sink system (Holt 1985; Pulliam 1988), where old-
and new-habitat patches correspond to sources and sinks
for the wild type, respectively. In the previous section, we
initialized the system with one mutant in either an old-
or a new-habitat patch and computed the establishment
probability. Now, we let mutants appear randomly within
a certain time frame. The last time point at which a muta-
tion can occur is denoted by tfin.

In this setting, the probability of adaptation Padapt is
approximated by

Padapt p 1 2 exp

�
2 vtfinM

�
φold f oldKold|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

old habitat contribution

1 φnew

�
1 2 f old

�
N̂

new
w|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

new habitat contribution

�	
:

ð10Þ

This is 1 minus the probability that no mutant establishes
within the [0, tfin] time interval, given by the probability
of zero successes of a Poisson distribution. The rate of
this Poisson distribution is the expected number of suc-
cessfully emerging mutant lineages until time tfin. Mu-
tants arise with probability v; MfoldKold is the total number
of wild-type individuals in old-habitat patches, and
M(1 2 f old)N̂

new
w is the total number of wild-type indivi-

duals in new-habitat patches. A mutant arising in a k-
habitat patch has a probability φk of establishing in the
population; we assume that mutants establish indepen-
dently of one another. Assuming a Poisson distribution
for the number of successful mutant lineages is an approx-
imation of a binomial distribution with a large sample size
(the wild-type population size) and a small success proba-
bility (the establishment probabilities φk times the mutation
probability v). Note also that for tfin tending to infinity, there
will almost surely be a successful mutant, so that Padapt p 1.

The probability of adaptation Padapt calculated with
equation (10) is compared with simulation results in fig-
ure 3. In spite of our approximations, the fit to simulation
results is still very good. As Padapt includes the probabilities
of establishment φk, here again the shapes of the curves
as a function of the emigration probability m depend on
the fecundity of the mutant in old-habitat patches, qold

m

(fig. 3a, 3c). Likewise, the rankings of the different dis-
persal schemes are comparable to the ones observed for
the establishment probability.

Figure 3b and figure 3d show the probability of adap-
tation as a function of the frequency of old-habitat



Habitat Choice and Evolutionary Rescue 635
patches fold. The maximum of Padapt at intermediate fold is
the result of two antagonistic effects: (1) the likelihood
that a mutation appears increases with the number of
wild-type individuals present in the system, which is
highest for high frequencies of old-habitat patches fold,
and (2) the probability of establishment of a mutant
decreases with the number of old-habitat patches.

The different dispersal schemes alter both effects. The
probability of adaptation is highest when there is a gen-
eral bias toward the new habitat (new-new scheme), be-
cause of a combination of high establishment probabili-
ties (fig. 2) and high local population sizes thanks to the
bias (fig. S1). Conversely, a general preference for old-
habitat patches (old-old scheme) yields lower probabili-
ties of adaptation.

Habitat of Origin of the Adaptive Mutation. We now ask
in which habitat mutations leading to successful establish-
ment appear. To do so, we distinguish in the simulations
between mutants that appear in old-habitat patches and
mutants that appear in new-habitat patches, and we iden-
tify the habitat of origin of the mutation by considering
the composition of the mutant population after establish-
ment. We, however, do not distinguish between separate
Figure 3: Probability of adaptation in a heterogeneous environment. In a and c, we vary the emigration rate m and observe a similar qual-
itative behavior as for the establishment probability φk in figure 2. In b and d, we vary the frequency of old-habitat patches. The maximum is
the result of two counteracting processes. The higher the number of old-habitat patches (the greater fold), the larger the wild-type population.
As a consequence, more mutants appear in the studied time frame. In contrast, the fewer old-habitat patches there are in the environment
(the lower fold), the higher the probability of successful establishment of a mutant population. The curves are given by equation (10); ap-
proximate curves use the approximate solution for φk given in equations (8), while exact curves are obtained by numerically solving
equations (7) for φk. In all panels, the mutation probability is u p 1=(MKnew), and the final time for a mutant to appear is tfin p 100.



636 The American Naturalist
mutations that appear in the same type of habitat, mean-
ing that we cannot rule out the presence of multiple line-
ages if they all appeared in the same type of patch: there
may be soft selective sweeps (for a review, see Hermisson
and Pennings 2017). With this implementation, we can be
sure that multiple lineages contributed only when the es-
tablished mutant population contains mutants that ap-
peared in both old- and new-habitat patches.

Analytically, we approximate the probability of ob-
serving a mutant population that can be traced back to
mutants from old-habitat patches only by

P(successful adaptation from old habitat)

# (1 2 P(successful adaptation from new habitat))

≈ (1 2 exp(2vtfinMφoldf oldKold))

# (exp(2vtfinMφnew(1 2 f old)N̂
new
w )):

ð11Þ
The corresponding probabilities for the other two scen-
arios can be computed analogously. The approximation
uses our key assumption that different mutant individuals
and their offspring do not affect each others’ dynamics
(branching process). In the simulations, we turn off muta-
tions after generation tfin p 100 and sample the popu-
lation after 1,000 generations. Compared with counting
the number of successful lineages right after the mutant
population size has crossed the establishment threshold,
this method lowers the likelihood of counting mutant

ð11Þ
lineages that appeared just before the total mutant popu-
lation exceeds the establishment threshold but are them-
selves not established. We label a run as having established
lineages originated from different habitat types (“both” in
fig. 4) if these lineages are still alive at the end of the sim-
ulation. Simulations where established lineages arose ex-
clusively in old- or new-habitat patches are labeled “old-
habitat patch” and “new-habitat patch,” respectively.

We compare our calculations to simulation results in
figure 4, varying the frequency of old-habitat patches fold.
Most successful mutations arise in old-habitat patches,
with a much smaller contribution to the probability of ad-
aptation for lower numbers of mutant offspring in old
habitats (fig. 4a) than for larger numbers of offspring
(fig. 4b). The contributions of old- versus new-habitat
patches depend on the product φkN̂k

wf k, which we decom-
pose in figure S5. Even though the establishment proba-
bility from old-habitat patches is lower (φold ! φnew), the
total population size of the wild type in old-habitat
patches is larger than that in new-habitat patches, so that
more mutants appear in old-habitat patches than in new-
habitat patches, which compensates for their lower estab-
lishment probability.
Evolutionary Rescue

Finally, we assume that patches deteriorate one after an-
other at regular time intervals t, until all patches have
Figure 4: Origin of the adaptive mutant, depending on mutant fecundity in old-habitat patches qold
m (recall that qold

w p 1:5). The points
correspond to simulations, where mutants arising in old- versus new-habitat patches are differently labeled and where we consider the com-
position of the mutant population at the end of the simulation. The labels “old-habitat” and “new-habitat” correspond to established mutant
lineages from exclusively that habitat type, and “both” refers to mutant populations that can be traced back to both habitat types. The solid
lines are given by equation (11) (dashed and dotted lines are obtained analogously) under the unbiased dispersal scheme (pw p pm p 0).
Mutants that establish predominantly appeared in old-habitat patches: the lower establishment probability for mutants emerging in old-
habitat patches is compensated by the larger number of mutants appearing in these patches, because of a higher local population size. Note
the different scalings on the Y-axes.
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switched to the new habitat. If the wild-type population
fails to generate a successful mutant, the population will
inevitably become extinct, because the entire environ-
ment will consist of new-habitat patches and because a
wild-type population is assumed not to be viable there.
We first focus on evolutionary rescue due to de novo mu-
tations. Because the configuration of the environment
changes over time, we denote by f old(i) p (M 2 i)=M
the proportion of old-habitat patches after the ith deteri-
oration event. We also explicitly write the dependency of
the establishment probabilities on the proportion of old-
habitat patches, φk( fold(i))—this is only a notation change,
as the formulas presented before still apply (eqq. [7], [8]).
We approximate the probability of evolutionary rescue,
denoted by Prescue, as

Prescue ≈ 1

2 exp

 
2 v

XM21

ip1

 
φold( f old(i))

Xit21

jp(i21)t

Nold
w ( j)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

old habitat contribution

1 φnew( f old(i))
Xit21

jp(i21)t

Nnew
w ( j)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

new habitat contribution

!

2 vφnew(0)
X∞

jpt(M21)

Nnew
w ( j)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

contribution after the last patch deteriorated

!
,

ð12Þ

whereNk
w( j) denotes the overall number of wild-type indi-

viduals living in habitat k (old or new) in generation j (see
the supplemental PDF, sec. S1.4, eq. [S8]). The interpreta-
tion of this equation is the same as for the probability of
adaptation in equation (10). The only difference is that
we now need to account for a changing environment. In
the formula, these changes are accounted for by the sums
that iterate through the (discrete) time steps and by the
time dependence of the corresponding quantities. We fur-
ther note that we follow the expected value of the wild-
type population size deterministically over time (Nk

w( j)),
instead of assuming it to be already in its steady state, as
in equation (10). The establishment probabilities φk( fold(i))
are, however, still computed using stationary population
sizes, calculated at each time step using equations (7) and
(8) (i.e., they are considered as a piecewise constant).

Comparison to simulated data indicates that the ap-
proximation in equation (12) correctly predicts the rank-
ing of dispersal schemes; the actual fit to data is, however,
less good than for the previous steps of our analysis. This
discrepancy can be explained: our mathematical analysis
assumes that for a mutant born in a certain patch config-
uration, say with i old-habitat patches, the environment
does not change anymore. That is, a mutant born in a k-
habitat patch in this environment contributes φk(i=M)
to the probability of evolutionary rescue despite further
patches deteriorating—while having more new-habitat
patches increases the probability of establishment (see,
e.g., fig. S5). Thus, the probability of establishment is
underestimated. This is especially true for mutants that
emerge just before a deterioration event. Additionally,
φk(i=M) assumes stationary wild-type population sizes
and therefore does not reflect the decreasing wild-type
population size right after the deterioration of a patch. A
time-dependent establishment probability could account
for these effects but unfortunately is not amenable to
approximations in our framework. Uecker et al. (2014)
were able to find a time-dependent solution by focusing
on specific scenarios: situations with either full mixing of
the global population (m p 1) or a sterile mutant in old-
habitat patches (qold

m p 0). In these extreme cases, the
branching process becomes one dimensional and an ana-
lytical, time-dependent solution can be obtained, which
is not the case with a two-dimensional branching process
like ours.

The ranking of the different dispersal schemes is over-
all conserved from the previous steps of our analysis
(fig. 3). Differences between the dispersal schemes are
more marked when the fecundity of the mutant in old-
habitat patches is lower (fig. 5c, 5d), including when the
mutant cannot reproduce at all in old-habitat patches
(qold

m p 0). It is comparatively better for rescue that the
mutant preferentially disperses into new-habitat patches,
where it is relatively fitter, and for the wild type to also
preferentially disperse into new-habitat patches, thereby
releasing competition in old-habitat patches.

When mutant fecundity in old-habitat patches is com-
paratively low (fig. 5c, 5d), the probability of evolutionary
rescue often reaches a local (or global) maximum at in-
termediate emigration probabilities. This finding extends
previous results (Uecker et al. 2014; Tomasini and Peischl
2020) to arbitrary dispersal schemes affecting the immi-
gration process.

Habitat of Origin of the Rescue Mutant and Standing Ge-
netic Variation. Similar to what we found for the proba-
bility of adaptation, rescue mutants mainly originate from
old-habitat patches (fig. 6a). Mutations are more likely to
appear in the more populated patches (old habitat). How-
ever, a low mutant fecundity in old-habitat patches qold

m

decreases the chance of establishment of the mutants that
appear in old-habitat patches (compare black and yellow
symbols in fig. 6a). Here again, we cannot rule out that
multiple mutant lineages having appeared in the same
habitat type established. Only when mutants from both
habitat types are present can we be sure that at least two
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lineages contributed to establishment (i.e., there was a soft
sweep). In our parameter set, the probability of rescue with
a mix of origins was very low in our simulations (circles in
fig. 6a). Note that our choice of a small mutation rate cor-
responds to a hard selective sweep regime (vKoldM p
0:08 ! 1; Wilson et al. 2017a; Hermisson and Pennings
2017).

So far, we have considered settings where evolutionary
rescue is exclusively due to de novo mutations. To explore
the role of standing genetic variation, we ran simulations
where we let the system evolve for 1,000 generations be-
fore the first degradation event happened—we were not
able to find a theoretical prediction for the contribution
of standing genetic variation. Mutants that appeared be-
fore the first degradation event (i.e., at times t ! 0 when
f old p 1) were labeled “sgv-mutants.” Mutants appearing
after t p 0 are labeled “de novo mutants.” Figure 6b
shows the contributions of de novo mutations and of
standing genetic variation to the probability of evolution-
ary rescue. Rescue events involving mutants from stand-
ing genetic variation are much rarer than rescue events
from de novo mutants (note the log scale in fig. 6b).
The number of rescue events due to standing genetic var-
iation decreases when the interval between two degrada-
tion events, t, increases (compare blue and black cross
marks in fig. 6b; see also fig. S6 in sec. S5 of the supple-
mental PDF for more details). This is because mutants
that were present at time t p 0 (sgv-mutants) needed
Figure 5: Probability of evolutionary rescue compared with simulation results. Our predictions, computed with equation (12), match the
qualitative behavior of the simulated data for the probability of evolutionary rescue. All rankings of the dispersal schemes align well. Quan-
titatively though, we find that our predictions tend to underestimate the simulated data. In a and b, the mutation probability is set to
v p 1=(25MKnew); in c and d, it is v p 1=(MKnew). For the establishment probabilities φk in equation (12), the solid lines show the exact
solution of equations (7), and the dashed lines show the approximated (“approx.”) solution from equations (8).
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to survive for sufficiently many patch deterioration events
before their growth rate turned positive, giving them a
chance to establish. The longer this time (higher t), the
less likely their establishment. As already shown, the
probability of evolutionary rescue by de novo mutation
increases with emigration probability m when m is large
(fig. 5). This is also the case for sgv-mutants (fig. 6b),
for the same reasons (relaxed competition in old-habitat
patches when m is large).
Discussion

We have studied the effect of four dispersal schemes on
the probabilities of establishment, adaptation, and evolu-
tionary rescue and compared them with unbiased dis-
persal, which is the dispersal scheme predominantly con-
sidered in models so far. For all biased dispersal schemes,
the probabilities deviate from the ones obtained for unbi-
ased dispersal. The highest probabilities of establishment,
adaptation, and evolutionary rescue are typically found for
a general bias toward degraded patches (new-new dispersal
scheme), and the lowest are typically found for a general
bias toward nondegraded patches (old-old scheme). We
find that all of the probabilities can be a nonmonotonic
function of dispersal. This nonmonotonicity is explained
by the multiple effects of dispersal: bringing mutants to de-
graded patches, but also back to nondegraded patches, and
relaxation of competition in nondegraded patches by dis-
tributing individuals more evenly across the patches. Last,
we found that successful mutant lineages mostly emerge in
old-habitat patches and that standing genetic variation pri-
or to the degradation of the first patch contributes only a
little to evolutionary rescue in a subdivided population.
Dispersal and Adaptation

Theoretical studies that investigated the effects of spatial
subdivision on the adaptation of a population in a hete-
rogeneous environment can be classified into two types
depending on how they treat demography. One type
of models, classically analyzed in a population genetics
framework, assumes constant population sizes in all
patches, independent of their local habitat type and of dis-
persal strength (a feature that we later call “implicit de-
mography”). Results obtained in this framework show
one notable difference compared with our model with de-
mography: in these models, the probability of successful
establishment of a rare mutant favored in some part of
the environment decreases at larger dispersal rates (e.g.,
Nagylaki 1978; Bürger and Akerman 2011). This gene
Figure 6: Habitat of origin of the rescue mutation and the impact of standing genetic variation. a, We compare the origin of successful
mutations for different mutant fecundity in the old-habitat patches (black vs. yellow). Comparatively more established mutants originated
from new-habitat patches when the mutant fecundity in old-habitat patches qold

m is lower (compare black and yellow plus signs). Dispersal is
unbiased (pm p pw p 0). b, The larger the time interval t between two degradation events, the smaller the influence of standing genetic
variation on the probability of evolutionary rescue (compare black and blue cross marks). For large emigration probabilities, the probability
of evolutionary rescue due to de novo mutants increases (fig. 5). This is also true for rescue events due to standing genetic variation (see blue
cross marks). The simulations are done by letting the system evolve for 1,000 generations before the first deterioration event happens.
Parameters: pm p pw p 0 in both scenarios and qold

m p 1:45. Note the log scale on the Y-axis.
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swamping effect is due to the dispersal of nonadapted in-
dividuals into the habitat type where the rare mutant is
beneficial, decreasing the local frequency of the mutant
(Lenormand 2002; Tomasini and Peischl 2018).

The second type of models explicitly takes into account
demographic effects due to dispersal, often in the context
of source-sink systems (Holt 1985; Pulliam 1988). Here,
the effect of dispersal on adaptation depends on the
growth rate differences of the mutant and the wild type
in the two habitats (Kawecki 2000), which we also ob-
serve. When the mutant is just slightly less fit than the
wild type in the old habitat (fig. 2c), the probability of ad-
aptation monotonically increases with dispersal. When
the mutant’s fecundity is lower, establishment probabili-
ties reach a local maximum at intermediate dispersal rates
and increase again at large dispersal rates as a result of re-
laxed competition (fig. 2a). When the fecundity of the
mutant is even smaller, the local maximum remains but
relaxed competition no longer occurs (cf. fig. S4).

To compare the effects of explicit versus implicit demo-
graphic dynamics, we provide in the supplemental PDF a
version of our model with implicit demographic dynam-
ics (sec. S6, fig. S7), that is, where all patches are at carry-
ing capacity at the end of the life cycle. The two models
are most different when dispersal is high. With explicit
demographic dynamics, we found that with high dispersal,
adaptation is most likely if the wild type preferentially dis-
perses into degraded patches (new-new dispersal scheme).
With implicit demographic dynamics, on the contrary, this
is the case if the wild type remains in nondegraded patches
(old-new scheme). Relaxed competition can also happen in
models with implicit demography, but only if the dispersal
preference is type dependent (new-old or old-new scheme;
fig. S7). This is because for large emigration probabilities
type-dependent dispersal preferences cause a quasi separa-
tion of the mutant and the wild type into different patch
types, so they are less directly competing.
Standing Genetic Variation and Evolutionary Rescue

We also studied the contribution of standing genetic var-
iation to evolutionary rescue. This contribution increases
with the speed of environmental change since with smaller
intervals between degradations t, sgv-mutant lineages
only need to survive for a shorter time until they experi-
ence a favorable environment with more degraded patches,
where establishment becomes more likely (figs. 6b, S6).
This observation has also been made in a quantitative ge-
netics setting, where the adaptive trait is continuous (and
not discrete, as in our model; Matuszewski et al. 2015). Ex-
perimental results with Caenorhabditis elegans also indi-
cate that the impact of standing genetic variation is small
under slow environmental change (Guzella et al. 2018).
The Effect of Biased Dispersal Patterns on Adaptation
and Evolutionary Rescue

The importance of considering dispersal schemes other
than unbiased dispersal has been highlighted in several
papers (Edelaar et al. 2008; Clobert et al. 2009; Edelaar
and Bolnick 2012). This has led to a number of simulation
studies exploring the effect of various dispersal schemes on
(local) adaptation (e.g., Vuilleumier et al. 2010; Holt and
Barfield 2015; Mortier et al. 2018; Pellerin et al. 2018).
These cited studies examined the effect of matching habi-
tat choice on adaptation in a heterogeneous environment
and observed that it increases the probability of adaptation
compared with unbiased dispersal.

We identified two types of effects of the different dis-
persal schemes. First, by changing population densities
in both habitat types, the dispersal schemes change the
growth rate of the mutant in both patch types (fig. S3)
by altering the strength of local density regulation. This
is the primary reason for the ranking of the dispersal
schemes, with a general immigration bias into new habitats
(new-new scheme) promoting evolutionary rescue the
most and a general immigration bias into old habitats
(old-old scheme) promoting it the least. Second, the differ-
ent dispersal schemes affect the number of mutations aris-
ing in either habitat type. This affects the probability of
evolutionary rescue and is also relevant for the origin of
the successful mutant lineage (fig. S8). As the genetic back-
ground may vary across patches, the origin of a successful
mutation will also determine which mutations will hitch-
hike with it. Similarly, with polygenic rescue or under re-
combination (e.g., Schiffers et al. 2013; Uecker and
Hermisson 2016), the origin of a mutant is likely to affect
its success, as is the case in our model.
Generality of Our Theoretical Analysis
and Future Directions

Our mathematical analysis relies on the simplifications
that the wild-type population does not change over time
and that the mutant is rare enough that mutants live inde-
pendently of each other and do not affect wild-type indi-
viduals. This allows us to summarize mutant population
dynamics with the l terms presented in equation (4). Fur-
thermore, for our approximation in equation (8) to gener-
ate accurate predictions, it is essential that growth rate dif-
ferences between the wild type and the mutant are weak
and dispersal is low—these conditions are, however, not
needed when we numerically solve system (7) (see also
sec. S8 in the supplemental PDF, where we relax the con-
dition of small mutant fecundity in the new habitat).

Our approach can account for various dispersal
schemes and local type-dependent population dynamics
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(i.e., different reproduction and competitive parameters
for the wild type and the mutant). However, it cannot ac-
count for type-dependent carrying capacities, explicit spa-
tial structure, or rapidly changing environments.

Last, our model can readily be extended and include a
cost of dispersal or a different life cycle. In particular,
different life cycles could yield different results regarding
adaptation. For example, juvenile dispersal—that is, dis-
persal right before density regulation—has been found
to facilitate adaptation to a sink environment more than
adult dispersal (dispersal right before reproduction; Holt
and Barfield 2015). In the context of local adaptation
in a heterogeneous environment, Débarre and Gandon
(2011) found that stronger adult dispersal than juvenile
dispersal creates favorable conditions for local adapta-
tion and maintenance of a polymorphism. More gener-
ally, the life cycle has also been found to affect the evo-
lution of dispersal (Massol and Débarre 2015).
Conclusion

In conclusion, we studied the effect of dispersal and hab-
itat choice on the probability of establishment, adapta-
tion, and evolutionary rescue in a subdivided population
under divergent selection. We recover previous results on
adaptation and, using results from the theory of multitype
branching processes, provide a general framework for
studying the evolutionary dynamics of a subdivided pop-
ulation in heterogeneous environments in discrete time.
This unifying approach allows us to identify the forces
responsible for the different predictions obtained in the
population genetics literature and under source-sink dy-
namics. We find that including population demography
substantially alters the results for high dispersal rates.
For constant population sizes and type-independent dis-
persal schemes, high dispersal rates have a negative effect
on establishment, while with explicit demography the
effect is largely positive. The latter is a result of relaxed
competition in old-habitat patches. Most importantly,
we extend the existing literature by comparing different
dispersal schemes and studying their effects on adaptation
and evolutionary rescue. We find that a general dispersal
bias toward degraded patches results in the highest prob-
ability of adaptation and evolutionary rescue. The lowest
values are obtained for a general bias toward nondegraded
patches. These results show that nonuniform dispersal
patterns can have a strong influence on population sur-
vival and adaptation in a heterogeneous environment.
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