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Abstract. Humanoid robots might become more and more present in the most ordinary 

contexts of millions of people worldwide. Humans reason about these artificial agents mainly 

through the attribution of human characteristics, a process called anthropomorphism. However, 

despite number of studies, how we develop and structure the representation of non-human 

agents is still an open question. In the present paper, we aim at integrating the 

anthropomorphism into the cognitive control theory, a construct from cognitive neuroscience 

that refers to information processing and cognitive resources managing that varies adaptively 

to the situation. In three experiments we manipulated the cognitive load of participants during 

the observation of an active robot to investigate how the load could impact the online 

structuration of participants’ mental representation of the robot. The two first experiment 

converged in arguing for a control process resource-demanding to switch from the social 

cognition to the physical cognition inhibiting anthropomorphic inferences. The third 

experiment investigated the influence of the “what” and “why” observation goals on the 

cognitive load effect arguing that an explicit focus on intentionality attribution bias the 

automatic process of anthropomorphism. The representation and perception of robots are 

further discussed in term of cognitive control theory and social cognition. 

  



1 Introduction 

Interaction with robots is likely to become a daily activity in the years to come. Human-

Robot Interaction (HRI) studies, such as referenced below, have demonstrated that humans tend 

to reason about robot through a phenomenon known as anthropomorphism. Anthropomorphism 

is defined as the attribution of human characteristics to nonhuman entities such as animals 

(Eddy et al., 1993; Wynne, 2006) or robots (Nyangoma et al., 2017; Złotowski et al., 2015). 

Robots’ anthropomorphism is not anecdotal as it entails not only how humans consider robots 

(Darling, 2017; Eyssel & Kuchenbrandt, 2012; Kuchenbrandt et al., 2013; Spatola et al., 2019a) 

but also how robots impact humans own cognition and behaviours (Riether et al., 2012; Spatola 

et al., 2018a, 2019a). In this paper, we propose to investigate how cognitive control mechanisms 

influence robots’ anthropomorphism. In particular, cognitive load has been shown modulate 

how people explain others’ actions and make inferences about them in terms of physical or 

mental properties (Rosset, 2008). For example, people tend to attribute more divine intentions 

to natural events and produce more teleological interpretation when they experience a shortage 

of cognitive resources (Kelemen & Rosset, 2009). We further develop the theory of 

physical/mental social cognitions dichotomy and the modulating role of cognitive resources. 

1.1 Physical and social processing 

Humans interpret changes in the world as either physical (e.g., the processing of objects 

and motions) or mental processes (e.g., the processing of agents and intentions). Philosopher 

Daniel Dennett (D. Dennett, 2009) proposed that individuals adopt a specific stance depending 

on the phenomenon under scrutiny. Whenever they try to predict physical phenomenon such as 

the trajectory of a kicked ball, they take a physical stance, using empirical rules. However, more 

complex phenomenon such as human behaviour cannot be efficiently described using these 

physical rules. The intentional stance describes another mode of representation that relies on 

mentalizing, and in particular the attribution of mental states such as intentions and would be 



more social in nature as it supposes to consider the other as a (social) agent compared to an 

object.  

This representation of the cognition system echoes the  model of two core cognitive processes 

(Darlow & Sloman, 2010; Evans, 2008; Evans & Stanovich, 2013). According to this model, 

cognition may be delineated in a Type 1 automatic and Type 2 controlled processes. The two 

cognitions type differ in their characteristics in terms of resource demands (influenced by the 

speed of processing, the amount of information processed, etc.). The Type 1 requires a lower 

activation of working memory through the use of stored representation and is more rigid than 

the second, making it a fast processing and would be, for that reason, the default mode of 

cognition (Goodson, 2005; Hansen et al., 1976; Mars et al., 2012). The Type 2 requires 

cognitive decoupling and higher amount of cognitive resources, resulting in a slower but 

controlled processing. Some authors posit that the social cognition would be based on Type 1 

cognition (Iacoboni et al., 2004; Jack, Dawson, & Norr, 2013; Saris et al., 2020; Tavares et al., 

2008). The reason would be that social functioning is necessary for human survival 

(Eisenberger & Cole, 2012; Humphrey, 1976; Valtorta et al., 2018). In contrast, explicit 

cognitive control mechanisms, including inductive reasoning and causal reasoning about the 

characteristics of the physical system, are demanding in cognitive resources, slower than 

implicit processes and limited by working memory capacity and would rely on Type 2 cognition 

(Evans, 2008). Importantly, as Type 1 and Type 2 cognition are exclusive socio-cognitive and 

physical system would be, as a consequence, mutually exclusive so that when the social 

cognition is active the physical system is inactive (Jack, Dawson, Begany, et al., 2013). 

Therefore, anthropomorphism of robots could depend on this dual process in which the observer 

could accumulate information based on the social (Type 1) or physical (Type 2) cognition 

system. We further consider this association between the type of cognition (i.e. Type 1 and 2) 



and the nature of representation (i.e. Social and Physical) as social cognition and physical 

cognition.  

1.2 Physical and social processing with robots 

According to Epley and colleagues, observing a non-human agent, using human representation 

(anthropocentric schemas), would be an easy and fast strategy to explain, understand and 

communicate about its behaviour (Epley et al., 2007). This view was supported by further 

studies (Meyer et al., 2012; Spunt & Lieberman, 2013). This view is in line with the Computer 

As Social Actor theory (Nass & Moon, 2000) that states that people apply rules and social 

expectations to computers mindlessly, especially when these agents violate their expectations 

(Epley et al., 2007, 2008; Marsh et al., 2014). However, these attributions do not imply that 

people believe that computers may have intention or will. This phenomenon would be more 

likely to occur when context (i.e. the particular setting in which an event occurs) triggers an 

individual to use stored schemas that require no conscious awareness or rapid processing 

(Langer, 1992), for instance when facing irrational or threatening behaviours (Marsh et al., 

2014). With robots, the distinction between mindless and mindfulness attributions is more 

complex than with computers because of their “social” purpose and interactivity or their 

anthropomorphic design (at least for the humanoids) is more likely to trigger some social 

cognition favouring intentional and phenomenal experience attribution, which is less likely the 

case for computers or other non-anthropomorphic designed tools on which the Computer as 

Social Actor (CASA) theory apply (Coeckelbergh, 2012; Gunkel, 2018, 2019; Levy, 2009; 

Neely, 2014). From a cognitive view, anthropomorphism could be conceptualized as a process 

in which the evaluation and the representation of the incoming sensory information about the 

agent are continuously generated according to the social or physical cognition system. 

However, as the representation is hypothesized as forming during the observation, the process 

has to be iterative. This iterative characteristic supposes two axioms: First, if the process is 



iterative, the default anthropomorphic reasoning (social cognition) can be bypassed by non-

anthropomorphic information (physical cognition) and embedded in the representation when it 

still malleable. Second, as the anthropomorphism is the default reasoning paths, it has to be 

actively countervailed which required resources. Therefore, this controllability should be 

proportional to the amount of cognitive resources available to initiate and carry out the process. 

1.3 The role of cognitive control and cognitive load 

As many dual-processing accounts of reasoning, judgment, and social cognition (Evans, 

2008), we propose that anthropomorphism should be considered in a cognitive control 

framework. Cognitive control entails the processing of relevant information given a specific 

context (Engle, 2002). It is an active system describing the ability to select or inhibit perceptual 

or mental elements. Unlike automatic processes which act at an uncontrolled level, cognitive 

control act, by definition, at a controllable level and, as a consequence, is slower and requires 

more cognitive resources (Ridderinkhof, Ullsperger, et al., 2004; Ridderinkhof, Van Den 

Wildenberg, et al., 2004). Under certain circumstances, the cognitive control system may, for 

example, inhibit automatic processes (Augustinova et al., 2018; Sharma et al., 2010). However, 

this inhibition requires cognitive resources that are limited. The cognitive load theory 

formalizes how the system allocate this limited amount of cognitive resources. It describes the 

storage and process of information in working memory and the integration of new information 

(Leppink et al., 2015; Paas et al., 1994). For example, more resources are available when 

individuals perform a single task compared to two tasks simultaneously (Moscovitch, 1994), or 

when competing for interfering cues are present (Augustinova et al., 2018; MacLeod, 1992; 

Stroop, 1935). In tasks in which individuals have to inhibit an automatic process to select a 

valid answer, the cognitive control would inhibit the competing cue, a process that could apply 

to anthropomorphism (Urquiza-Haas & Kotrschal, 2015).  



Some authors hypothesized that the tendency to anthropomorphize human agents should 

increase in a situation of high cognitive load (Waytz et al., 2010), but this has never been 

demonstrated. Urquiza-Haas and Kotrschal have proposed that a high cognitive load could 

interfere with the suppression of the default social cognition when it is triggered by purely 

perceptual information (Urquiza-Haas & Kotrschal, 2015). We agree with that default system 

theory and propose that if one considers that social cognition is the automatic process, and the 

physical cognition is at rest by default, the perception of robots should rely, at first, on that 

social cognition (Type 1) favouring anthropomorphic inferences. However, because robots are 

not human, the cognitive control system could inhibit this automatic path and activate the 

physical cognition (Type 2) (Darlow & Sloman, 2010; Evans & Stanovich, 2013). This physical 

cognition being active, anthropomorphic inferences would be inhibited and robots considered 

as objects. This inhibition would require cognitive resources and, as such, would depend on the 

amount of cognitive resources available during the observation of the agent (figure 1).  

 The model we propose may be considered as a loop in which the representation of the 

agent is built through an iterative process. For each iteration, information embedded in the 

representation of the agent would depend either on the social or physical cognition, considered 

as mutually exclusive (Schilbach et al., 2008). However, in a second  model, the parallel-

competitive form, both processes are activated in parallel as information treatment pipelines 

that weight automatic and controlled information to provide a common output (Smith & 

DeCoster, 2000). Our current hypotheses would apply in both framework and we do not aim at 

investigating this epistemological question in the present study. 



 

Figure 1. From the social and physical cognition to the anthropomorphic process. In the 

present study the context refers to the modification of participants cognitive load but we 

assume that other variables (ex. type of observed action, engagement in the situation, 

appraisal, arousal, etc.) could impact the general process. 

As such, we developed our first and second hypothesis: 

{H1}: Higher cognitive load increases people's tendency to anthropomorphize 

robots. 

{H2}: Under high cognitive load, the higher the level of cognitive load felt by 

participants, the higher the anthropomorphism  

1.4 The goal of observation 

Caporael (Caporael, 1986; Hansen et al., 1976) argued that, observing and forming a 

representation of an agent, the goal of the observation has to be taken into account. For instance, 

Spunt and Lieberman (2013) showed that attributing mental properties to an agent was 

modulated by cognitive load only when participants were prompted to attributed a motive to 

observed action (“Try to understand why the agent is doing this action”) but not when the 



observer adopts a more descriptive perspective (“Try to understand how the agent is doing this 

action”). In other words, individuals tend to anthropomorphize more when they are explicitly 

asked to (Meyer et al., 2012; Spunt & Lieberman, 2013). However, contrary to our hypothesis, 

Spunt and Lieberman (2013) demonstrated that, when individuals were instructed to focus on 

the intention of the observed agent, mental properties attribution to a target decreased as the 

function of the cognitive load. This inadequacy between our hypothesis and Spunt and 

Lieberman results may be disentangle by de Lange and colleagues study (de Lange et al., 2008). 

The authors showed that asking participants to reflect deliberately on goals and intention could 

bias how the mirror neurons and mentalizing areas interconnect (de Lange et al., 2008) and 

could impact the synergy between the two systems (Sperduti et al., 2014; Van Overwalle & 

Baetens, 2009). In other words, explicit reflection on goal and intention could bypass the 

automatic process of mentalization that is, according to Spunt and colleagues further study, 

automatically primed by the default mode network (Spunt et al., 2015). As such, we developed 

our third hypotheses: 

{H3}: Explicit instruction to reflect on intentional goal (why) of the robot’s action 

decreases anthropomorphic in high cognitive load context while the opposite should be 

true  ̶ in line with H1, H2 and H3  ̶ in the absence of instruction or a “non-intention” focused 

instruction (what). 

Indeed, we may assume that primed goal could produce different results comparing high 

vs. low cognitive load situation. Cognitive load would impair social cognition process when 

participants are explicitly requested to reason about the intention of a target agent and therefore 

decrease anthropomorphism (Lin et al., 2010; Spunt & Lieberman, 2013). Conversely, without 

specific or “non-intentionality” related instructions, people would tend to attribute more 

anthropomorphic characteristics under cognitive load (Kelemen & Rosset, 2009). The reason 

is that when individuals are explicitly required to identify the intention of an agent, they turn 



an part-unconscious process in a controlled, conscious process (Moors & De Houwer, 2006; 

Wegner & Bargh, 1998). When explicit, the intention identification task would require higher 

amount of cognitive resources (compared to a non-explicit situation), especially because non-

usual, and, as such, would be more likely to be impaired by a lack of cognitive resources.  

1.5 The present study 

To test whether robots’ anthropomorphism is a default process that is actively inhibited we 

conducted three experiments (experiment 1 and 2). In each experiment, we manipulated the 

level of cognitive load while participants watched a video presenting a robot. Participants were 

either in a low cognitive load condition or a high cognitive load condition. We subsequently 

measured anthropomorphic inferences. In the last experiment (experiment 3), we investigate 

the moderating role of the goal in the model hypothesizing that when the goal explicitly requires 

to explain or predict the behaviour of an entity is important, anthropomorphic attributions 

should increase. We further test the complete model in the form of a decision tree that explain 

the anthropomorphic attributions as the function of the cognitive load and the goal of 

evaluation. 

2 Experiment 1 

2.1 Method 

Participants were 83 males, 42 females and 4 others (Mage = 20.6, SD = 4.8) recruited 

online. The experiment was processed with Qualtrics. Participants took part in this experiment 

on a voluntary basis. We estimated the requested sample size with G*Power, with a medium 

effect size, a 0.05 α, power set at 0.90 and a 1/1 between-group ratio (Faul et al., 2007). The 

requested sample size was 108. 



The experimenter informed participants that the experiment was a memory test. 

Instructions provided the schedule of the experiment: 1) a questionnaire, 2) a sequence of 

numbers to memorize, 3) a video to watch on which, subsequently, questions would be asked.  

First, they had to complete the Negative Attitudes towards Robots Scale (NARS) (Syrdal et al., 

2009). This scale was used to assess that both experimental groups were comparable 

considering attitudes toward robots.  

Second, they were randomly assigned either to the high cognitive load (n=66) or the low 

cognitive load (n=63) group. In both group they were informed that a sequence of numbers 

would appear for 30 seconds, their task being to memorize it (Gilbert & Hixon, 1991; Sherman 

et al., 1998; Sherman & Frost, 2000; Wehling et al., 2008). In the high cognitive load 

experimental condition, the sequence was composed of 9 digits randomly selected (i.e. 

“214087539”, “257142809”, “952176034”). In the low cognitive load experimental condition, 

the sequence was composed of 4 digits also randomly selected (i.e. “2148”, “2571”, “9521”). 

The 9 and 4 digits sequences are based on the limits of human capacity to process information 

proposed by Miller with the magical number 7±2 (Miller, 1956). 

Third, a screen instructed participants that they would see the video and had to keep the digits 

in memory. The video presented the NAO robots interacting with a human, an object and 

another NAO for 1.36 minutes. The video came from an Aldebaran Nao presentation video 

(from https://www.youtube.com/watch?v=rSKRgasUEko). We choose a video format as it has 

been shown that perceiving a moving stimulus with animacy characteristics increased the social 

cognition activation to prime social information processing (Wheatley et al., 2007), a position 

that was already supported by other seminal studies on anthropomorphism (Berry et al., 1992; 

Heider & Simmel, 1944). For instance, Berry and colleagues (1992), using the well-known 

Heider and Simmel (1944) animated film demonstrated that disruption of shapes’ animation 



reduced anthropomorphism while strobe-like stuttering disruption of patterns eliminated it. The 

authors argued that dynamic transformation was used as evidence of intentionality. Besides, the 

NAO robot presents the more important facial features that are eyes and mouth to energize 

anthropomorphic perception (DiSalvo et al., 2002). To control from external priming effect, the 

video was cut to not display any logo and sound. After the video participants had to write the 

sequence of digits and judge their agreement about two  models to evaluate the (subjective) 

cognitive effort induced by the experimental condition (i.e. “Regarding the memory task you 

performed, the task was very complex”, “Regarding the memory task you performed, you 

provided a very high mental effort to solve it”, α = .85) (Brünken et al., 2004; Leppink et al., 

2015; Paas et al., 1994).  

Finally, they completed a questionnaire adapted from Haslam dehumanization taxonomy 

(Haslam, 2006; Spatola et al., 2018a, 2019a) and the Robotic Social Attribute Scale (RoSAS) 

(Carpinella et al., 2017). We used these questionnaires as a measure of the conceptual distance 

between participants and robots and anthropomorphic attributions respectively.  

Attitudes toward robots. The NARS scale is designed to explain participants' evaluations 

of robot behaviour styles in a Human-Robot Interaction (HRI) study. The NARS scale is made 

of 3 subscales: 1) Relational attitudes (α = .73) (e.g. I would feel very nervous just standing in 

front of a robot), 2) Future/social influence (α = .70) (e.g. I am concerned that robots would be 

a bad influence on children), 3) Actual interactions and situations (α = .75) (e.g. I would feel 

relaxed talking with robots). For each dimension, participants rated whether they agreed or 

disagreed (from 1 to 7).  

Anthropomorphism measure 1. Participants also filled out the humanness scale based 

on Haslam’s dehumanization taxonomy with human uniqueness (e.g., moral sensibility) and 

human nature (e.g. interpersonal warmth) as the humanization dimension (α = .80), and the 



animalistic dehumanization (e.g., irrationality) and mechanistic dehumanization (e.g., 

inertness) as the dehumanization dimension (α = .68). Again, for each dimension, participants 

rated whether they agreed or disagreed (from 1 to 7) to characteristics attributed to the robot 

presented on the video.  

Anthropomorphism measure 2. Finally, participants filled out the RoSAS with warmth 

(e.g., happy) (α = .80), competence (e.g. capable) (α = .70), and discomfort (e.g., scary) (α = 

.83) dimensions. For each dimension, participants rated whether they agreed or disagreed (from 

1 to 7) to characteristics attributed to the robot. 

2.2 Results 

2.2.1 Control analyses 

On prior attitudes of participants toward robots, a multivariate ANCOVA showed that 

there was no differences between participants assigned to high vs. low cognitive load 

experimental conditions on any of the three dimensions: Relational attitudes, F(1,128) = .12, 

p = .735, η²p < .01, 95%CI [-.29, .42], Future/social influence, F(1,128) = 1.23, p = .270, η²p = 

.01, 95%CI [-.58, .16], and Actual interactions and situations, F(1,128) = .26, p = .613, η²p < 

.01, 95%CI [-.34, .57]. As expected, results showed that participants in the high load cognitive 

load condition (compared to low cognitive load condition) declared higher cognitive effort 

during the task, F(1,128) = 37.11, p <.001, η²p = .23, 95%CI [1.16, 2.28]. 

2.2.2 Cognitive load effect on anthropomorphic attributions 

To test the effect of the cognitive load manipulation (high vs. low) on humanness scores 

(humanization, de-humanization) and RoSAS scores (warmth, competence and discomfort), we 

conducted a multivariate ANCOVA including the cognitive effort measure as a covariate. 

Results showed no significant results, all ps > .05. 



To test whether the cognitive effort declared by participants was related to NAO 

anthropomorphic and human traits attributions we conducted regression analyses with the level 

of cognitive effort as predictor of attributions scores. Results showed that the higher the 

declared cognitive effort the higher the warmth, b = .29, t(128) = 3.41, p = .001, R2 = .08, 

95%CI [.08, .30], competence, b = .28 p = .007, R2 = .06, 95%CI [.04, .23], and human traits 

attributions, b = .34, t(128) = 4.06, p < .001, R2 = .12, 95%CI [.10, .29]; also the lower the 

discomfort, b = -.22, t(128) = -2.59, p = .011, R2 = .05, 95%CI [-.27, -.04], and dehumanization 

attributions, b = -.30, t(128) = -3.50, p = .001, R2 = .09, 95%CI [-.24, -.07] (Figure 2). 

 

Figure 2. Level of warmth, competence, discomfort, humanization and dehumanization 

attribution as a function of declared level of cognitive effort  

 

2.3 Discussion experiment 1 

The present study aimed at investigating whether, in situations of high cognitive load, 

participants would anthropomorphize the robot being presented to a larger extent than in low 

cognitive load situations, expected if they fail to inhibit the default social process as per our 
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hypotheses. Results showed no evidence for differences in the evaluation of the robot being 

presented on the video according to the objective level of cognitive load. However, we found 

on subjective cognitive effort a positive relation to anthropomorphic and human traits 

attributions. The present results argue for an influence of subjective cognitive effort on 

anthropomorphism toward robots. However, as the cognitive load manipulation did not 

modulate attributions, this assumption has to be taken with caution. Also, the effect of the 

subjective cognitive effort showed low R2. An hypothesis to explain this absence of effect could 

be that the cognitive load manipulation was too low to produce any effect, as such, despite the 

significant results, the cognitive effort was relatively low. The consequence would be that only 

participants who experienced difficulty with the task showed the hypothesized effect. The 

second experiment tested whether this result could be strengthened with a more active 

interfering task. 

3 Experiment 2 

We replicated the study testing our cognitive load hypothesis by choosing a different 

interfering task to maximize the cognitive load effect. We replaced the memory task by a mental 

calculation task presented during the video (Ayres, 2001; Lamberts et al., 2000). The main 

difference between the memory task and the mental calculation task is the presentation of new 

stimuli during the video which should increase the level of cognitive load compared to the first 

experiment and strengthened the results. 

Again, we hypothesized that in a situation of high cognitive load, participants should 

not be able to inhibit the default social process and should anthropomorphize the robot 

displayed on the video to a larger extent than participants in a low cognitive load situation. 

Also, the higher the level of cognitive effort declared by participants, the higher the 

anthropomorphic attributions.  



3.1 Method 

Participants were 75 males, 31 females and 2 others (Mage = 19.2, SD = 2.5) recruited 

online. The experiment was processed with Qualtrics in groups. Participants took part in this 

experiment on a voluntary basis. We estimated the requested sample size with G*Power, with 

a medium effect size, a 0.05 α, power set at 0.90 and a 1/1 between-group ratio (Faul et al., 

2007). The requested sample size was 108. 

The experimenter informed participants that they will take part in a cognitive test. 

Instructions provided the schedule of the experiment: 1) a questionnaire (NARS scale), 2) a 

video to watch on which, subsequently, 3) questions would be asked (i.e. the same video as in 

experiment 1). In contrast to the first experiment, one-digit numbers (e.g., 5) were displayed 

during the video. Participants were randomly assigned to one of our two conditions. Half the 

participants were instructed to sum all numbers (i.e. low cognitive load experimental condition), 

while the other half the instruction was to multiply them (i.e. high cognitive load experimental 

condition). We choose these two arithmetic tasks because they both rely on the same memory 

network (Geary et al., 1986), however, multiplication requires more cognitive resources than 

addition (Sweller, 1994). The location and timing of digits were identical across conditions.  

After the video participants had to write the results of their calculation and rate the same two  

models as in experiment 1 to evaluate the (subjective) cognitive effort induced by the 

experimental condition (i.e. “Regarding the memory task you performed, the task was very 

complex”, “Regarding the memory task you performed, you provided a very high mental effort 

to solve it”, α = .88) (Brünken et al., 2004; Leppink et al., 2015; Paas et al., 1994). Finally, they 

completed the same questionnaires as experiment 1. 



Attitudes toward Robots. Again, we used the NARS scale made of 3 subscales: 1) 

Relational attitudes (α = .71), 2) Future/social influence (α = .69), 3) Actual interactions and 

situations (α = .67).  

Anthropomorphism measure 1. After watching the video, participants filled out the 

humanness scale based on Haslam’s dehumanization taxonomy with humanization (α = .76), 

and dehumanization (α = .70) dimension. 

Anthropomorphism measure 2. Finally, participants filled out the RoSAS with warmth (α 

= .77), competence (α = .50, non-reliable), and discomfort (α = .78) dimensions.  

3.2 Results 

3.2.1 Control analyses 

A multivariate ANOVA showed that there was no significant prior differences between 

participants in high cognitive load vs. low cognitive load experimental conditions on the three 

dimensions of the NARS filled prior to video exposure: Relational attitudes, F(1,107) = .01, p 

= .927, η²p < .01, 95%CI [-.38, .42], Future/social influence, F(1,107) = .64, p = .424, η²p = .01, 

95%CI [-.22, .51], and Actual interactions and situations, F(1,107) = .38, p = .539, η²p < .01, 

95%CI [-.33, .62]. It should be mentioned that the Cronbach's alpha reliability estimate was 

questionable for the last two dimensions (Brown, 2002; Cortina, 1993; Cronbach, 1951). As 

expected, results showed that participants in the high load cognitive load condition (compared 

to low cognitive load condition) declared higher cognitive effort during the task, F(1,107) = 

95.60, p <.001, η²p = .47, 95%CI [2.47, 3.72]. 

3.2.2 Cognitive load effect on anthropomorphic attributions 

To test the effect of the cognitive load manipulation (high vs. low) on humanness scores 

(humanization, de-humanization) and RoSAS scores (warmth, competence and discomfort), we 

conducted a multivariate ANCOVA including the cognitive effort measure as a covariate. 



Results showed that participants in the high cognitive load condition attributed more human 

traits, F(1,107) = 48.91, p < .001, η²p = .32, 95%CI [.69, 1.24], and more warmth, F(1,107) = 

40.58, p < .001, η²p = .28, 95%CI [.82, 1.55], and more competence, F(1,107) = 7.73, p = .006, 

η²p = .07, 95%CI [.12, .73], to the robot compared to participants in the low cognitive load 

condition. All the other ps > .05. 

To test whether the level of cognitive effort declared by participants could explain the 

effect of the experimental condition on anthropomorphic attributions we conducted mediation 

analyses using PROCESS plugin in SPSS (Bolin, 2014; Fritz et al., 2012; Hayes & Rockwood, 

2017; Hayes & Scharkow, 2013; Preacher & Hayes, 2004; Shrout & Bolger, 2002; Snyder, 

1961; Yzerbyt et al., 2018) for on humanness and warmth scores, with experimental conditions 

(high vs. low cognitive load) as a predictive factor (X) and the level of declared cognitive effort 

as mediating factor (M, bootstrap = 10000) (MacKinnon et al., 2004) (Figure 3).  

 

Figure 3. Mediation model 

Humanization. In the mediation model (corresponding to (ii) in Figure 2) the direct path 

between experimental conditions (X) and human traits attributions remained significant, b = 

.24, t(106) = 2.36, p = .020, 95%CI [.07, .84] (Figure 3). Results also showed that the higher 

the declared level of cognitive effort (M), the more participants attributed humanness traits to 

the robot presented in the video (Y), b = .44, t(106) = 4.76, p < .001, 95%CI [.12, .29] 

(corresponding to (iii) in Figure 2). The mediation path X → M → Y was also significant b = 



.42, 95%CI [.23, .65]. In other words, dissimilar to experiment 1, participants in the high 

cognitive load condition attributed higher human traits to the robots compared to participants 

in the low cognitive load condition and this effect was explained, at least in part, by the higher 

level of participants declared cognitive efforts (Figure 4). 

Warmth. In the mediation model including the warmth scores as DVs, the effect of the 

experimental condition became non-significant, b =.06, t(106) = .21, p = .833, 95%CI [-.55, 

.69]. We found that the higher the level of subjective cognitive effort (M), the more participants 

attributed warmth characteristics (Y) to the robot presented in the video, b = .45, t(106) = 3.22, 

p = .002, 95%CI [.09, .36]. Our analyses argue for a mediation of the effect of the experimental 

condition on warmth attribution by the declared level of cognitive effort, b = .70, 95%CI [.28, 

1.15] (Figure 4). 

Competence. The Cronbach alpha was not reliable for this dimension, therefore the 

following results should be taken with caution. In the mediation model, the effect of the 

experimental condition on competence attributions became non-significant, b =-.51, t(106) = -

1.74, p = .084, 95%CI [-.82, .05]. Also, we found that the higher the declared level of cognitive 

effort (M), the more participants attributed competence characteristics (Y) to the robot 

presented in the video, b = .52, t(106) = 3.53, p < .001, 95%CI [.08, .28]. Our analyses showed 

a significant mediation of the effect of the experimental condition on competence attributions 

by the declared level of cognitive effort, b = .61, 95%CI [.30; .93] (Figure 4). 



 

Figure 4. Mediation models Experimental conditions → Cognitive effort → 

humanization, warmth and competence. 

3.2.3 Exploratory analyses 

We conducted an ANOVA including the cognitive load experimental condition (high vs. 

low) and the experiment (experiment 1 vs. experiment 2) as IVs and the declared cognitive 

effort as DVs to test whether the change of interfering task increased the cognitive effort 

declared by participants. We found an experiment by cognitive load experimental condition 

interaction, F(1,236) = 9.21, p = .003, η²p = .04. Contrast with Bonferroni correction showed 

that while there was no difference between study on the low cognitive load conditions, F(1,233) 

= 2.01, p = .157, η²p = .01, 95%CI [-.16, 1.01], participants in experiment 2 high load condition 

declared higher cognitive effort (compared to their experiment 1 counterparts), F(1,233) = 

33.03, p < .001, η²p = .12, 95%CI [1.11, 2.72]. 

3.3 Discussion experiment 2 

The second study aimed at replicating and strengthen the results of study 1 investigating 

whether, in situations of high cognitive load, participants would fail to inhibit the default social 

process and therefore anthropomorphize the robot being presented to a larger extent than in low 

cognitive load situations. Congruently with our hypotheses, we found significant differences in 

             

         
              

           

      

          

          

          

          

          

          



the evaluation of the robot according to the objective and subjective level of cognitive load. In 

addition, the increase of positive anthropomorphic inferences (warmth, competence) and 

human traits attribution (humanization) was significantly mediated by the reported level of 

cognitive effort (all CIs excluded 0). 

In line with our hypothesis experiment, 2 results argue for an important influence of 

cognitive resources available when making an anthropomorphic judgement about a humanoid 

robot. The fewer resources are available, the higher are ratings in positive scales and lower on 

negative scales. These results argue for an automatic process of robots using the social cognitive 

system reflected in higher anthropomorphism when fewer control resources are available. And 

corollary, reduced positive anthropomorphism observed in the low cognitive load condition 

would reflect, within the present dual-route framework, increased reliance on controlled 

cognition, namely, adopting a physical stance to make judgements about the robots being shown 

on the video. 

Using a more active task than memory maintenance (online calculation in experiment 1), 

the second study makes it possible to conclude for a role of the amount of available resources 

in the structuration of participants’ mental representation of robots and, as a consequence, 

anthropomorphism processes that result from this representation. 

4 Experiment 3 

Experiment 1 and 2 aimed at investigating the cognitive control process (relying on 

available cognitive resources) in anthropomorphism. Taken together the results argue that 

people fail to inhibit the anthropomorphic inferences only when the depletion of the cognitive 

resource is sufficient. Otherwise, the control process allows a switch from the social to the 

physical cognition resulting in less anthropomorphic attributions. However, as mentioned in the 

introduction, some authors argued that the goal was of prime importance and then 



anthropomorphism was engaged when explaining or predicting the behaviour of the target 

entity was important (Caporael, 1986; Hansen et al., 1976; Meyer et al., 2012; Spunt & 

Lieberman, 2013).  

In experiment 3, we aimed at disentangling how focusing on the intention (Spunt & 

Lieberman, 2013) or the goal of actions (Gazzola et al., 2007) may result in different influence 

of cognitive load, considering the intentional stance as the default mode (Dennett, 1971; Spunt 

et al., 2015). We asked participants to watch a video presenting a robot with either the objective 

of answering the question “ hy the robot is doing that?” (“why” goal condition focusing on 

the intention behind the action) or the question “ hat is the robot doing” (“what” goal condition 

focusing on the goal of the action). With this experimental manipulation, we assumed de Lange 

and colleagues limit showing that deliberate reflection on goals and intention could bias 

mentalization process (de Lange et al., 2008). We also introduced a control condition of passive 

observation (observation goal condition) in which participants were informed that they will 

have to watch a video but there was no mention about further questions about it. The purpose 

was to avoid participants to focus on the robot’s actions. Also, we manipulated the cognitive 

load of participants (high vs low cognitive load conditions).  

In line with our previous hypotheses, participants in the high cognitive load condition 

should anthropomorphize more the robot than participants in the low load condition. We also 

hypothesized that participants in the “why” goal condition should anthropomorphize the robot 

more than the “what” condition as the focus would be made on intentional causal attribution in 

the former and on a more pragmatic level of analysis in the later (Dennett, 1971; Heil & Heil, 

2019; Meyer et al., 2012; Spunt & Lieberman, 2013). In addition, both should result in higher 

anthropomorphic attributions compared to the (passive) observation goal condition because the 

video should be considered as an interfering element in the task resulting in a low level of 

attention on the robot. However, in line with Spunt and Lieberman (2013), under high cognitive, 



when participants are primed by the “why” goal, an impairment of anthropomorphic attribution 

should occur because to reflect deliberately on intention could impair mentalization process (de 

Lange et al., 2008).  onversely, under the “what” goal, because people should not reflect on 

intention, participants should attribute more anthropomorphic traits to the robot in the high 

cognitive load condition (compare to the low load condition). Therefore, we hypothesized that 

the goal should condition the cognitive load effect. 

4.1 Method 

Participants were 93 males, 206 females and 53 others or who preferred not to answer 

(Mage = 22.2, SD = 8.7) recruited online. The experiment was processed with Qualtrics. 

Participants took part in this experiment on a voluntary basis. We estimated the requested 

sample size with G*Power, with a medium effect size, a 0.05 α, power set at 0.90 and a 1/1 

between-group ratio (Faul et al., 2007). The requested sample size was 350. 

First, building upon Spunt and Lieberman (Spunt & Lieberman, 2013), the experimenter 

informed participants that the experiment consisted in a memory test. Instructions provided the 

schedule of the experiment: a video to watch on which, subsequently, questions would be asked. 

Participants were then randomly assigned to one of the two experimental conditions. Half of 

the participants were instructed to remember an easy numbers sequence (e.g., 555-5555; further 

mentioned as the low load condition) while the other half had to remember a difficult numbers 

sequence (e.g., 813-5647; further mentioned as the high load condition).  

Second, we manipulated the goal factor by instructing participants to adopt one of three goals 

while watching the video: i) to actively recognize the action (“You will have to describe  HAT 

the robot is doing”; the what goal condition), ii) to understand the motive behind the action 

(“You will have to describe  HY the robot is doing these actions”; the why goal condition), or 

iii) to passively observe the video (the observation goal condition). The same video as in 



experiment 1 and 2 was used to ensure the comparison between the experiments. Participants 

were randomly assigned to a specific goal. 

Third, after the video participants had to recall the numbers sequence they had to memorized 

and to evaluate the robot on the Human-Robot Interaction Evaluation Scale (HRIES) (Spatola, 

Kühnlenz, et al., 2020) which contains four dimensions of robot evaluation including 

Sociability (4 items, e.g., Warm, α = .90), Agency (4 items, e.g., Self-reliant, α = .73), Animacy 

(4 items, e.g., Alive, α = .63), and Disturbing (4 items, e.g., Creepy, α = .83). This scale makes 

it possible to evaluate static, in motion or interactive robots on a broad spectrum of 

anthropomorphic attributions. For each item, participants rated whether they agreed or 

disagreed (on a scale from 1 to 7) on the attribute related characteristics to the iCub robot 

(presented on a picture above the scale). (i.e., “For each trait, you will have to evaluate whether, 

according to you, it corresponds or not to the robot that is presented to you.”). For each trait, a 

7-points slider scale was presented from 1 “not at all” to 7 “totally”.  e chose the HRIES in 

the third experiment because the scale has been developed as an aggregated and updated version 

of the two anthropomorphic measure previously used during the current study project. It also 

makes it possible to test the hypothesis with a slightly different but comparable measure. 

4.2 Results 

 

 e conducted a MANOVA including the type of goal (“what” vs “why” vs observation) and 

the cognitive load condition (high load vs low load) as independent variables and the HRIES 

dimensions scores as dependent variables. Results showed a main effect of the goal on Agency, 

F(2,349) = 55.11, p < .001, η²p = .21, Sociability, F(2,349) = 34.49, p < .001, η²p = .08, and 

Animacy, F(2,349) = 7.22, p = .001, η²p = .04, dimensions but not the Disturbing one, F(2,349) 

= 1.81, p = .165, η²p = .01. Pairwise contrasts with Bonferroni correction showed that all 

comparison were significant except for the “what” and “why” goal conditions on animacy 

dimension (see table 1). Participants attributed anthropomorphic characteristics to a higher 



extent in the “what” and “why” goal conditions compared to the observation one and in the 

“why” goal condition compared to the “what” one. 

  Goal t statistics p.value 95%CI 

Disturbing 

Observation What F(1,232) = .008 .999 -.41 .39 

Observation Why F(1,231) = 2.38 .332 -.13 .67 

What Why F(1,235) = 3.09 .276 -.39 .41 

Agency 

Observation What F(1,232) = 40.19 <.001 -1.27 -.58 

Observation Why F(1,231) = 68.50 <.001 -1.69 -1.00 

What Why F(1,235) = 7.71 .010 -0.76 -.08 

Sociability 

Observation What F(1,232) = 8.91 .008 -1.07 -.12 

Observation Why F(1,231) = 27.63 <.001 -1.56 -.61 

What Why F(1,235) = 5.91 .036 -.965 -.02 

Animacy 

Observation What F(1,232) = 6.08 .033 -.77 -.02 

Observation Why F(1,231) = 13.08 .001 -.95 -.20 

What Why F(1,235) = 1.32 .715 -.55 .19 

 

Table 1.  ontrasts’ statistics with Bonferroni correction for each anthropomorphic 

dimensions. 

We also found significant interactions between the goal and the cognitive load manipulation on 

Agency, F(2,349) = 23.12, p < .001, η²p = .12, Sociability, F(2,349) = 8.34, p < .001, η²p = .05, 

and Animacy, , F(2,349) = 6.79, p = .001, η²p = .04. The interactions are described at 

continuation. 

To investigate these interactions we used a tree-based classification model to predict the values 

of the dependent variables (Disturbing, Agency, Sociability, Animacy) with a Chi-squared 

Automatic Interaction Detection (CHAID) algorithm. This algorithm identifies the independent 

variables (predictors) that have the strongest interaction with the dependent variable. Non-

significant predictors are merged in one category. This process allows extracting a hierarchy 

from the data taking into account the different level of interaction between the predictors (i.e., 

goals and cognitive load). Overall results showed a primacy of the goal (observation vs. “why” 



vs. “what”) in all anthropomorphic dimensions except disturbing (see figure 5, 7, 8). The effect 

of the cognitive load was therefore conditioned by the type of goal supporting our hypothesis.  

Agency. Results on Agency attributions showed that the three types of goal (Observation, 

“what”, “why”) primed the effect of the cognitive load on attributions (Figure 5).  

 

Figure 5. Decision tree to predict agency traits attribution as the function of goal and 

cognitive load 

 

While participants attributed more traits to the robot in the “observation”, F(1,113) = 14.44, p 

< .001, η²p = .11, 95%CI [.48, 1.22], and “what”, F(1,117) = 10.96, p = .001, η²p = .09, 95%CI 

[.24, .95], goals conditions in the high compared to low cognitive load; in the “why” condition 

participants attributed less agency traits in high (compared to low) cognitive load condition, 

F(1,116) = 20.57, p < .001, η²p = .15, 95%CI [-1.41, -.55] (Figure 6). 



 

Figure 6. Agency traits attribution as the function of the goal (observation vs “what” vs 

“why) and cognitive load (high vs low). *** : p < .001. 

Sociability. On the sociability dimensions, the goal primed the effect of the cognitive load in 

the observation and “why” but not “what” goals (Figure 7). While there was no effect of 

cognitive load in the “what” goal condition, F(1,117) = 2.68, p = .104, η²p = .02, 95%CI [-.09, 

.98], participants in the observation condition attributed more sociability traits to the robot in 

the high (compared to low) cognitive load condition, F(1,113) = 9.79, p = .002, η²p = .08, 95%CI 

[.31, 1.40], and the reverse pattern was true for the “why” goal condition, F(1,116) = 5.81, p = 

.017, η²p = .05, 95%CI [-1.27, -.13]. 



 
 

Figure 7. Decision tree to predict sociability traits attribution as the function of goal and 

cognitive load 

 

Animacy. Finally, on Animacy attributions, results showed that the effect of the load 

was only dependent of the observation goal while there was no effect in the “what” and “why” 

conditions (ps > .05) (Figure 8). Results showed higher attribution in high (compared to low) 

load in the observation condition, F(1,113) = 6.08, p = .015, η²p = .05, 95%CI [.12, .99]. The 

Cronbach alpha of the Animacy dimension was not reliable (Cronbach, 1951), therefore results 

on this dimension should be taken with caution. 

 



 
 

Figure 8. Decision tree to predict animacy traits attribution as the function of goal and 

cognitive load 

 

4.3 Discussion Experiment 3 

Experiment 3 aimed at evaluating how could the type of interpretative goal modulate the 

influence of cognitive load on anthropomorphic attributions. Besides, we aimed at investigating 

whether the goal was the modulator or was modulate by the cognitive load.  

First, In line with previous studies (Meyer et al., 2012; Spunt & Lieberman, 2013), we 

found that individuals attributed more anthropomorphic traits when they were explicitly asked 

to (“why” goal condition). Participants anthropomorphized the robot more when they had to 

reflect on the intention of the robot (“why” goal condition) compared to the condition priming 



an emphasis on the action (“what” goal condition), the both resulting in higher attribution 

compared to the mere observation goal condition.  

Second, we found a goal by cognitive load interaction. Participants in the observation and 

“what” goals attributed more anthropomorphic characteristics to the robot in high compared to 

low load condition while it was the opposite in the “why” condition. This last result is in line 

with Spunt and Lieberman findings argues that when people are primed to reason about the 

intention of an agent, the increase of cognitive load impairs anthropomorphism (Spunt & 

Lieberman, 2013). However, when the emphasis is made on another characteristic of the agent 

behaviour such as “what the agent is doing” or mere observation, high cognitive load (compared 

to low load) result in higher anthropomorphic attributions (similar to the results in experiment 

2).  

The main differences between the “why” and the “what” and mere observation goal is that 

when people deliberately reflect on intention, the synergy between mirror neurons and 

mentalizing systems which play a central role in social cognition (de Lange et al., 2008; 

Sperduti et al., 2014; Van Overwalle, 2009; Van Overwalle & Baetens, 2009). In other terms, 

in the “why” goal, because of the goal, the automatic synergy between mentalization and 

embodiment could be bypassed and become a controlled process (unlike when participants do 

not are explicitly required to deliberate on intention). This interpretation is in line with fMRI 

research demonstrating increased activity in mentalization areas and a loss of the synergy 

between the mirror and mentalizing systems when participants are explicitly instructed to 

understand the intention of an agent (de Lange et al., 2008; Spunt & Lieberman, 2013). Spunt 

and colleagues, in a further study, showed that mentalization is primed by the default mode of 

human brain function, and could be highly sensitive to the type of task demand (Spunt et al., 

2015). Therefore, if the attribution of intention become a controlled process (requiring 

resources), cognitive resources depletion could impair the process of intention attribution 



(Engström et al., 2017) or, as named by Dennett, the adoption of the intentional stance (Dennett, 

1971). 

5 General discussion 

Across 3 experiments, we aimed at investigating the process of anthropomorphism 

regarding the cognitive control theory. More specifically, we grounded our hypotheses in a 

framework that posits two cognition systems in human perception. First, a social cognition as 

an automatic path based on the social perception of the environment and the activation of social 

representation (social schema, social scripts). Second, a physical cognition as a non-automatic 

path focused on the concreteness of stimuli and empirical rules (Jack, Dawson, Begany, et al., 

2013; Mars et al., 2012; Tavares et al., 2008). With respect to this framework, we proposed that 

human perception facing human-like agents’ (such as humanoid robots) behaviours, would be 

first social resulting in anthropomorphic attributions but could be actively controlled to switch 

to physical reasoning about the target (Heider & Simmel, 1950; Jack, Dawson, Begany, et al., 

2013; Tavares et al., 2008) and more target-specific (compared to anthropomorphic) 

representation. Finally, we aimed at investigating the interaction between cognitive load and 

goal of evaluation, especially when individual are required to deliberate on the intentional 

motivation of an observed agent. In line with previous studies (de Lange et al., 2008; Spunt & 

Lieberman, 2013), we hypothesized that when individuals observe a robotic agent, a mental 

representation of this artificial agent is built based on information from the social cognition that 

could be actively bypassed by the physical cognition if sufficient cognitive resources are 

available. (Experiments 1, 2). However, this social vs physical inferences could be modulated 

by the goal of observation as explicitly focused on mental states or not switching an automatic 

process in a controlled process and countervailing with its standard modus operandi 

(Experiment 3).  



In line with previous research on mental representation (Huang & Awh, 2018), our results 

(experiment 1 and 2) demonstrate that judgments about robots are based on a pre-structured 

mental representation rather than a reactivation and reevaluation of the percept (i.e., the 

sensitive content of the video). This view of anthropomorphism is in accordance with Epley 

and colleagues model who posit that the core of anthropomorphism is the representation of the 

object rather than the object (Epley et al., 2007; Waytz et al., 2010). However, the structuration 

of the representation may be conceptualized as an iterative reprocessing model (Cunningham 

& Zelazo, 2007). Indeed, if the process was only one-way, we could not observe a switch from 

a representation mainly based on social information (anthropomorphic) to a representation 

mainly based on physical information (non-anthropomorphic). In other word, the representation 

of the agent remains malleable as long as the observation goes. Therefore, we could assume 

that the longer the observation, the more structured and the less malleable the representation 

(Carlston & Smith, 2007). The reason is that the accumulation of information runs against the 

volatility of the representation. The higher the amount of information, the higher the inertia in 

which the weight of an information is pondered by its coherence with the social vs. physical 

dominance of the representation (e.g. confirmation bias). Therefore, in HRI, the first 

representation of robots remain crucial to define attitudes. Because the access to direct 

interaction and information about these new artificial agents potentialities and limits are limited, 

representation are often biased by the pop-culture and unrealistic positive or negative 

expectation. This phenomenon has been described as the “Hollywood robot syndrome” (Sundar 

et al., 2016) and could explain the actual high level of inter-individual differences in attitudes 

(e.g. interest, fear) and willingness to interact and accept robots. Also, because our results argue 

for the importance of the first representation (even biased), assessment method of initial 

representations and its malleability are crucial to develop. Here we used explicit measures but 

we could posit that implicit measures could be better suited. Explicit measures operate on a 



conscious level and generally use self-reports (e.g. questionnaires), while implicit measures rely 

on unconscious and automatic processes, and typically use reaction time paradigms or implicit 

association test (De Houwer et al., 2009). Research suggests that implicit measures might 

constitute better predictors of future intentions and behaviors (Kurdi et al., 2019), and thus be 

more representative of real representations than explicit declarations. Implicit measures have 

also proved to be well equipped to predict the behavioral consequences of individuals’ implicit 

representations either with humans (Friese et al., 2008; Kurdi et al., 2019) or robots (Spatola & 

Wudarczyk, 2020, 2021).  

As posited by the cognitive control framework –in which we anchored our hypotheses–, 

the amount of cognitive resources available during this iterative process of representation 

structuration is crucial to take into account (Lavie, 2010). As hypothesized, we found that 

cognitive load might modulate the amount of anthropomorphic attribution associated with the 

robot. The lower the amount of cognitive resources available, the higher the anthropomorphic 

attributions. These results are in line with decades of social psychology literature, for example 

pertaining to stereotypes, demonstrating that people lacking of cognitive resources tend to 

reason about their environment by reducing the complexity of the environment in using 

automatic representation (Sherman et al., 1998). Taken together, results from studies 1 and 2 

support the hypothesis of anthropomorphism as a default mechanism that might be controlled 

when sufficient resources are available. In experiment 1, results showed that the higher the 

amount of cognitive resources hold by the task, the higher the anthropomorphic attributions. 

Anthropomorphism makes it easier to analyze robot interactions because it is based on the 

best-known model of the human observer: the human (Epley et al., 2007), despite a weaker 

perceptual input than when observing a real human being (Chaminade et al., 2005). As Dennett 

pointed out (Dennett, 1971), human observers can often misinterpret information that have been 

easily extracted and integrated into a representation in a specific situation (e.g., to use human 



characteristics easily accessible to structure the mental representation of a robot in case of high 

cognitive load). When activated, during judgment, for example, they will consider these 

information recovered from mental representations as accurate regardless of the initial 

anthropomorphic bias (O’Rourke, 1993). The attribution of human-like characteristic to 

artificial human-like entities such as robots is therefore bias by these representations. To 

illustrate the process, we may consider the case of peripheral vision as a metaphor for the 

mediating effect of the cognitive load on the anthropomorphism process. While observers do 

not have "a clear image" of the full picture because of the peripheral objects represented in their 

visual system, they subjectively perceive these peripheral objects as clear because they can 

structure "clear images" of these objects by completing their representation with usually 

situationally correlated elements stored in memory, even if the actual sensory information is 

not complete or accurate. Completing a representation of a robot by using appropriate accessible 

elements that can easily be retrieved from memory (i.e., human characteristics could be 

interpreted as a completion and stabilization of the representation strategy) especially if the 

robot is human-like. This would be even truer when the observer lack of cognitive resources, 

“blurring the image” or resulting in an incomplete representation. However, when individuals 

have sufficient cognitive resources to deeply reason about the robot (“to clean the image”), 

individuals would refer to a more accurate and thus less anthropomorphic representation of the 

robot, relying mainly upon what  ennett called “the physical/design stance”. The results would 

be a switch from the social cognitive model to the physical cognitive model, due to the 

rationalization of the robot as an artefact. Saving resources using human schemas (i.e., social 

cognition) would therefore no longer be necessary and detailed analysis (i.e., physical 

cognition) would become possible. 

Also, our experiment 3 results demonstrated that the goal entailed by observers could 

modulate how the cognitive load biased anthropomorphic attributions. Priming participants to 



adopt, on purpose, the intentional stance resulted in a reversed pattern with lower 

anthropomorphism in high (compared to low) cognitive load situation. This result argues to 

further consider how the control (in a task) of a default process may bias this process (Spunt et 

al., 2015). This result is in line with the CASA hypothesis (Nass & Moon, 2000). While 

individuals tend to use anthropomorphic attribution to think about a non-human (e.g. robotic) 

agent, asking them explicitly whether they actually consider them as anthropomorphic will 

result in a denial of such attribution, and become the dominant response. However, how this 

denial occurs remained poorly understood. Whether it could arise from reactance (Brehm, 1981; 

Steindl et al., 2015), ironic rebound (Wegner & Schneider, 2003), contrast comparison between 

humans and robots (R. Brown & Hewstone, 2005; Spatola & Urbanska, 2019) remained 

unanswered.  

Finally, using different cognitive load manipulations in the 3 experiments, we may now 

assume that the present effects do not depend on a specific task but more generally on a common 

process within the cognitive control framework, putatively in relation to cognitive load. These 

results, again, argue for the crucial role of the context in anthropomorphism. In two different 

contexts, two different representations and, as a consequence, judgments of the same robot 

could be produced by the same individual. Taking into account this information we could define 

social-cognition strategies to increase or reduce the anthropomorphic attribution toward robots 

on purpose. For instance, it could be considered as positive to anthropomorphize a host robot 

in a store. Therefore programming the robot to transmit a sufficient amount of information, 

could reduce the amount of resources available for customers and increase the anthropomorphic 

attributions. This can be done by mixing the cues that the social cognition will perceive such as 

facial emotional cues, body gesture either to transcript emotions or orientation indices, the 

logorrhea and the type of semantic (e.g. pragmatic vs emotional). In this example, the increase 

of the number of stimuli is twofold: i) the increase of the social signals, triggering the activation 



of the social cognition, and ii) the increase of the amount of signal to process, requiring more 

cognitive resources alleviating the counter-anthropomorphic process. Going further, because 

anthropomorphism is sensitive to the context, we could posit that the representation could be 

modulated by the type of cognitive load sources, for example, positive or negative semantic 

related stimuli (Hermans et al., 2003; Iida et al., 2012; Meisner, 2012) and as such modulate 

the experience with the robot but also the evaluation of the action of the robot. 

Limits 

Some limits have to be discussed. First, we cannot consider here the gap with the attribution 

of these anthropomorphic characteristics between a robot and a human performing the same 

actions. Thus, even if robots are more anthropomorphic in high cognitive load condition, the 

distance between them and a complete anthropomorphism (i.e., comparison to the human 

prototype) can’t be evaluated.  

Second, our study doesn’t make it possible to study the effect of time and the hypothesis 

of a reduction in anthropomorphic attributions over time. In light of recent brain imaging 

studies, it could, therefore, be assumed that the difference on structures such as the parietal 

temporal junction (associated to the attribution of intentionality) or the hypothalamus subnuclei 

(associated to the social bonding) highlighted by Rauchbauer and colleagues (Rauchbauer et 

al., 2019) in the HHI and HRI comparisons only appear at certain moments of the interaction, 

for example, if no differences of activity were found at the beginning of the interaction (Spatola 

et al., n.d.).  

Third, our studies only emphasize the “interpretative” aspect of anthropomorphism. 

However, Fisher identified two different ways to engage in anthropomorphic thinking: 1) 

interpretative, the attribution of anthropomorphic characteristics based on observation and 2) 

imaginative, as the representation of fictional entities detached from concrete perception. 



Therefore, we could assume that the cognitive cost or motivation to switch from the social to 

the physical cognition could be influenced by this prior. Finally, facing robots, the design of 

the agent can be a huge source of variability (Duffy, 2003). It could be argued that attributions 

could be modulated by the anthropomorphic characteristics of the design such as the presence 

of a mouth or eyes (DiSalvo et al., 2002). Still, understanding the actions of robots, even non-

anthropomorphic ones, take advantage of the intricate brain mechanisms that developed to 

understand the actions of our fellow creatures, it is to say mirror neuron and mentalization 

systems (Gazzola et al., 2007). 

Fourth, while participants were on the usual age average in psychological study, this could 

be a limit to the generalization of the results. The reason is that in relation to technology, age is 

an important factor. Indeed, acceptance or knowledge are two dimensions correlated to age. 

Considering that in our proposed model, knowledge about robots is an important part of the use 

of an anthropomorphic representation (or not) (Epley et al., 2007, 2008; Waytz et al., 2010), 

age could be a moderator interesting to take into account. Also, the same comment could be 

done about gender. 

Fifth, we agree that other factors that we did not investigate in present study, such as the 

human-like appearance (Nyangoma et al., 2017; Salem et al., 2013), the motor resonance 

process (Chaminade et al., 2010, 2012), the social context (Spatola et al., 2018a, 2019a), the 

observer’s knowledge about robots (Epley et al., 2007, 2008; Waytz et al., 2010), could 

reinforce or interfere with the control of the social vs physical information weight. In other 

words, the more the context provides social information or triggers social processing, the more 

it is difficult for the cognitive control to inhibit the default social cognition path. 

Finally, as we mentioned in introduction section, the nature of the relationship between 

social and physical cognition remains an open question. In the parallel-competitive form, both 



processes are activated in parallel as information treatment pipelines that weight automatic and 

controlled information to provide a single output (Smith & DeCoster, 2000). In the default 

system theories, the social cognition produces the initial output that can be (or not) corrected at 

a second stage by the physical cognition, similar to evidence accumulator correction model that 

is computed until the production of the final output (Evans & Stanovich, 2013). The present 

results do not make it possible to disentangle the two  models. 

6 Conclusion 

 Anthropomorphism is fundamental to human-robot (and other non-human agents) 

interaction as it helps to make sense of their behaviour and is activated by default (as a dominant 

response) and need to be actively inhibited. To embed anthropomorphism in cognitive control 

theory and the dual-route (social cognition, physical cognition) framework makes it possible to 

predict better the situation in which one would engage in anthropomorphism, taking into 

account the observation goal. Indeed, observation goal, and in particular focusing on intention, 

modifies how people adopt an intentional stance toward non-human agents. Bringing into the 

field of consciousness a process activated by default, such as anthropomorphism or the 

attribution of intentionality, tends to inhibit this process as cognitive resources diminish, 

conversely to a situation in which one reflects about non-human agents without –intentional 

inferences– goal. 

If the integration of social robots is a possible future for our societies, it seems important 

to understand how we view them. This understanding is a necessary condition for a positive 

integration in contexts that can be critical. The present experiments invite us to question the 

contexts of use of robots and the manipulation of anthropomorphic processes. Depending on 

the context of use, anthropomorphism may be more or less relevant. For example, robots tend 

to be used in school contexts requiring students to produce significant cognitive efforts. 



Therefore, under constraint of cognitive resources, students, beyond a question of age, will tend 

to produce anthropomorphic attributions. However, research has shown that during cognitive 

tasks, such as learning, the presence of a robot characterized by anthropomorphic traits can 

positively or negatively modulate cognitive performance (Spatola et al., 2018b, 2019b; Spatola, 

Monceau, et al., 2020; Spatola & Normand, 2021). The more anthropomorphized a robot is, the 

more it is considered similar to a human in socio-cognitive processes. The result is the 

reproduction, for example, of the social presence or comparison effects studied by social 

psychology. 
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