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Abstract. Neural Machine Translation (NMT) systems have been shown to per-
form impressively on many language pairs compared to Statistical Machine Trans-
lation (SMT). However, these systems are data-intensive, which is problematic
for the majority of language pairs, and especially for low-resource languages.
In this work, we address this issue in the case of certain Arabic dialects, those
variants of Modern Standard Arabic (MSA) that are spelling non-standard, mor-
phologically rich, and yet resource-poor variants. Here, we have experimented
with several multitasking learning strategies to take advantage of the relation-
ships between these dialects. Despite the simplicity of this idea, empirical results
show that several multitasking learning strategies are capable of achieving re-
markable performance compared to statistical machine translation. For instance,
we obtained the BLUE scores for the Algerian — Modern-Standard-Arabic and
the Moroccan — Palestinian of 35.06 and 27.55, respectively, while the scores
obtained with a statistical method are 15.1 and 18.91 respectively. We show that
on 42 machine translation experiments, and despite the use of a small corpus,
multitasking learning achieves better performance than statistical machine trans-
lation in 88% of cases.

Keywords: Neural Network - Machine Translation - Multitask Learning - Low-
resource Languages - Arabic dialects.

1 Introduction

Arabic dialects are morphologically rich vernaculars, just like Modern Standard Arabic
(MSA), this leads to some challenges in automatic language processing in general and
in machine translation in particular. In the Arab world, at least two languages coexist
in a single country, one of which is MSA. This phenomenon of coexistence of lan-
guages used by the same linguistic community is known, in linguistics, under the name
of diglossia [11]. The modern standard Arabic is unique, has a standard orthography
and is used in formal settings such as broadcast news, religious speeches, governmental
documents, and other printed material, while Arabic dialects are several, they are con-
sidered as the mother tongues of the population that depend on the their born regions.
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These latter have no standard written form and are used mostly for verbal commu-
nication [17]. Arabic dialects can be clustered in two groups: the Mashriqi (eastern)
dialects group, which includes dialects of Arabian Peninsula, Mesopotamia, Levant,
Egypt and Sudan, and the Maghrebi (western) dialects group, which are characterized
by a high level of code-switching in the daily communication. While mutual intelli-
gibility within each group is high, it is not so between the two groups, e.g., Moroc-
can and Palestinian. This reason could justify the development of Machine translation
among these dialects. [5] studied the linguistic variation among Arabic dialects to that
among Romance languages, indicating the need for machine translation between these
dialects. However, while most machine translation systems have been conducted for
rich-resource language pairs, [1,20], only very limited number of works tackled the is-
sue of Dialect-to-dialect pairs due to the problem of parallel data sparsity [2,10,16,18].
Arabic dialects are under-resourced languages, in addition, they face two other issues:
morphological richness, orthographic ambiguity. None of these issues are unique to
Arabic dialect, but their combination makes DA processing particularly challenging.

Morphological Richness : Arabic (MSA and Arabic dialects) is a morphologically
complex language which includes rich inflectional morphology and a high number of

L AL il n
clitics. For instance, the Moroccan dialect word ” (44255 eg ™ correspond to the En-

glish phrase ”and they will write it”. This phenomenon leads to a higher number of
unique words compared to English, which has the consequence to increase the number
of entries in the vocabulary and therefore necessitates a bigger parallel corpus for the
training that are not available for Arabic dialects.

Orthographic Ambiguity: The Arabic script uses optional diacritical marks to repre-
sent short vowels and other phonological information that are useful for removing the
ambiguity [13]. For instance, the word &S (without diacritics) could correspond to

several other words, among them: Q,..x.f (she wrote), CJ (I wrote. Arab speakers do

not generally have a problem with reading undiacritized text, they use the context in
order to remove the ambiguity depending on the position of the no-vowled word. How-
ever, for computers or beginners in Arabic, this task is very challenging.

Many attempts were proposed to handle the issue of translating these dialects to each
other or from or into MSA. However, most of these system are based on either rule-
based approach or a statistical machine translation approach. This last one used to
dominate MT research for decades. For instance, in [16, 18], the authors developed
statistical machine translation systems between several Arabic dialects using Parallel
Arabic DIalect Corpus (PADIC) 3.

Another work, based on neural network approach, proposed by [2], in which the au-
thors proposed a multi-task learning method for translating dialectal Arabic to MSA
by leveraging a pivot Language (English). However, due to the aforementioned prob-

3 https://smart.loria.fr/corpora/
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lems of Arabic dialects, adding English or any other structured language do not help
the model due to the gap between the different data distributions of these different lan-
guages.

In this paper, we adopt a different approach where we leverage the closeness between
Arabic dialects and perform simultaneous translations of multiple dialect pairs using a
neural multi-task learning framework. This alleviates the issue of parallel data sparsity.
To the best of our knowledge, our work is the first to use the translations of multiple
Arabic dialect pairs as related tasks in a multi-task learning setup. Our approach out-
performed previous statistical machine translation and achieved state-of-the-art result
on 88% of the translation directions of the pairs of languages of PADIC corpus.

The remainder of this paper is structured as follows. In the next section, we discuss
related work. Section 3 provides a detailed description of PADIC dataset. Section 4
describes the proposed method. In section 5, we present the results of the proposed ma-
chine translation approach using several language pairs, and compare these results with
those of other learning strategies. Finally, conclusions are drawn in Section 6.

2 Related Work

Sequence to sequence models are the common choice for machine translation systems
in most language pairs. However, these models are rarely used in Arabic dialects due
to scarcity of parallel corpora. A lot of work on the translation from Arabic dialects to
MSA, based on rule-based methods, has been carried out. For example, [21] proposed
a rule-based approach that relies on language modeling to translate from Moroccan
dialect to MSA by adapting many tools such as Alkhalil morphological analyzer [4],
which was initially developed for MSA. In [9], the authors used a rule-based method
to improve Egyptian-English translation by identifying a mapping from Egyptian di-
alect to MSA to reduce the out-of-vocabulary rate. [12] proposed a machine translation
system for both TUN to MSA and MSA to TUN based on deep morphological rep-
resentations of roots and patterns’ features. The system reached about 80% recall in
the TUN to MSA direction and 84% recall in the opposite direction. All the methods
used in the above-mentioned papers focused on a rue-based approach which requires
enormous amount and linguistic resources.

[3] tackled the challenge of translating from Arabic dialects (Levantine dialects and
Maghrebi dialects) to MSA by using a neural machine translation system. In that work,
the authors used a multi-task learning paradigm by sharing one decoder between two
target languages (MSA and English) and each source language has an encoder (the
sources languages were Arabic dialects and MSA). Another interesting work was pre-
sented in [2] which proposed a unified multitask neural machine translation model
where an encoder is shared between two tasks, the first task being Arabic Dialect to
MSA translation and the second task being segment-level Part-Of-Speech (POS) tag-
ging. The model achieved a definite improvement of the translation performance, and a
good performance on the test set for the POS tagging task.
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[16, 18] presented the PADIC dataset which consists of parallel sentences in Levantine
dialects ( Syrian and Palestinian), Maghrebi dialects (Moroccan, two dialects from Al-
geria and Tunisian) and MSA. The authors proposed a statistical machine translation
method by employing different smoothing techniques for the language model to trans-
late not only from Arabic dialects to MSA but also between all language pairs within
PADIC dataset. The obtained results were relatively good given the size of the training
corpus, especially for similar languages.

3 DATASET

It is well known that parallel corpora are the foundation stone of several natural lan-
guage processing tasks, particularly cross-language applications such as machine trans-
lation, bilingual lexicon extraction and multilingual information retrieval. Building this
kind of resources is a challenging task especially when it deals with under-resourced
languages. Arabic dialects are among those languages for which the parallel corpora
are scarce.

In this paper, we use The Parallel Arabic Dlalect Corpus (PADIC) [16]. The corpus
(containing 273k words) has been built from scratch because there are no standard re-
sources. Indeed, Arabic dialects are only used in daily oral communication and so-
cial networks and not for formal writing. PADIC contains six dialects from both the
Maghreb and the Middle-East as well as MSA. The dialects are: Annaba’s dialect
(ANB) and Algiers’s dialect (ALG) which are Algerian dialects, Moroccan dialect
(MAR), Sfax’s dialect (TUN) used in the south of Tunisia, Syrian dialect (SYR) and
Palestinian dialect (PAL) which are spoken in Damascus and Gaza respectively.

4 METHODOLOGY

4.1 Sequence-to-sequence learning

Here, we describe briefly the underlying framework, called Encoder-Decoder architec-
ture. The encoder-decoder with recurrent neural networks has two components:

An encoder reads the input sentence, a sequence of words (z1,%2,....x1), where z; is
the ' word, and produces a context vector ¢; which encodes sentence information with
strong focus on the parts surrounding the i*” word, as shown in Equation 1 :

T
¢ =Y agh 1)
j=1

where h, = f(x;, h,_;), with:

- hy € R? being the hidden state at time ¢, and d is the the dimension of the hidden
state vector.

— f being a nonlinear activation function (LSTM or GRU).
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— «; being the so-called energy, computed by:

exp (€;4
ij = — p( J) 2)
> k=1 ¢xP (€ik)
where
€ij = 0(81'71, hj) 3)

with a being a feed-forward neural network trained jointly with all the other com-
ponents of the model that scores how well the inputs around the position j and the
output at position ¢ match, and s;_; being the previous hidden state of the decoder.

On the other hand, a decoder takes as inputs the context vector c; and all the previously
predicted words (y1,...,y;—1) trained to predict the next word y; as in Equation 4

Ty
p(y) = Hp(yi\{yla o Yio1}s Ci) @)
i=1

where y = {y1.....yr, }. With an RNN, each conditional probability is modeled as fol-
lows:

pyil{yrs o vic1 b ) = g(Yiz1, Si, ¢i) 5

where ¢ is a nonlinear, potentially multi-layered, function that outputs the probability
of y;, and s; is an RNN hidden state for time i, computed as in Equation 6.

si = f(si—1,¥i-1,¢i) (6)

4.2 Multi-task sequence-to-sequence learning

Multi-Task Learning (MTL) has been used successfully in many domains such as natu-
ral language processing [7], speech recognition [8], and computer vision [15].

The use of multi-task learning in this work is motivated by the relatively small size of
PADIC corpus and also by the idea that learning one encoder across multiple language
pairs jointly may result in a better generalization because of the similarities between the
languages considered here.

Learning multiple tasks simultaneously can be applied in different ways such as peri-
odic task alternations training with a ratio for each task based on the size of the task’s
data-set. In this work, we used the simplest approach to train these multiple tasks jointly
by taking a mini-batch of data per task for each training iteration and update the model’s
parameters for every mini-batch. Figure 1 illustrate an example where the model takes
first as input MSA-to-MAR mini-batch data; the encoder encodes the MSA sentences
and the decoder takes the encoded vector and produces the Moroccan translation sen-
tences, then the model takes the second mini-batch (ALG-to-MAR) and so on.
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Fig. 1. Illustration of the architecture of the used multitask sequence-to-sequence learning with
an attention mechanism. The model takes a mini-batch of data from each language pair.

4.3 Model training

In this work, the translation model is composed of one encoder, shared among sev-
eral translation directions, and a decoder for each target language. The main objec-
tive is to develop a model which is able to map an input sentence from a chosen lan-
guage ¢, in {¢,, {5, ...0; } to a target language ¢,, where L is the number of input lan-
guages we use for our encoder. Mathematically, given a sentence S, NDék of m words
X =(x,%g,....T,,) an encoder E( x, {,, 0;) produces a representation vector b, cR"
where 6, are weights shared across all input languages and n is the dimension of the
hidden states, then a decoder D( h,;, ¢,, 8) takes as input the vector representation
and generates an output sentence y = (y1,Ys,....4,)- The objective function is defined as
follows:

£(9E7 GD’ Z7 éi'meo) = EacN’D

I

o, [A@.9) (M)
where Z is the set of word embeddings, ¢;,, is the input languages, ¢,, is the output
language, ¢ is the predicted sentence, and A is the sum of token-level cross-entropy
losses.
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S EXPERIMENTAL RESULTS & DISCUSSION

5.1 Experiment settings

We use Pytorch [19] library to implement all our experiments. We set the size of the
embedding vectors to 256 for all languages. The embedding vectors are initialized ran-
domly. Each mini-batch used in the training consists of 32 sentences randomly selected
from each translation direction with equal ratios for each language pair. In each mini-
batch, we trained the encoder-decoder model using GRUs [6], each having 256 hidden
units, to minimize the sum of token-level cross-entropy losses provided in Equation 7
using Adam optimizer [14] with a learning rate of o = 0.003.

Performance of the Many-to-One multi-task learning approach We recall that we
opted for one shared encoder that encodes several dialects and one decoder for the target
language. In other words, any target language among the languages used in the encod-
ing step could be decoded by one decoder. We will refer to this multi-task learning
strategy as Many-to-One (M-2-O).

Table 4 shows the results of this Multi-task learning model and we compare them to
those obtained by the statistical machine translation approach presented in [16, 18]. The
results are given in terms of BLEU score measured on the same corpus of 500 unseen
parallel sentences. In bold, we reported the best performances. It is shown that in the
majority of cases (88%), our approach achieves better results than the statistical ap-
proach; the gain in performance is significant for many language pairs. For the M-2-O
approach, the lowest and the highest BLEU scores are respectively 22.75 for the pair
Moroccan-Syrian, and 35.96 for the pair Algiers-Palestinian, while the lowest and the
highest BLEU scores for the statistical model are respectively 7.29 for the pair Algiers-
Syrian and 61.06 for the pair Annaba-Algiers. The latter result is due to the fact that the
corresponding dialects are from the same country; 60% of words are shared between the
two dialects in accordance to the study presented in [16, 18]. The method that we pro-
pose here has not achieved this high score because the aim is to learn a general-purpose
sentence representations across all translation directions. But, except few cases, as in-
dicated our method is better than the statistical approach in 88% of cases. The proposed
learning model is shown to have the potential to learn sentence representations across
all language pairs and produce non-trivial translations, which confirms the effectiveness
and the robustness of the approach.

It is evident from Table 4 that the results achieved by our proposed multi-task learning
approach are significantly better than those obtained with the statistical model [16]. This
could be attributed to the fact the architecture of the proposed multi-task learning model
is, thanks to its sophistication, capable of capturing more relationships between the
source and the target sentences, and also by the fact that this model benefits from more
data since all the entire corpus has been used to train one neural network model, whereas
in the statistical model, only data corresponding to a pair of languages is used in the
training. In addition, our proposed system address one of the weakness in conventional
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Target

MSA ALG ANB TUN PAL SYR MAR

Source|M-2-O|SMT |M-2-O|SMT |M-2-O|SMT |M-2-O|SMT (M-2-O|SMT |M-2-O|SMT |M-2-O|SMT
MSA | —— |——[27.71 |13.55 |27.27 |12.54 |27.96 |20.03 {30.79 (42.46 (26.55 |21.38 |28.45 (20.02
ALG |35.06 |[15.1 |—— |——|30.41 |61.06 |32.39 |09.67 (35.96 |10.61 |32.64 |07.29 |33.23 |10.22
ANB |30.81 |14.44 |27.55 |67.31 |—— |——29.56 |09.08 {31.63 [10.12 [31.82 |07.52 |33.38 [10.00
TUN |25.42 |25.99 |24.61 |09.89 |25.04 |09.34 | —— |——|(27.88 |22.55 |25.95 |13.05 |25.29 |14.37
PAL |34.50 |40.48 [33.61 |11.28 |33.39 [09.53 |34.64 |17.93 |—— |——|(32.46 |23.29 |33.86 (16.08
SYR |27.85 |24.14 |26.94 |07.57 |25.05 |07.50 |24.98 |13.67 (27.88 |26.60 |—— |——|26.73 |09.93
MAR |26.18 |24.93 |24.01 |10.13 |23.33 |10.16 (23.82 |14.68 |27.55 |18.91 |22.75 |09.68 | —— |——

Table 1. Comparison of the performance of the M-2-0 Multi-task learning model and the statisti-
cal model of [16]

NMT systems which is their inability to correctly translate very rare words. Table 2
summarises the improvement in performance achieved by the proposed model over
the statistical one. The first column indicates the average BLEU corresponding to the
translation of any language to a specific target language. For instance, the first line
corresponds to the average performance achieved from any dialect to the the Moroccan
dialect. In our experiments, the best performance is achieved for pairs of dialects where
the target language is the Moroccan dialect (an improvement of 124.49%).

Many-to-One Statistical | Rate (%)
Any-to-MAR 30.15 13,43 124,49
Any-to-ALG 27,40 19,95 37,34
Any-to-ANB 27,41 18,35 49,37
Any-to-TUN 28,89 14,17 103,88
Any-to-PAL 30,27 21,87 38,40
Any-to-SYR 28,69 13,70 109,41
Any-to-MSA 29,97 24,18 23,94

Table 2. A summary of the results of different machine translation methods for several pairs of
dialects

Performance of single-task neural network We have carried out other experiments
based on a simple sequence-to sequence neural network in order to determine the im-
pact of using neural network machine translation when using a small training corpus.
The single task model (S-task), used in this paper, has one encoder and one decoder
and it is trained only in one translation direction. For instance, from Moroccan dialect
to Algerian dialect the encoder will take as input the Moroccan sentence and the de-
coder will produce the Algerian dialect sentence. The results are given in the Table 3,
unlike the results given by the Multi-task learning (One-To-Many) approach, the results
in this case are mixed, we only have 50% of cases where the sequence to sequence
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approach achieves better results than those given by the statistical machine translation
approach. This could be explained by the lack of data necessary for learning a sequence-
to-sequence neural network, while in MTL (M-2-0), the model benefited from the entire
corpus for training the encoder.

Target

MSA ALG ANB TUN PAL SYR MAR

Source|S-Task|SMT |S-Task|SMT |S-Task|SMT |S-Task|SMT |S-Task|SMT |S-Task|SMT |S-Task|SMT
MSA | —— |——|14.45 |13.55 [12.22 |12.54 |14.55 |20.03 |21.96 |42.46 |18.94 |21.38 |15.56 (20.02
ALG |15.83 [15.51 |—— |[——|20.89 |61.31 |11.23 [09.67 |16.06 [10.61 [10.92 (7.29 |12.94 |10.22
ANB |13.97 |14.44 |22.08 |76.31 |—— 12.42 109.08 [11.63 |10.12 {15.27 |07.52 {14.71 |10.00
TUN [18.65 |25.99 |14.42 |09.89 |12.32 |09.34 |—— |——|18.24 |22.55|17.83 |13.52 |13.76 (14.37
PAL [20.13 |40.48 [13.31 [11.28 |13.45 |09.53 |15.49 |17.93 |—— |——20.14 |23.29 |14.98 [16.08
SYR [19.17 |24.14 |14.23 |07.57 |14.66 |07.50 {12.43 |13.67 |17.36 |26.60 |—— |——[14.22 |09.93
MAR |[15.32 |24.93 |15.43 |10.13 |15.76 |10.16 |14.77 |14.68 |18.19 |18.91 |17.01 |09.68 | —— [——

Table 3. Comparison of the performance of the S-task learning model and the statistical model
of [16]

Performance of the One-To-Many multi-task learning approach In this experiment,
we test an end-to-end architecture with one encoder, and one decoder for each target
language. It is worth pointing out that the authors of [16] trained one statistical model,
and then translated all the other dialects with the learnt translation model. From this
point of view, the One-To-Many (O-2-M) multitask learning approach is thus somehow
similar to the method in [16]. In Table 4, we report the results of the 0-2-M architecture
and we compare them to those given by the statistical approach. We notice that the One-
To-Many model is more efficient than the statistical model in 62% of cases. We can in
particular notice that the Algerian dialect is better translated by the O-2-M approach
than by the statistical approach with the exception of the couple of dialects Algiers-
Annaba, two dialects of the same country and sharing more than 60% of words.

Target

MSA ALG ANB TUN PAL SYR MAR

Source|O-2-M|SMT |O0-2-M|SMT |0-2-M|SMT |O-2-M|SMT |O-2-M|SMT |O-2-M|SMT |O-2-M|SMT
MSA ——116.07 [13.55 |16.31 [12.54 |15.59 |20.03 |23.66 |42.46 (17.60 |21.38 |17.19 |20.02
ALG |17.05 |13.55 |—— |——|21.70 |61.06 [13.87 |09.67 {16.75 [10.61 [15.42 |07.29 |16.30 [10.22
ANB (14.96 |14.44 |21.82 |67.31 |—— 14.06 |09.08 (16.94 |10.12 |14.12 |07.52 |14.27 |10.00
TUN |17.64 |25.99 [13.66 |09.89 |14.75 |09.34 | —— |——|[18.69 |22.55 |15.84 |13.05 |15.95 |14.37
PAL (21.60 |40.48 |15.16 |11.28 |14.75 |09.53 |16.85 |17.93 |—— |——[18.79 |23.29 |16.54 |16.08
SYR |18.20 [24.14 |13.84 |07.57 |14.50 [07.50 |14.70 |13.67 [19.71 |26.60 |—— |——[15.29 |09.93
MAR |18.21 |24.93 |16.48 |10.13 |13.85 |10.16 |13.75 |14.68 |18.02 [18.91 |15.61 [09.68 |—— |——

Table 4. Comparison of the performance of the O-2-M Multi-task learning model and the statis-
tical model of [16]
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In order to go beyond the BLEU score, we give in Figure 5 an example of translations
from Algiers dialect to Annaba dialect using single task, One-to-Many and Many-to-
One models. We can remark that the quality of the proposed MTL (M-2-0) translation
approach is much better than the other models and this the case of all the majority
of the examples we examined. Note that, in order to understand the the weakness and
the mistakes carried out by the different approaches for non-Arabic speakers, we pro-
vide a word-by-word translation to English language for the source and the model’s
outputs.

lo L5 2l I 52 J claed 525K J JB b ss con oW U

Source (ALG)

Reference(ANB) A s’ é‘)’ J‘)‘U E &) Cw PYETUSRY J JB s sas S o CJU Ul

English translation I yesterday heard Abdou talking he said those who are decoding the messages received by
the governor something like that

Translation(S-task) e U} el L"; d] 5! kf d] J& o u‘ 'd ‘J 'd JL-‘” ul

Translation I yesterday will be a disaster, he said that that as usual

Translation(One-to-Many) Kl Lo»:{vl u‘ Kol 3 L) Ju s O K CJL)'” u!
Translation I yesterday will be a disaster Abdou said in that that like

Translation(Many-to-One)| |, s é‘ﬁ> J\}U ey g") CL“%“”‘ JB ,u sis C,MJ CJU Gl

Translation

I yesterday am hearing Abdou talking he said the messages received by governor things like

Table 5. An example of translations produced by different model architecture alongside the
ground truth translation

6 CONCLUSION

In this article, we used a neural machine translation system for six Arabic dialects using
a multitasking learning approach to tackle the problem of parallel data scarcity. The
problem for Arabic dialects is the unavailability of parallel corpora for these vernacu-
lar languages. All the models we have presented are trained on a small corpus (PADIC)
which is composed of only 6400 parallel sentences. The multitasking learning approach
makes it possible by taking advantage of the similarity between Arabic dialects. One-to-
many and many-to-one multitasking learning strategies were investigated and compared
to single-task learning and statistical machine translation methods. Single-task learning
and statistical methods achieved globally similar results, while One-to-many performs
better in 61% of the cases in comparison to statistical approach and Many-to-one pro-
vides good quality translations and performs better in 88% of the cases. We showed,
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in this article that even with a small parallel corpus, it is possible to develop neural
machine translation for difficult "languages” like Arabic dialects.
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