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Abstract: 

 

This research examines for the first time the relationship between Big data and Smart data 

among French automotive distributors. Many low-tech firms engage in these data policies to 

improve their decisions and performance through the predictive capacities of their data. A 

discussion emerges in the literature according to which an effective policy lies in the conversion 

of a mass of raw data into so-called intelligent data. In order to understand better this digital 

transition, we question the transformation of data policies practiced in low-tech firms through 



 

 

the founding model of 3Vs (Volume, Variety and Velocity of data). First of all, this empirical 

study of 112 French automotive distributors develops the existing literature by proposing an 

original and detailed typology of the data policies practiced (Low data, Big data and Smart 

data). Secondly, after specifying the elements of the differences between the quantitative nature 

of Big data and the qualitative nature of Smart data, our results reveal and analyse for the first 

time the existence of their synergistic relationship. Companies transform their Big data 

approach into Smart data when they move from massive exploitation to intelligent exploitation 

of their data. The phenomenon is part of a high-end loop data exploitation. Initially, the 

exploitation of intelligent data can only be done by extracting a sample from a large raw data 

pool previously made by a Big data policy. Secondly, the organization's raw data pool is in turn 

enriched by the repayment of contributions made by the Smart data approach. Thus, this study 

develops three important ways. First off, we identify, detail and compare the current data 

policies of a traditional industry. Secondly, we reveal and explain the evolution of digital 

practices within organizations that now combine both quantitative and qualitative data 

exploitation. Finally, our results guide decision-makers towards the synergistic and the 

legitimate association of different forms of data management for better performance. 
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1. Introduction  

In recent years, the term “Big data” has become extremely popular thanks to the many 

testimonies about the impact on the economy of this innovative digital policy (Ardito et al., 

2019 for a review of literature). The US consulting firm Gartner Consulting (Laney, 2001) 

defines Big data as large data sets which, on one hand, allow managers to access new knowledge 

to improve their decisions and performance (Wang et al., 2016; Markus, 2017) but, on the other 

hand, are too large, too diverse, and generated too quickly to be treated with classical 

information technology (IT) and organizational tools or methods (McAfee and Brynjolfsson, 

2012; Günther et al., 2017). Thus, the deployment of this type of digital policy requires the firm 

to implement an open information system to collect and process, in real time, multiple data 

(internal, external, structured or otherwise) (Bag et al., 2020). This data is necessary for major 

analysis (Chen et al., 2015). As soon as the firm takes on the complexity of such a digital 

transformation, Big data integrates almost all of its strategic and decision-making aspects 

(Griffin and Wright, 2015; Newell and Marabelli, 2015). The use of Big data leads to better 

forecasts, which can result in better decisions. On the whole, smartphones, automobiles and 

many other systems that contain aspects of automation are exploited to produce data streams 

characterized by the three-dimensional model of the "3Vs": Volume, Variety and Velocity 

(Laney, 2001).  Automotive distribution is therefore concerned with this digital revolution (Bag 

et al., 2020; 2021). Now, 56% of French internet users search for their new car on the internet 

before going to a showroom (CCM Benchmark Institut, 2015). On average, they only visit the 

dealership once before buying (compared to around five visits five years earlier). The way in 

which professionals in automotive distribution deal with connected customers, and their 

vehicles, transforms business relationships, affecting new and used vehicles, vehicle parts, and 

after-sales service (Jullien, 2017). Efficient data policy has become a major challenge for 

automotive distributors. Therefore, many distributors have established platforms intersecting 

algorithmically extracted data from information systems with various customer data in order to 

predict, to a finer degree, the future needs and purchases. The digital approach is evolving and 



 

 

transforming in order to make Big Data “smarter” (Russom, 2011; McAfee and Brynjolfsson, 

2012). The volume, variety and velocity of data does not seem to be distinctive elements of 

digital development (George et al., 2014; Loebbecke and Picot, 2015). Currently, the challenge 

lies in the ability of the organization to produce smart data (Goes, 2014).  

To go on about the context mentioned, this empirical study examines the transformation 

of a Big data policy into a Smart data policy and the existence of a synergistic relationship 

between them despite their distinctive nature.  

The question of the company's ability to switch from Big data to Smart data is gradually 

being addressed by literature (George et al., 2014; Bag et al., 2020; Kar and Dwivedib, 2020). 

A debate is growing according to which “Big” is no longer the preeminent element defining 

Big data (Loebbecke and Picot, 2015; Huang and Huang, 2015; Li, et al., 2015). The 

interrogations concern how ‘‘Big’’ data can become “Smart” through the transformation of 

massive and raw data, into strategic knowledge for decision-makers (George et al., 2014; Bag 

et al., 2020; Kar and Dwivedib, 2020). In this sense, some studies present smart data as an 

integrated subset of more massive data management (McAfee and Brynjolfsson, 2012; Wang 

et al., 2016). Its located and specific information (extracted from a service, a site or a mission) 

would feed a Big data system, both global and collaborative, bringing together the contributions 

of all the sources of the company (Brunswicker et al., 2015). However, there is currently very 

little knowledge and empirical studies about these management mechanisms that transforms 

data into a more efficient and sustainable content (Gupta and George, 2016; Shamim et al., 

2019). Consequently, the goal of our research is to respond to the needs to better theoretically 

clarify the management of this data policy transition (Ardito et al., 2019; Kar and Dwivedib, 

2020). 

To achieve our research goal, we used a quantitative survey to collect responses from 

112 French automobile distributors. Motivated by our aim on this problem of bringing together 

decision-makers and management scientists, the results of the study are used to propose a 



 

 

theoretical framework addressing theoretically and managerially the interdependence of Big 

data and Smart data.  

Our study makes several important contributions. First, it fills the void in the Big data 

literature left by prior studies which have mainly focused on the « classical » Big data practices 

and which have neglected the analysis diversity of data management. However, our study shows 

the existence of three unrelated data policies based on the founding model of 3Vs which are 

developed by the automobile distributors. (Low data, Big data et Smart data). Above all, Low 

data polities show no profit of data, nor how it is used, Big data is confirmed as a volume, a 

variability and a high speed processing of data (Grover, et al., 2018). In contrast, our study 

demonstrates that Smart data used a low amount, little variety and, proven by the difference of 

our previous work, a variation in the speed in which the data is processed (continuously or 

punctually). This diversity of digital data reveals the sophistication and the recent 

transformations of the firms low-tech practices. A new step in digital revolution has been 

identified. As proof, Smart data is seen in our study as a particular advancement which succeeds 

only after the execution of a mass data policy. Secondly,  our results help out another weak 

point: the knowledge of the complexity of such a process in digital transformation. Until now, 

the studies are based on the opposite characteristics of  Big data and Smart data (Russom, 2011; 

Davenport and Patil, 2012; Chen et al., 2015). Furthermore, our demonstration goes on even 

further showing the distinctive nature of the following, and underlines the relationship between 

the synergic and virtuous use of these polities in a two cycle step. Firstly, it is shown that a 

specific selection and the production of intelligent data depends on a sample of broad and raw 

data that was previously made up by a Big data polity.  Secondly, this form of raw data is 

enhanced by the new contributions brought by the previous ideas of Smart data. Big data and 

Smart data enhanced themselves mutually through a virtuous data exploitation loop. These 

results reveal and explain the evolution of digital practices within organizations that now 

combine both quantitative and qualitative data exploitation techniques. 



 

 

Following the introductory section, Section 2 presents the theoretical foundations of the 

hypotheses and the research models about Big data and Smart data policies. Section 3 

introduces the measures and research methodology. Section 4 presents the results and data 

analysis. Section 5 discusses the generalizable principles/abstract ideas synthesised from our 

analysis. Section 6 concludes the paper by drawing lessons in data management from the 

findings and section 7 suggests future research, directions and limits. 

 

2. Literature review 

 

2.1 The 3Vs model: a characteristic of Big data policy 

The ability of a firm to collect, process and analyze data from its environment effectively 

can lead it to better decisions and performance (McAfee and Brynjolfsson, 2012). The real 

value of an organization does not necessarily come from the offers the firm produces, but from 

its knowledge of the data it uses, which allows it to operate at a competitive advantage. In this 

sense, Big data has quickly become the most common digital policy due to improvements that 

mean that organizational management can have access to a large quantity of data (Günther et 

al., 2017). The volume of data generated has increased exponentially in the IT era, via, for 

example, social media and connected objects. IT can now store and process exabytes (1 Eb = 

about 250 million DVDs), or even zettabytes (1 Zb = about 8 million years of recording on 

UHD 8K video format). Only 10 years ago, we were talking about megabytes stored on 

diskettes. The use of large multidimensional data sets brings new light, for example, to the 

nature and organization of transactions, purchase behavior, or the efficiency of a business model 

(George et al., 2014; Chen et al., 2015). In automotive distribution, increasing numbers of 

vehicles have connected systems that continuously transmit multiple data with a commercial 



 

 

dimension to the relevant professionals, regarding maintenance, repair and equipment 

requirements (Bag et al., 2020; 2021).  

Beyond the notion of volume, Big data is also characterized by the variety of data and 

the velocity of their generation. Variety is explained by the opportunity offered by Big data to 

process data, which is both structured (from traditional databases, customer relationship 

management systems, spreadsheets, etc.) and unstructured (derived from GPS, sensors, 

smartphones, emails, social networks, etc.). Internal and external data sources are now public 

(e.g. governments), private (e.g. firms), ambient (e.g. trends), collective (e.g. communities of 

consumers) and individual (e.g. behaviors) (Baesens et al., 2016). Finally, the velocity of the 

generation and exploitation of data has an economic impact and allows an increase in Big data 

efficiency with regard to policy. Whereas a firm previously dealt with a few megabytes of data 

in several days, it can now stream eminently greater volumes over the same period. Having 

real-time information allows a firm to be much more agile than its competitors. The firm’s 

knowledge and anticipation of customer expectations, the appropriate pricing of its offerings, 

the adjustment of its guarantees, or even optimal inventory management can be greatly refined 

to stimulate the development of its distribution activities (Boyer, 2016). The resulting 

improvements in the offers and sales of the firm can provide a clear competitive advantage 

(McAfee and Brynjolfsson, 2012). 

Nevertheless, the gains enabled by a Big data policy require a significant improvement 

in computing, cognitive and organizational capabilities (Brown-Liburd et al., 2015). The data 

variety, format, and the accessibility of information changes mean that the firm must adapt to 

the growing complexity of large data. Investments (e.g. in experts, training, software and 

platforms) can, therefore, be important (Golia, 2013). The deployment of such a digital policy 

can be influenced by the activity of the firm, its size and its organizational structure (Alles, 

2015). In this sense, Russom (2011) categorizes Big data policies into four levels of data 

exploitation and organizational engagement. The first level concerns firms that use data 



 

 

intensively through analytical statistics and predictive models that guide their decisions. The 

second level concerns firms that rely on dedicated database management systems and develop 

integrated analyses that progressively influence their direction. The third level includes firms 

that have a distributed computer system (e.g. networks, web and telephony) that captures 

various data via different sources scattered around the world. The influence of data on their 

decisions appears less prominent compared to first- and second-level organizations. The fourth 

level comprises firms that have traditional tools that were designed to handle only structured 

data. The tools thus became obsolete model used to conceptualize Big data, to which some 

authors have added variability, veracity and value in order to make their analysis more relevant 

(Baesens et al., 2016). 

Introduced by the Gartner Consultancy (Laney, 2001), the 3Vs model has been 

improved in recent years. We now talk about the "6Vs" of Big data, although definitions vary 

(Chen et al., 2015). The original 3Vs model still, however, allows us to characterize changes 

that occur in the marketplace. Therefore, three hypotheses are presented in order to identify the 

deployment of Big data by French automotive distributors:  

Hypothesis 1a: The more a firm adopts a Big data policy, the higher the volume of the data. 

Hypothesis 1b: The more a firm adopts a Big data policy, the greater the variety of the data.  

Hypothesis 1c: The more a firm adopts a Big data policy, the higher the velocity of the data.  

 

2.2 Smart data: a redefinition of the 3Vs model 

While the data collection phase may appear relatively easy for a firm engaged in a Big 

data policy, the extraction and analysis of data in relation to meeting managerial objectives are 

more complex (Brown-Liburd et al., 2015; Kar and Dwivedib, 2020). As a result, many firms 

have problems using their data to drive sales, to improve customer relationships or to optimize 



 

 

the procurement process (Wang et al., 2016; Bag et al., 2020). However, it is the effective 

conduct of this process that makes a Big data policy profitable. Raw data have little value. In 

this sense, a high volume, variety and velocity of data do not appear to be critical elements of 

a Smart data policy because this policy focuses mainly on the costly and complex 

transformation of data into useful knowledge (George et al., 2014; Loebbecke and Picot, 2015). 

The crucial element lies instead in the dynamic ability of the firm to extract information that 

will be useful and qualitative from heterogeneous datasets (Chen et al., 2015). This capacity 

leads to the precise generation of knowledge and “smart analyses” that serve the firm's strategic 

aims and the choices of its decision-makers (Goes, 2014; Ardito et al., 2019). Smart data is, 

therefore, different from Big data as conceptualized in the original 3Vs model. It does not seem 

necessary to exploit a large volume and variety of data to generate value for a firm. When 

responding to a predefined aim, data are detected and identified more efficiently by delineating 

a specific and minimized search domain. The firm can then develop its experience in the 

selection, evaluation and smart exploitation of a smaller volume of data (Davenport and Patil, 

2012). Simply collecting increasing amounts of data does not mean having more knowledge 

(Loebbecke and Picot, 2015). 

The aim of Smart data is to have specific data that address a targeted problem (Huang 

and Huang, 2015). At the same time, the need for such analysis could mean a slower execution 

velocity for Smart data compared to the context of a Big data approach. In order to produce 

Smart data, managers must systematically identify the questions to which they seek answers, 

identify the data that will answer them and their sources, and then ensure the reliability, 

relevance and smart handling of these data. Finally, the integration and execution of data within 

a firm’s decision-making require the deployment of tools, methods and analytical practices that 

increase the time required for execution. On the one hand, the resources and skills needed for 

Smart data make it more qualitative than quantitative in comparison to Big data; on the other, 

the demands of the Smart data generation process, and then its use in the context of the firm's 

strategic thinking and decision-making, make a Smart data policy more time-consuming.  



 

 

In this sense, three hypotheses are drawn up in order to focus on Smart data use among 

French automotive distributors:  

Hypothesis 2a: The more a firm adopts a Smart data, the lower the volume of the data. 

Hypothesis 2b: The more a firm adopts a Smart data, the less the variety of the data. 

Hypothesis 2c: The more a firm adopts a Smart data, the lower the velocity of the data. 

 

2.3 The interdependence of Smart data and Big data 

Data are, above all, a raw material that can only generate gains for organizations after 

being processed and exploited in a way that will transform them into organizational knowledge. 

A firm's ability to make data "smart" and move from Big data to Smart data is essential (George 

et al., 2014). Many automotive distributors know how to build a clientele but are unable to 

extract from their data knowledge about their clients’ interests, the nature of their expenses, the 

reasons for their purchases, or the likely impact of a future of a future promotional action. More 

importantly for the health of the firm, many automotive distributors do not know which 

customers and which products are profitable and why. Thus, operating a Smart data policy is a 

determining factor for firms’ commercial efficiency. Smart data can enable firms to build an 

innovative customer relationship that is stronger, more reliable and more predictive. For 

example, BMW concessions are associated with the manufacturer's datamining and behavioral 

analysis platform, in order to pre-qualify prospects (e.g. by the analysis of speech, written 

messages and listed practices) and then put the people targeted for concessions in contact with 

salespeople with profiles matching their needs (e.g. fast sales or a need for empathy). This 

action is based on a refined extraction of relevant, qualified and certified data from a platform 

that logs the customer and prospect data from all the manufacturer's information systems. 

Thought of as an integrated global process, the approach improves the quality and efficiency of 



 

 

the firm through an original mobilization of its human resources for new support adapted to 

each group of customers (Bag et al., 2020). In this sense, Big data appears to be the prerequisite 

for Smart data.   

Real-time remote diagnostics, combined with preventative maintenance, is just one example of 

how Smart data is changing the business of automotive distribution. As part of the repair of a 

vehicle, some technicians consult several production or storage sites to ensure the availability 

of specific parts, involve virtual experts or are assisted by smart algorithms drawing similar 

case data from databases. Therefore, all the previously accumulated knowledge guides the 

diagnosis and repair of the vehicle. By gathering this specific knowledge within all its services 

and sites, the firm can build an integrated and interdependent system that is available for the 

global and smart exploitation of data (Wang et al., 2016). Thus, the firm must be cross-cutting 

and flexible in order to foster cooperation between the units that have specialized data and the 

decision-makers who have to respond to problems through the relevant use of “good” data 

(McAfee and Brynjolfsson, 2012; Brunswicker et al., 2015). The firm's digital and collaborative 

networks need to connect the firm with “smart” ecosystems that bring together locally produced 

knowledge through decentralized Smart data approaches. The interaction of these multiple 

actors thus creates a set of knowledge, research opportunities and application solutions 

(Brunswicker et al., 2015). This model manages several “smart” data flows located at the micro 

level and in the different contexts and environments of the firm. In this sense, Smart data’s 

decentralized initiatives are part of a firm’s Big data policy when the firm captures and 

consolidates its “smart” data into an open integration platform. Smart data is, therefore, a subset 

of Big data. It is not the size of a centralized and generalized Big data policy that generates 

wealth in a firm, but the value of the specialized data produced by its decentralized units (e.g. 

services and sites). After the data collection, the information and knowledge are consolidated 

by other additive or complementary elements, then prepared to be exploited instantly by users 

or deferred for later use. Big data that aims to improve management decision-making (Newell 

and Marabelli, 2015) thus capitalizes on an integrated Smart data approach. Big data and Smart 



 

 

H2a (-) 

H2c (-) 

H2b (-) 

H3 (+) 

data are, therefore, interdependent policies within a single technical, organizational and smart 

system.  

Thus, we assume the existence of a virtuous loop that would bring synergy between Smart data 

and Big data within the firm. A final hypothesis is, therefore, generated:  

Hypothesis 3: The more a firm is engaged in Smart data, the more it is engaged in Big data. 

 

Finally, our theoretical framework is presented in Figure 1:  

 

Figure 1. Theoretical framework 

 

 

 

 

 

 

 

 

 

 

 

 

3. Methodology   

 

3.1 Field and sampling 

Our empirical study focuses on policies of digital data management among French 

automotive distributors. This distribution activity includes over 31,000 firms and nearly 

H1c (+) 

H1b (+) 

H1a (+) 

Variety of data 

Volume of data 

Velocity of data 

Smart data Big data 



 

 

150,000 employees engaged in the sale of new and used vehicles, as well as the maintenance 

and sale of spare parts (ANFA, 2016). Three types of player are identified in national 

distribution: manufacturers (via their own points of sale and their internal services); automotive 

distributors and secondary network garages that are in partnership with manufacturers; and 

outside network intermediaries (e.g. large retailers, authorized representatives and accessories 

shops) that buy from automotive distributors , the foreign subsidiaries of manufacturers, etc. 

(Xerfi, 2016). Our research questionnaire (available on request) addresses a sample of 1,600 of 

these distributors drawn on the basis of equal probabilities. A website was designed for the 

investigation to collect responses from the participants. After analysis (some questionnaires 

were not completed and some were received beyond the deadline), 112 firms were selected (see 

Figure 2). Based on the criteria of the European Commission (2003/361/EC), 33% of our 

sample are small enterprises (fewer than 50 employees and a turnover of between 2 and 10 

million euros) and 67% are medium-sized enterprises (50 to 250 employees and a turnover of 

between 10 and 50 million euros).  

 

Figure 2. Distribution of the selected 112 firms by category of firm and data policy  
 

 
 

 

 

 

 

 

 

We added in section Dicussion, these parts: 

 

 
 

 

 No data Big data Smart data 

Agents 33% 17% 20% 

Car accessory outlets 17% 16% 8% 

Dealerships 25% 43% 52% 

Garages 25% 17% 16% 

Other suppliers 0% 7% 4% 



 

 

 

3.2 Data processing 

First, the measurement scales were constructed using principal component analysis 

(PCA) and then validated through confirmatory factor analysis (CFA). The thresholds of 

acceptability of the mobilized indicators (Cronbach’s alpha, absolute indices, etc.) and their 

results are presented in the appendices (see Table 1). 

Second, the participating firms were divided into groups, the profiles of which diverge 

according to a non-hierarchical classification (the k-means clustering method). Our intention 

was to establish a more local optimum for the quality of the classification than a global one. 

Euclidean distance and the factorial scores from the PCA or CFA carried out proximity 

measurement in order to limit the existence of relationships between variables. Based on the 

factor scores, variance analysis (ANOVA) was used to validate the classification. The 

explanatory powers of the factorial axes (F test) and their significance were also calculated. The 

results of this classification were then validated by discriminant analysis. The barycenters of 

the groups were also determined. The study of the three macro variables (Volume, Variety and 

Velocity) characterizing digital data management allowed us to identify three groups of firms 

related to two discriminate functions. Multiple comparison tests (MCTs) (t-test, Tukey, Scheffé, 

least significant difference [LSD], and Bonferroni tests) differentiated the involvement of 

groups from the three macro variables. 

Third, stepwise multiple regression analysis was conducted by considering the three 

groups of firms identified. This analysis determined the explanatory variables in the dependent 

macro variables (Velocity, Volume and Variety) to eliminate the collinearity risk (Foucart, 

2000)



 

 

Figure 3. Research methodology flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Construction of measurement scales 

Principal Component Analysis 

KMO test, Bartlett test, Kaiser rule, Minimum 

refund rule, Communality,  

Rotations and information returned. 

Confirmatory Factor Analysis 

Indices d’ajustement, KMO test, Bartlett test, 

Kaiser rule, Communality, Rotations and 

information returned,  

Selection of the purification model. 

Typological analysis 

Hierarchical classification 

Dendrogram. 

Discriminant analysis 

Box test, F test, Confusion matrix, Level of differenciation, 

Lambda de Wilks test, Interval, Percentage of variance, 

Canonical correlation analysis, Discriminatory power, Weight 

functions in each group,  

No hierarchical classification 

Fisher test, Dynamic cloud method,  

K-means method. 

Multiple comparison tests 

T-test, Tukey, Scheffé, least significant difference [LSD]  

and Bonferroni tests. 

Stepwise multiple regression analysis T- 

Regression coefficients, Standard errors, t-tests, Fischer tests ; R, 

R² and R² adjusted coefficients; Estimation errors, 

Residue analysis. 

Stepwise multiple regression analysis  

T- Regression coefficients, Standard errors, T-tests,  

Fischer tests ; R, R² and R² adjusted coefficients;  

Estimation errors, Residue analysis. 



 

 

 

3.3 Macro variables and variables 

Our study presents a panorama of digital data management policies. Three macro 

variables and dependent variables (Velocity, Variety and Volume of data) and 14 independent 

variables allowed the identification of practices and their impact on the activity of French 

automotive distributors. The reliability, quality and discriminating validity of these scales were 

validated during the PCA and CFA (see Table 1). 

 

3.3.1 Macro and dependent variables: Volume, Variety and Velocity of data 

Friedman and Marley (2015) and Boyer (2016) inspired the items for these three macro 

variables. As a reminder, these same macro variables were used to create three groups of firms 

according to the level of their Big data activity (cluster analysis). 

First, the macro variable Volume of data measures the quantity of data collected and 

produced by the firm. This macro variable is composed of three variables: a low volume (weak 

perceived quantity of annual data), a standard volume, and a high volume. 

Second, the variable Variety of data measures the diversity of data (e.g. texts, pictures 

and videos) as well as well as how current they are (old data, recent data). 

Third, the macro variable Velocity of data measures the rate of data acquisition 

(continuous/discontinuous) and the speed of the resulting decision-making (delayed-time or 

real-time). This macro variable is composed of two variables: a low velocity of data (delayed-

time decision-making and discontinuous data flow) and a high velocity of data (real-time and 

continuous data flow).



 

 

 

Table 1: Scales: PCA, CFA and 
acceptance thresholds   

AI RI PI 

Macro 

variables 
Variables RM REI α 

χ 2 GFI AGFI RMR RMSEA NFI RFI CFI IFI TLI χ 2/ddl 

The + ↓ ≥ 0.9 ≈ 0 < 0.09 ≥ 0.9 < 5 

Velocity 

Low CFA 0.333 0.75 

9.1 0.974 9.31 0.068 0.036 0.963 0.931 0.995 0.995 0.991 1.137 

High CFA 0.313 0.827 

Variety PCA 0.658 0.73                       

Volume 

Low CFA 0.253 0.845 

4.6 0.987 0.953 0.042 0.081 0.989 0.972 0.99 0.989 0.958 0.766 Standard CFA 0.279 0.961 

High CFA 0.241 0.823 

Business 

sources 

Institutional CFA 0.401 0.687 
1.197 0.995  0.947  0.029  0.042 0.986 0.919 0.998 0.998 0.986 1.197 

Horizontal CFA 0.359 0.603 

Individual 

sources 

Personal CFA 0.405 0.741 
1 0.997 0.987 0.018 0.001 0.991 0.978 1 1.029 1.076 0.2 

Professional CFA 0.273 0.5 

Customer 

relationships 

Quality PCA 0.715 0.866   

Delivery CFA 0.641 0.809 2.4 0.989 0.943 0.026 0.045 0.986 0.959 0.997 0.997 0.992 1.2 

Track CFA 0.696 0.854 0.1 1 0.999 0.003 0.001 1 0.999 1 1.009 1.026 0.05 

Customer 

satisfaction 
PCA 0.878 0.89   

Data 

utilization 

Flexibility PCA 0.586 0.822   

Cost control CFA 0.673 0.833 2.8 0.988 0.94 0.018 0.061 0.988 0.964 0.996 0.996 0.989 1.4 

Human 

resources  
PCA 0.729 0.907   

Innovation CFA 0,641 0.801 1.9 0.992 0.96 0.017 0.001 0.991 0.972 1 1.001 1.002 0.95 

Development 

Offers PCA 0.749 0.787   

Sales CFA 0.713 0.863 0.474 0.998 0.99 0.007 0.001 0.998 0.995 1 1.006 1.018 0.237 

Note: α = Cronbach’s alpha; AGFI = Adjusted goodness-of-fit index; AI = Absolute indices; CFA = Confirmatory factor analysis; CFI = Comparative fit index; χ2 = 

Chi2 ; χ2/ddl = Chi2 by the degree of freedom; GFI = Goodness-of-fit index; IFI = Incremental fit index; NFI = Normed fit index; PCA = Principal component analysis; 

PI = Parsimony indices; REI = Return information; RFI = Relative fit index; RI = Relative indices; RM = Retainded methods; RMR = Root mean residual; RMSEA = 

Root mean square error of approximation; TLI = Tucker-Lewis index. 

 



 

 

3.3.2 Macro and independent variables: Sources, Customer relationships, Data utilization, 

Innovation and Development 

The macro variables Business sources and Individual sources measures data collection 

channels. These macro variables are composed of four variables: the institutional sources 

(professional organizations, public institutions, etc.) and horizontal sources (competitors and 

allies) of a firm, and then the personal sources (friends, family, etc.) and professional sources 

(associations, unions, etc.) of individuals working in the firm. These macro variables are based 

on items proposed by George et al. (2014) and Boyer (2016).  

The macro variable Customer relationships measures the involvement of data in the 

links and exchanges built between a firm and its customers. This macro variable is composed 

of four variables: quality (confidence, responses to needs, etc.), delivery (respect, extended time 

limits, etc.), track (complaints, customer involvement, assistance, etc.) and customer 

satisfaction (measuring tools, reduction of customer complaints, etc.). These items are based on 

an article by Brulhart and Moncef (2010). 

The macro variable Data utilization measures the use made by a firm of the data it 

collects. This macro variable is composed of three variables: flexibility (changes caused by data 

relating to the means of production, offers, distribution, etc.), cost control (improvement of 

predictions, cost reduction, etc.) and human resources (involvement of employees, motivation, 

participation, etc.). The items are based mainly on suggestions from Xiang (2013). 

The variable Innovation measures the assistance provided by the collected data to the 

innovation of the firm (products and methods). Ritala (2012) was the main inspiration for this 

item. 



 

 

Finally, the macro variable Development measures the consequences of a firm taking 

data into account in its economic expansion policies. This macro variable is composed of two 

variables: offers (improvement of offers, reduction in the return rate, etc.) and sales (demand 

stimulation, confrontation with competitors, etc.). Brulhart and Moncef (2010) also provided 

the basis for these items. 

  

3.3.3 Control variables 

In line with previous research, we mobilized four control variables that are likely to 

affect the management of big data policy. Control variables were taken from the Diane 

database: The Size of the firm (staff), the firm’s Turnover, its Total assets and its Age. 

 

4. Findings 

  

4.2 Three groups of firms and two discriminating functions identified 

Typological analysis was carried out via the macro variables corresponding to the 

Volume, Velocity and Variety of data. The association between these variables allows the nature 

of the digital data management policies established by French automotive distributors to be 

studied. The barycenter scores are presented in parentheses (G) below. 

The low data group was composed of 12 small-sized firms, characterized by a data 

velocity that is neither low (G = -0.545) nor high (G = -1.643). The data variety and data volume 

are low (G = -0.411 and G = 0.546, respectively). 



 

 

The Big data group contained 75 medium-sized firms characterized by a high data 

velocity (G = 0.221). The data variety and data volume are high (G = 0.336 and G = 0.152, 

respectively). 

Twenty-five small-sized firms were contained in the Smart data group and are 

characterized by a high data velocity (G = 0.127) but especially a low velocity (G = 0.326). The 

data variety and data volume are low (G = -0.811 and G = 1.193, respectively). 

The discriminant power of our classification is 96.88%. Fisher and Wilks’ lambda tests 

indicate that the macro variables of the Velocity, Volume and Variety of data allow for better 

discrimination between firms. Discriminant analysis allowed us to identify two discriminating 

functions (with a discriminate power of 87.20%). The Extended data exploitation function 

shows positive scores for the management of a high data volume and a high data variety. This 

function specifically characterizes the Big data group of firms. In contrast, the Smart data 

exploitation function presents positive scores for a high velocity of reaction to a mainly low 

data volume. This function characterizes the Smart data group of firms.   

  

4.3 Characteristics of digital data management according to their Volume, Variety and Velocity 

of data 

The analysis of centroids, analysis of variance (ANOVA) and Multiple comparison 

tests (MCT: T-tests, Tukey where n is unequal, Scheffé, Least Significant Difference and 

Bonferroni) focus on the particularities of dependent macro variables in order to identify, for 

each group of firms, the characteristics of data policies deploied. The barycenter symbols (G) 

and the significances of the Fisher’s, Student’s t-tests and MCTs (p) are shown in parentheses 

below. 



 

 

  

4.3.1 Macro variable Volume of data 

Concerning the volume of data, the barycenter analysis indicates that the Low data 

group collects and produces data at a lower volume (G > 0) compared to the other groups. The 

Big data group collects and produces data of a standard and high volume (G > 0). The Smart 

data group essentially collects and produces data to a low and standard volume and, to a lesser 

extent, a high volume (G > 0) compared to the other groups. The Fisher’s tests show that there 

is a significant difference between the three groups (p < 0.001) with regard to the three types of 

volume (low, standard and high).  

As part of the MCT, the Low data group differs from the other groups, which have a 

data management policy (the Big data and Smart data groups) regarding all types of volume (p 

< 0.001). The Smart data group is also distinguished from the Big data group with regard to the 

low volume of their data (p < 0.001). When we put together the Big data and Smart data groups, 

the Student's t-tests indicate that this new is distinguished from the Low data group for all types 

of volume (p < 0.001). Thus, the more a firm manages data "massively" (Big data), the greater 

the volume of data collected and produced. In contrast, the more a firm manages data “smartly” 

(Big data), the more the volume of the data collected and produced is low to standard. 

To complete this analysis, we focus on the MCT of items related to each of the variables. 

Concerning the low volume of data, the item “According to you, your firm collects a ‘low’ 

volume of data per year (one or several CD-ROMs, USB storage keys,…).” indicates that the 

Big data group differs from the Low data and Smart data groups (p < 0.001). The item 

“According to you, your firm produces a ‘low’ volume of data per year (one or several CD- 

ROMs, USB storage keys, ...).” indicates that the Low data group differs from the Big data (p 

< 0.05) and Smart data (p < 0.001) groups. The Smart data group can also be distinguished from 



 

 

the Big data group for this item (p < 0.001). When we put together firms that practice a policy 

of digital data management, the Student's t-tests indicate that this new set is distinguished (p > 

0.01) from the Low data group for the first item. 

Concerning the standard volume of data, the items “According to you, your firm collects 

a ‘standard’ volume of data per year (one or more hard disks for storage)” and “According to 

you, your firm produces a ‘standard’ volume of data per year (one or more hard disks for 

storage)” indicate that the Low data group differs from the Big data and Smart data groups (p 

< 0.001). When we put together firms that practice a policy of digital data management, the 

Student's t-tests indicate that this new set is distinguished from the Low data group for both 

items (p > 0.001). 

Concerning the high volume of data, the item “According to you, your firm collects a 

‘high’ volume of data per year (one or more servers of storage)” distinguishes the Low data 

and Big data groups (p < 0.01). The item “According to you, your firm produces a ‘high’ volume 

of data per year (one or more servers of storage)” indicates that the Low data group differs 

from the Big data and Smart data groups (p < 0.001). When we put together firms that practice 

a policy of digital data management, the Student's t-tests indicate that this new set is 

distinguished from the Low data group for both items (p > 0.01).  

Thus, firms that have a Low data management policy are characterized by a low 

collection and low production of data. Firms that practice Big data are only focused on a high 

collection and high production of data. Finally, firms that practice Smart data are centered on a 

low collection and low production of data. Therefore, the passage of a firm from a Low data to 

a Big data form is marked by the exploitation of a large volume of data. In contrast, the passage 

of a firm from a Big data to a Smart data form is marked by the exploitation of a low volume 

of data. 



 

 

 

4.3.2 Variable Variety of data 

Concerning the variety of data, the barycenter analysis indicates that the Big data group 

collects the most varied data (G > 0) compared to the other groups. The Smart data group 

collects the least varied data (G < 0), although the Low data group also collects a low level of 

varied data (G < 0). Fisher’s tests show that there is a significant difference between the three 

groups with regard to the variety of data (p < 0.001). As part of the MCT, the Low data group 

differs from the Big data group of firms (p < 0.05) regarding the variety of data. The Big data 

group is distinguished from the Smart data group (p < 0.001). Thus, the more a firm manages 

“massive” data (the Big data group), the greater the variety of the data collected. The more a 

firm manages data “smartly”, the lower the variety of the data collected. 

To complete this analysis, we focus on the MCT of items related to each of the variables. 

The item “Your firm uses several data types (encrypted data, texts, pictures, videos, ...).” 

indicates that the Big data group differs from the Smart data group (p < 0.001). The item “Your 

firm uses old data (more than one year,… ).” indicates that the Big data group differs from both 

the Low data (p < 0.05) and Smart data (p < 0.001) groups. The item “Your firm uses recent 

data (less than one year, ...).” indicates that the Big data group differs from the Smart data 

group (p < 0.001). When we put together firms that practice a policy of digital data 

management, the Student's t-tests indicate that this new set cannot be distinguished from the 

Low data group for any of the items.  

Thus, firms that practice Big data exploit a high variety of data, while firms that practice 

Smart data exploit a low variety of data (more targeted). 

 



 

 

4.3.3 Macro variable Velocity of data 

The barycenter analysis indicates that the Low data group reacts least to data compared 

to the other groups. In contrast, the Big data group reacts the most quickly (G > 0). The Smart 

data group displays the most delayed data exploitation (G > 0). Finally, the Fisher’s tests show 

that there is a significant difference between the three groups regarding delayed data 

exploitation (p < 0.05) and instant data exploitation (p < 0.001).  

As part of the MCT analysis, the Low data group is distinguished from the Smart data 

group regarding delayed data exploitation (p < 0.05). When we put together firms that practice 

a policy of digital data management (i.e. the Big data and Smart data groups), the Student's t-

test indicates that this new set is not distinguished (p > 0.05) from the Low data group. However, 

all the groups can be distinguished from each other via MCT in relation to a high velocity of 

data exploitation (p < 0.001). Finally, when we again put together firms that practice a policy 

of digital data management, the Student's t-test indicates that this new set can be distinguished 

(p < 0.001) from the Low data group. Thus, the more a firm practices a policy of digital data 

management, the more immediate (faster) its data exploitation. However, the more a firm 

practices a specific approach to Smart data, the more delayed (slower) its data exploitation. 

To complete this analysis, we focus on the MCT for items related to each of the 

variables. Concerning the low velocity of data, only the item “Your firm is informed on the 

topics that interest it (trends, actors, etc.) with a time delay (after a certain time...)” 

distinguishes the Low data group from the Smart data group (p < 0.05). When we put together 

firms that practice a policy of digital data management (the Big data and Smart data groups), 

the Student's t-test indicates that this new set is indistinguishable from the Low data group for 

all the items (p < 0.05). 



 

 

Concerning the high velocity of data, all the items, “Your firm is informed on the topics 

that interest it (trends, actors, etc.) in real time (instantly...).”; “Therefore, your data help you 

to make decisions in streaming (continually...)”; and “Therefore, your data help you to make 

decisions in real time (instantly...).", distinguished all the groups (p < 0.001). When we put 

together firms that practice a policy of digital data management (the Big data and Smart data 

groups), the Student's t-tests indicate that this new set is distinguished (p < 0.001) from the Low 

data group for all items. 

For example, firms that practice a Smart data approach react both instantaneously and 

with a delay to their data. In contrast, firms in the Big data group react only in an instantaneous 

manner. Firms in the Low data group react only after a long time (showing the most negative 

barycenter that moderates their reaction). On the one hand, the passage of a firm from a Low 

data to a Big data form is marked by the immediacy of the data. On the other, the passage of a 

firm from a Big data to a Smart data form is marked by the addition of capacity to defer its use 

of data. 

 

4.4 Determinants of the Volume, Variety and Velocity of data 

We used a stepwise regression model to examine the dependent variables for each group 

to examine what characteristics of data determines their data policy (see Table 2). By way of 

simplification, we only present the significant results for the Big data and Smart data groups in 

this section. To sum up, a reduction in the Velocity of an organization's response to data is 

associated with greater Variety of data for the big data group and for the smart data group. An 

increase in a standard amount of data is also associated with a slower reaction rate for the Smart 

data group. However, a high Volume of data drives an increase in the reaction rate of a company 



 

 

for the big data group. Thus, the Velocity of a firm's response to data is determinated by the 

Variety and/or the Volume of the data. 

Finally, we note that the control variables relating to the Size of a firm, its Turnover and 

its Total assets have no causal relationship with the Velocity, Volume and Variety of the firm’s 

data. 

Table 2. Stepwise regression analysis 

 Model 1 

 Dependent variable: Low velocity 

 Low data Big data Smart data 

Offers 0.769 (*)     

Individual personal sources -0.494 (**)     

Variety   0.342 (**) 0.533 (**)  

High velocity   -0.300 (**)   

Institutional business sources     0.351 (**) 

R/R²/R² adj. 0.868/0.753/0.698 0.423/0.179/0.156 0.713/0.508/0.464 

Fisher tests 13.741 (**) 7.848 (*) 11.368 (*) 

(*) = p < 0.001; (**) = p < 0.01; (***) = p < 0.05 
  

 Model 2 

 Dependent variable: High velocity 

 Low data Big data Smart data 

Low velocity 1.273 (*) -0.288 (**)    

High volume 0.549 (*) 0.251 (**)    

Delivery -0.245 (***)     

R/R²/R² adj. 0.978/0.957/0.933 0.355/0.126/0.102 / 

Fisher tests 39.089 (*) 5.195 (**) / 

(*) = p < 0.001; (**) = p < 0.01; (***) = p < 0.05 
 

 Model 3 

 Dependent variable: Variety 

 Low data Big data Smart data 

Quality 1.097 (*)   0.446 (**) 

Delivery -0.601 (**)     

Low velocity   0.313 (**) 0.431 (***) 

Individual professional sources   -0.238 (***)   

Horizontal business sources   0.237 (***)   

R/R²/R² adj. 0.937/0.877/0.85 0.446/0.199/0.165 0.744/0.554/0.514 

Fisher tests 32.198 (*) 5.888 (*) 13.676 (*) 

(*) = p < 0.001; (**) = p < 0.01; (***) = p < 0.05 

 



 

 

 

 Model 4 

 Dependent variable: Low volume 

 Low data Big data Smart data 

Individual personal sources -0.767 (**)     

High volume   0.249 (***)   

Delivery     0.529 (**) 

Horizontal business sources     -0.357 (***) 

Institutional business sources     0.348 (***) 

R/R²/R² adj. 0.767/0.588/0.546 0.249/0.062/0.049 0.702/0.493/0.447 

Fisher tests 14.251 (**) 4.815 (***) 10.508 (*) 

(*) = p < 0.001; (**) = p < 0.01; (***) = p < 0.05 

 

 Model 5 

 Dependent variable: Standard volume 

 Low data Big data Smart data 

High volume   0.110 (*)   

Low velocity      0.214 (***) 

R/R²/R² adj.   0.388/0.151/0.139 0.436/0.190/0.155 

Fisher tests   12.976 (**) 5.394 (***) 

(*) = p < 0.001; (**) = p < 0.01; (***) = p < 0.05 

    
 Model 6 

 Dependent variable: High volume 

 Low data Big data Smart data 

Quality 1.103 (*)     

Low velocity -0.808 (*)     

Standard volume   -0.372 (*)   

Low volume   0.266 (***) 0.472 (***)  

Institutional business sources   0.259 (***)   

R/R²/R² adj. 0.921/0.849/0.815 0.517/0.267/0.236 0.472/0.223/0.189 

Fisher tests 25.293 (*) 8.624 (*) 6.600 (***) 

(*) = p < 0.001; (**) = p < 0.01; (***) = p < 0.05 

 

  



 

 

5. Discussion 

 

Despite their possible distinctive natures, is there an interdependent relationship 

between Big data and Smart data in the operation of the data of a firm? French car distributors 

differentiate themselves through the deployment of digital policies in each of the three aspects 

of Big data (Volume, Variety and Velocity of data). The existence of three groups of car dealers 

differentiated according to their level of data management shows the following plurality of 

practices: firms that practice a Low data policy and do not practice any form of data 

management; firms that practice a Big data policy; and firms that practice a Smart data policy. 

We then focused our analysis on the second and third groups of firms.  

 

5.1 Theorical implications 

 

First, our results are consistent with our previous work in which volume (Grover, et al., 

2018), variability (Gandomi and Haider, 2015) and velocity of data (Pigni, et al., 2016) must 

be high for a policy to be characterized as Big data. The validation of our hypothesis 1a indicates 

that the volume of data must be high for Big data to be a feature of data storage and access 

(Cyganek, et al., 2016; Grover, et al., 2018). The data are cumulative: new features are added 

to old ones to improve the processing, the performance and decision-making. The volume of 

data is important when it reaches a certain computational limit (Alexander, et al., 2015) or when 

the conventional tools for research, collection, storage, analysis, etc of these data are considered 

out of date (Holden, 2016). Our hypothesis 1b is validated and confirms that Big data also 

concerns various data that is generated from multiple sources (Alexander, et al., 2015). The 



 

 

rapid accumulation of data in different forms and many origins has led to a growing interest in 

the analysis of large data (Chiang, et al., 2018). The variety of sources (Web, social media, 

CRM, etc.) has led to a rapid expansion of the diversity of data available to firms (Agarwal and 

Dhar, 2014). This data comes from both internal sources and those external to the company 

(Grover, et al., 2018) and have several formats: such as emails, web browsing, maps, etc. (Zhao, 

et al., 2014). Finally, our hypothesis 1c is validated and confirms that data’s velocity is typical 

of Big data.  The data streams are continuous, permanent, in real time and cumulative 

(Alexander, et al., 2015; Grover, et al., 2018). Constantly generated, data evolves rapidly over 

time (Cyganek, et al., 2016). The high velocity shortens the decision cycle (Pigni, et al., 2016). 

Secondly, previous work indicates that a Smart data policy presents a volume, a 

variability and a velocity of the data which must be low (Strîmbei, 2012; George, et al., 2014; 

Li, et al., 2015). Our results corroborate in part the literature. They suggest firms that practice 

Smart data exploit instantaneously or by deferring a low volume of data with little variation. 

The validation of hypotheses 2a and 2b confirms that the volume and the variety of data are 

low in this type of policy (George, et al., 2014). The company develops its experience in the 

selection, evaluation and intelligent exploitation of a smaller volume and variety of data 

(Davenport and Patil, 2012). Simply collecting increasing amounts of data does not mean 

having more knowledge (Loebbecke and Picot, 2015). However, the partial validation of our 

hypothesis 2c reveals that the exploitation of intelligent data is delayed in time or instantaneous. 

There is therefore a variation in their velocity and not a systematic decrease as some previous 

work demonstrates (Li, et al., 2015).  Smart data is an approach that mobilizes  specific data to 

a particular problem, while Big data is a global, general approach. Smart data is also 

differentiated by the capacity to be informed continuously or punctually. Then, used to make 

instant or delayed decisions. This management method places the organization in a variable 

temporality. High volume, variety and velocity do not, therefore, appear to be the critical 



 

 

elements of a Smart data policy since it focuses mainly on transforming data into useful 

knowledge rather than the crucial element that lies in the firm's ability to extract qualitative 

information from heterogeneous masses of data that will be useful to this system (Chen et al., 

2015). This ability generates knowledge to support strategic goals and decision making (Goes, 

2014). At the same time, the need for such an analysis can result in variable execution speed 

for smart data compared to the context of a big data approach. In order to produce smart data, 

managers must systematically identify the questions to which they are looking for answers, 

identify the data that will answer them as well as their sources, then ensure reliability, relevance 

and intelligent processing of this data. Finally, integrating and executing data into a firm's 

decision making can require the deployment of analytical tools, methods, and practices that 

increase or decrease in time. 

At last, the partial validation of our hypothesis 3 confirms, for the first time, the 

interdependence of Big data and of Smart in the generation of data of this data in the company. 

Traditionally, the work dissociates these two  polities of which their characteristics are 

distinguished (Russom, 2011 ; Huang and Huang, 2015). Although, this still questions the 

capability of the firm to go from Big data to Smart data to improve the exploitation of the 

information that is approached by litterature (George et al., 2014 ; Bag et al., 2020; Kar and 

Dwivedib, 2020). To go on, some contributors present the steps to Big data as a system that is 

integrated to an organisation that works thanks to the world-wide coordination of multiple 

sources of data attached to a specific website, service, or to a particular activity (McAfee et 

Brynjolfsson, 2012 ; Wang et al., 2016). Big data is defined as a collaborative polity which the 

effectiveness depends on an analyse, whole date that is specific and spread (Brunswicker et al., 

2015). This would make Smart data a subunit of Big data. If our results confirmed this 

interdependence between the exploitation of mass data and the production of smart data, they 

enhance and could question these ideas in two parts. First of all, the relationship between these 



 

 

two types of data polities are reversed for French automotive distributors.  Big data is presented 

as a massive and varied data storage originally  made by firm, and after, exploited by Smart 

data. Smart data draws from Big data (and not the other way round) to be able to establish a 

specific selection of data needed to produce more, that is focused on being targeted and more 

sophisticated. Big data is a necessity before obtaining Smart data. Secondly, this relationship 

between both of these data policies data are linked into a virtuous data exploitation loop. After 

having previously drawn in a massive data storage, Smart data then enhances the Big data 

storage so the organisation can benefit from processing the data on a larger scale, and to seek 

the more diversity. There is no possible substitution of Smart data to Big data, but, more of a 

simultaneous and synergistic connection of these polities, who are part of a digital 

transformation movement conducted by low-tech organisations. Therefore, our study 

contributes back to theory building in data management following the request to better 

theoretically clarify the transition of data policy (Ardito et al., 2019; Kar and Dwivedib, 2020).  

First of all, our research confirms the democratisation and the diversity of data 

management in small low-tech companies. 

The exploitation of data is becoming more and more popular amongst the PME, who are 

becoming aware of how necessary the investment is worth working on and its advantages to 

become more successful (Donnelly et al., 2015). This is shown throughout the three types of 

data management identifications used by automotive companies, our study is strengthened 

assuring that smaller organisations are also looking to extract the value of their received data 

by creating a new digital managing model (George et al., 2014; Gandomi and Haider, 2015; 

Günther et al., 2017; Schwab and Zhang, 2018). More precisely, our results enhance the 

knowledge by exploring the details and characteristics of a certain policy that remain unknown 

by literature: Smart data. On one hand, we confirm that it remains different from the traditional 



 

 

one, with the management of a low volume and almost no variety of Big data (George, et al., 

2014; Li, et al., 2015). On the other hand, we have demonstrated for the first time, the high 

speed of data exploitation thanks to Smart data which distinguishes itself through an instant 

exploitation system or is differentiated over a period of time based on what strategy is used. In 

contrast, of a Big data generalist, our results highlight the sophistication and the maturity of 

Smart data by showing its capacity to adjust the management of particular content linked to a 

previous targeted problem. Secondly, our research brings a new spotlight on our previous work 

showing the complexity of data analysis, enabling and achieving the tasks to get more answers 

on the previous management goals (Brown-Liburd et al., 2015). The three V model is much 

more than today’s unique data model (Davenport et Patil, 2012). Besides this crucial element, 

being able to collect useful qualitative information from massive heterogeneous data  (Chen et 

al., 2015; Bag et al., 2020). For example, our study specifies that a large variety of data slows 

down the speed of information and the decisions of an organisation, no matter what the digital 

policy is. The use of massive heterogeneous data represents a struggle in reaching their goals. 

To finish, if our results confirmed the literature of this Big data evolution, in becoming a smarter 

digital policy (Russom, 2011; McAfee et Brynjolfsson, 2012), this brings new knowledge to 

the Big data’s transformation and the process of it becoming Smart throughout the discovery of 

their synergistic relationship. Our study suggests, for the first time, a fused vision of both of 

these policies, contradicting the traditional relationship (Russom, 2011; Chen et al., 2015). 

Instead of an opposite phenomenon, or even a substitutional one, the quantitative side of Big 

data and the qualitative of  Smart data are complementary and codepend. 

 

5.2 Pratical implications 

Our results have significant implications for digital data management.  



 

 

First, managers need to recognize the importance of the opportunities (and limitations) 

presented by varying degrees of data exploitation. While data processing has proven to be 

associated with faster decision-making for a firm, the effectiveness of Big data is conditioned 

by the processing of a large set of varied data, while that of Smart data depends on handling a 

smaller sample. It is also necessary to realize that establishing an effective Smart data policy 

emanates from the previous capacity of a firm to manage large and varied data quickly. Smart 

data is, therefore, the step after the capacity to manage massive amounts of data. 

Second, the different digital policies are also part of a cycle and are interdependent. In practice, 

Big data is apprehended in a relatively fixed way by decision-makers. Whatever the situation, 

Big data is seen as the ultimate solution to data processing. Our study shows that Big data is 

only one proposed solution among others, such as Smart data. Thus, the context and the aims 

pursued condition the type of digital policy to put in place. The identification of levers of action 

then allows decision-makers to implement dynamic and adaptive exploitation of data (Vitari 

and Raguseo, 2016). In other words, it is not the tool mobilized in a digital policy that 

determines the aims targeted by a firm, but rather the prior identification of the strategic goals 

of the firm that guides the adoption of this or that tool. It is then necessary to use a data policy 

in accordance with the results to be achieved in order to generate added value. 

 

6. Conclusion  

 

Considering that the management of data has become a strategic element for the organisation, 

it’s necessary to understand better its different traits, structures and its evolution. Our study 

brings us useful knowledge about the transformation of data policies with new theoretical and 



 

 

practical contributions. This has revealed that small low-tech businesses are behind these many 

types of data management. These results highlight the characteristics of Smart data 

demonstrating that it is unnecessary to exploit a large volume, and wide variety of data to 

calculate its value. Furthermore than just the Big data model gaining its worth through literature, 

this new policy offers the organisation the opportunity to develop differently its digital actions 

by choosing to detect and exploit a smaller data volume linked to a domain that has been 

previously researched, studied and identified. To go on, this study has revealed that Smart data 

can not be a substitution for Big data. These two policies are codependent in the organisation 

and work in a synergistic relationship through a virtuous data exploitation loop. Future research 

could benefit from this study by analysing the resources and abilities that the small companies 

need to take in account to be able to manage better this digital transformation, therefore, the 

capacity to recreate and improve on the long term, the production and the quality of data. 

 

7. Limitations and future research 

 

We close the discussion by pointing out some limits to our study. Our quantitative 

method proposes a static approach to the phenomenon. A qualitative approach would 

complement our results by looking at the processes involved that we deliberately omitted during 

our study. Moreover, the results come from a questionnaire composed of items of an intuitive 

and subjective nature. Even if this point led to an approximation with regard to some of the 

answers given by the interviewees, conducting the questionnaire in this way avoided the overly 

precise or complex quantification of items, which may have produced a large number of non-

responses.  



 

 

Our research focused solely on the distribution activity of the automotive industry. 

However, manufacturers and original equipment manufacturers exploit data differently from 

the way in which dealers might. It would, therefore, be interesting to understand the digital 

policies of other automotive trades and to identify the determinants specific to their intra- and 

inter-organizational environments. This also applies to organizations that are neither small nor 

medium-sized enterprises and which may, for example, manage data differently due to higher 

endowments of resources and skills than small businesses.  

It is also necessary to better understand the contexts inherent in any adoption of a digital data 

policy. Situations are different from one firm to another. Thus, the original 3Vs model may be 

obsolete and many criteria can be added according to the characteristics of firms, their strategic 

intentions and their resources. 
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