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Kriging and Epistemic Uncertainty: A Critical
Discussion

Kevin Loquin and Didier Dubois

Abstract. Geostatistics is a branch of statistics dealing with spatial phenomena
modelled by random functions. In particular, it is assumed that, under some well-
chosen simplifying hypotheses of stationarity, this probabilistic model, i.e. the ran-
dom function describing spatial dependencies, can be completely assessed from the
dataset by the experts. Kriging is a method for estimating or predicting the spatial
phenomenon at non sampled locations from this estimated random function. In the
usual kriging approach, the data are precise and the assessment of the random func-
tion is mostly made at a glance by the experts (i.e. geostatisticians) from a thorough
descriptive analysis of the dataset. However, it seems more realistic to assume that
spatial data is tainted with imprecision due to measurement errors and that informa-
tion is lacking to properly assess a unique random function model. Thus, it would
be natural to handle epistemic uncertainty appearing in both data specification and
random function estimation steps of the kriging methodology. Epistemic uncertainty
consists of some meta-knowledge about the lack of information on data precision
or on the model variability. The aim of this paper is to discuss the pertinence of the
usual random function approach to model uncertainty in geostatistics, to survey the
already existing attempts to introduce epistemic uncertainty in geostatistics and to
propose some perspectives for developing new tractable methods that may handle
this kind of uncertainty.
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1 Introduction

Geostatistics is the application of the formalism of random functions to the reconnais-
sance and estimation of natural phenomena.

This is how Georges Matheron [42] explains the term geostatistics in 1962 to
describe a scientific approach to estimation problems in geology and mining. The
development of geostatistics in the 1960s resulted from the industrial and econom-
ical need for a methodology to assess the recoverable reserves in mining deposit.
Naturally, the necessity to take into account uncertainty in such methods appeared.
That is the reason why statisticians were needed by geologists and mining industry
to perform ore assessment consistently with the available information.

Today, geostatistics is no longer restricted to this kind of application. It is ap-
plied in disciplines such as hydrology, meteorology, oceanography, geography,
forestry, environmental monitoring, landscape ecology, agriculture or for ecosystem
geographical and dynamic study.

Underlying each geostatistical method is the notion of random function [12]. A
random function describes a given spatial phenomenon over a domain. It consists
of a set of random variables, each of which describes the phenomenon at some lo-
cation of the domain. By analogy with a random process, which is a set of random
variables indexed by time, a random function is a set of random variables indexed
by locations. When little information is available about the spatial phenomenon, a
random function is only specified by the set of means associated to its random vari-
ables over the domain and its covariance structure for all pairs of random variables
induced by this random function. These parameters describe, respectively, the spa-
tial trend and spatial dependencies of the underlying phenomenon. The dependence
structural assumption underlying most of the geostatistical methods is based on the
intuitive idea that, the closer are the regions of interest, the more similar is the phe-
nomenon in these areas. In most geostatistical methods, the dependencies between
the random variables are preferably described by a variogram instead of a covari-
ance structure. The variogram depicts the variance of the increments of the quantity
of interest as a function of the distance between sites.

The spatial trend and spatial dependence structure of this model are commonly
supposed to be of a given form (typically, linear for the trend and spherical, power
exponential, rational quadratic for the covariance or variogram structure) with a
small number of unknown parameters. From the specification of these moments,
many methods can be derived in geostatistics. By far, kriging is the most popular
one. Suppose a spatial phenomenon is partially observed at selected sites. The aim
of kriging is to predict the phenomenon at unobserved sites. This is the problem of
spatial estimation, sometimes called spatial prediction. Examples of spatial phenom-
ena estimations are soil nutrient or pollutant concentrations over a field observed on
a survey grid, hydrologic variables over an aquifer observed at well locations, and
air quality measurements over an air basin observed at monitoring sites.

The term kriging was coined by Matheron in honor of D.G. Krige who pub-
lished an early account of this technique [39] with applications to estimation of a
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mineral ore body. In its simplest form, a kriging estimate of the field at an unob-
served location is an optimized linear combination of the data at observed locations.
Formally, this method has close links to Wiener optimal linear filtering in the the-
ory of random functions [57], spatial splines [22, 56] and generalized least squares
estimation in a spatial context [11].

A full application of a kriging method by a geostatistician involves different
steps:

1. An important structural analysis is performed: usual statistical tools like his-
tograms, empirical cumulative distributions, can be used in conjunction with an
analysis of the sample variogram.

2. In place of the sample variogram, that does not respect suitable mathematical
properties, a theoretical variogram is chosen. The fitting of the theoretical var-
iogram model to the sample variogram, informed by the structural analysis, is
performed.

3. Finally, from this variogram specification (which is an estimate of the depen-
dence structure of the model), the kriging estimate is computed at the location of
interest by solving a system of linear equations of the least squares type.

Kriging methods have been studied and applied extensively since 1970 and later on
adapted, extended, and generalized. Georges Matheron, who founded the “Centre
de Géostatistiques et de Morphologie Mathématique de l’Ecole des Mines de Paris”
in Fontainebleau, proposed the first systematic approach to kriging [42]. Many of
his students or collaborators followed his steps and worked on the development and
dissemination of geostatistics worldwide. We can mention here Jean-Paul Chilès,
Pierre Delfiner [9] or André G. Journel [34] among others. All of them worked on
extending, in many directions, the kriging methodology.

However, very few scholars discussed the nature of the uncertainty that underlies
the standard Matheronian geostatistics except G. Matheron himself [45] and even
fewer considered alternative theories to probability theory that could more reliably
handle epistemic uncertainty in geostatistics. Epistemic uncertainty is uncertainty
that stems from a lack of knowledge, from insufficient available information, about
a phenomenon. It is different from uncertainty due to the variability of the phe-
nomenon. Typically, intervals or fuzzy sets are supposed to handle epistemic uncer-
tainty, while probability distributions are supposed to properly quantify variability.

More generally, imprecise probability theories, like possibility theory [21], belief
functions [51] or imprecise previsions [55] are supposed to jointly handle those two
kinds of uncertainty. Consider the didactic example of a dice toss where you have
more or less information about the number of facets of the dice. When you know
that a dice has 6 facets, you can easily evaluate the variability of the dice toss: 1
chance over 6 for each facet from 1 to 6; but now, suppose that you miss some in-
formation about the number of facets and that you just know that the dice has either
6 or 12 facets, you can not propose a unique model of variability of the dice toss,
you can just propose two: in the first case, 1 chance over 6 for each facet from 1 to
6 and 0 chance for each facet from 7 to 12, in the second case, 1 chance over 12
for each facet from 1 to 12. This example enables the following simple conceptual
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extrapolation: when facing a lack of knowledge or insufficient available information
on the studied phenomenon, it is safer to work with a family of probability distri-
butions, i.e. to work with sets of probability measures, to model uncertainty. Such
models are generically called imprecise probability models.

Bayesian methods address the problem by attaching prior probabilities to each
potential model. However, this kind of uncertainty is of purely epistemic origin and
using a single subjective probability to describe it is debatable, since it represents
much more information than what is actually available. In our dice toss example,
choosing a probability value for the occurrence of each possible model, even if we
choose a uniform distribution, i.e. a probability of 1/2, for each possible model, is
much more information than actually available about the occurrence of the possible
models. Besides, it is not clear that subjective and objective probabilities can be
multiplied as they represent information of a very different nature.

This paper proposes a discussion of the standard approach to kriging in relation
with the presence of epistemic uncertainty pervading the data or the choice of a
variogram. In Section 2 basics of kriging theory are recalled and the underlying
assumptions are discussed. Section 3 is mainly dedicated to the variogram or co-
variance function estimation, which is the major issue in kriging. The sources of
epistemic uncertainty in kriging are discussed in Section 4. Then, a survey of some
existing intervallist or fuzzy extensions of kriging is offered, respectively in Sections
5 and 6. Finally, in Section 7, a preliminary discussion of the role novel uncertainty
theories could play in this topic is provided.

2 Some Basic Concepts in Probabilistic Geostatistics

Geostatistics is commonly viewed as the application of the “Theory of Regionalized
Variables” to the study of spatially distributed data. This theory is not new and
borrows most of its models and tools from the concept of stationary random function
and from techniques of generalized least-squares prediction.

Let D be a compact subset of R
� and Z = {Z(x),x ∈ D} denote a real valued

random function. A random function (or equally a random field) is made up of a
set of random variables Z(x), for each x ∈ D . In other words, Z is a set of random
variables Z(x) indexed by x. Each Z(x) takes its values in some real interval Γ ⊆ R.
In this approach, Z is the probabilistic representation of a deterministic function
z : D −→ Γ .

The data consists of n observations Zn = {z(xi), i = 1, . . . ,n} understood as a
realization of the n random variables {Z(xi), i = 1, . . . ,n} located at the n known
distinct sampling positions {x1, . . . ,xn} in D . Zn is the only available objective
information about Z on D .

2.1 Structuring Assumptions

In geostatistics, the spatial dependence between the two random variables Z(x) and
Z(x′), located at different positions x,x′ ∈ D , is considered an essential aspect of
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the model. All geostatistical models strive to capture such spatial dependence, in
order to provide information about the influence of the neighborhood of a point x
on the random variable Z(x). Different structuring assumptions of a random field
have been proposed. They mainly aim at making the model easy to use in practice.
Results of geostatistical methods highly depend on the choice of those assumptions.

2.1.1 The Second-Order Stationary Model

A random function Z is said to be second-order stationary if any two random vari-
ables Z(x) and Z(x′) have equal mean values, and their covariance function only
depends on the separation h = x− x′. Formally, ∀x,x′ ∈ D , there exist a constant
m ∈ R and a positive definite covariance function C : D → R, such that{

E[Z(x)] = m,

Cov(Z(x′),Z(x)) = E[Z(x)−m][Z(x′)−m] = C(x− x′) = C(h).
(1)

Such a model implies that the variance of the random variables Z(x) is constant all
over the domain D . Indeed, for any x ∈D , V (Z(x)) =C(0). In the simplest case, the
random function is supposed to be Gaussian, and the correlation function isotropic,
i.e. not depending on the direction of vector x− x′, so that h is a positive distance
value h =‖ x− x′ ‖�.

A second-order stationary random function will be denoted by SRF in the rest of
the paper.

2.1.2 The Intrinsic Model

This model is slightly more general than the previous one: it only assumes that
the increments Yh(x) = Z(x + h)−Z(x), and not necessarily the random function Z
itself, form a second-order stationary random function Yh, for every vector h. More
precisely, for each location x ∈ D , Yh(x) is supposed to have a zero mean and a
variance depending only on h and denoted by 2γ(h). In that case, Z is called an
intrinsic random function, denoted by IRF in the rest of the paper, and characterized
by: {

E[Yh(x)] = E[Z(x + h)−Z(x)] = 0,

V[Yh(x)] = V[Z(x + h)−Z(x)] = 2γ(h).
(2)

γ(h) is the so-called variogram. The variogram is a key concept of geostatistics.
It is supposed to measure the dependence between locations, as a function of their
distance.

Every SRF is an IRF, the contrary is not true in general. Indeed, from any covari-
ance function of an SRF, we can derive an associated variogram as:

γ(h) = C(0)−C(h). (3)
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Indeed,

γ(h) =
1
2

(
V[Z(x + h)−Z(x)]

)
,

=
1
2

(
V[Z(x + h)]+V[Z(x)]−2Cov(Z(x + h),Z(x))

)
,

=
1
2

(
2C(0)−2C(h)

)
.

In the opposite direction, the covariance function of an IRF is generally not of the
form C(h) and cannot be derived from its variogram γ(h). Indeed, the inference from
the second to the third line of the above derivation shows that equality (3) only holds
if the variance of a random function is constant on the domain D . This is the case for
an SRF but not for an IRF. For example, unbounded variograms have no associated
covariance function. It does not mean that the covariance between Z(x) and Z(x+h),
when Z is an IRF, does not exist, but it is not, generally, a function of the separation
h. The variogram is a more general structuring tool than the covariance function of
the form C(h).

2.2 Simple Kriging

Kriging boils down to spatially interpolating the data set Zn by means of a lin-
ear combination of the observed values at each measurement location. The inter-
polation weights depend on the interpolation location and the available data over a
domain of interest. In such a method, for estimating the value of the random func-
tion at an unobserved site, the dependence structure of the random function is used.
Once the variogram is estimated, the kriging equations are obtained by least squares
minimization.

Consider a second-order stationary random function Z, i.e. satisfying (1), in-
formed by the data set Zn = {z(xi), i = 1, . . . ,n}. Any particular unknown value
Z(x0), x0 ∈ D , is supposed to be estimated by a linear combination of the n col-
lected data points {z(xi), i = 1, . . . ,n}. This estimation, denoted by z∗(x0), is given
by:

z∗(x0) =
n

∑
i=1

λi(x0)z(xi). (4)

The computation of z∗(x0) depends on the estimation of the kriging weights Λn(x0)
= {λi(x0), i = 1, . . . ,n} at location x0. In the kriging paradigm, each weight λi(x0)
corresponds to the influence of the value z(xi) in the computation of z∗(x0). More
precisely, the value z∗(x0) is the linear combination of the data set Zn = {z(xi), i =
1, . . . ,n}, weighted by the set of influence weights Λn(x0).

Kriging weights are computed by solving a system of equations induced by a least
squares optimization method. It is deduced from the minimization of the estimation
error variance V[Z(x0)−Z∗(x0)], where Z(x0) is the random variable underlying the
SRF Z at location x0 and Z∗(x0) = ∑n

i=1 λi(x0)Z(xi) is the “randomized” counterpart
of the kriging estimate (4). The minimization of V[Z(x0)− Z∗(x0)] is carried out
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under the unbiasedness condition: E[Z(x0)] = E[Z∗(x0)]. This unbiasedness con-
dition has a twofold consequence: first, it induces the following condition on the
kriging weights:

n

∑
i=1

λi(x0) = 1.

Indeed, due the stationarity of the mean (1), E[Z∗(x0)] = E[Z(x0)]⇒∑n
i=1 λi(x0)m =

m ⇒ ∑n
i=1 λi(x0) = 1.

Second, it implies that minimizing the variance can be rewritten in terms of a
mean squared error to minimize. Indeed, V[Z(x0)−Z∗(x0)] = E

[
Z(x0)−Z∗(x0)

]2−(
E[Z(x0)−Z∗(x0)]

)2
and the second term is zero. Thus,

V[Z(x0)−Z∗(x0)] = E
[
Z(x0)−Z∗(x0)

]2
.

Thus, the kriging problem comes down to finding the least squares estimate of Z at
location x0 under the constraint:

n

∑
i=1

λi(x0) = 1.

In order to obtain the kriging equations, the variance V[Z(x0)−Z∗(x0)] is rewritten
as follows:

n

∑
i=1

n

∑
j=1

λi(x0)λ j(x0)C(xi − x j)−2
n

∑
j=1

λ j(x0)C(x0 − x j)+C(0), (5)

where C(0) = V[Z(x0)], so that kriging weights only depend on the covariance func-
tion. In order to minimize the above mean squared error, the derivative according to
each kriging weight λi(x0) is computed:

∂
∂λi(x0)

V[Z(x0)−Z∗(x0)] = 2
n

∑
j=1

λ j(x0)C(xi − x j)−2C(x0 − xi), ∀i = 1, . . . ,n.

The equations providing the kriging weights are thus obtained by letting these partial
derivatives vanish. The simple kriging equations are thus of the form:

C(x0 − xi) =
n

∑
j=1

λ j(x0)C(xi − x j), ∀i = 1, . . . ,n. (6)

The similarity between equations (4) and (6) is striking. The influence weights, in
the simple kriging method, are the same weights as the ones that express, for all the
locations {xi, i = 1, . . . ,n}, the dependence between Z(x0) and Z(xi), quantified by
C(x0 − xi), as the weighted average of the covariances C(xi − x j) between Z(xi) and
the random variables {Z(x j), j = 1, . . . ,n}. It can be summarized by this remark:
the influence weights of the kriging estimate are the same as the influence weights
of the dependence evaluations. It is clear that some proper dependence assessments
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should be the basis for any sensible interpolation of the observations. However, it
does not seem to exist a direct intuitive interpretation why the observations should
be combined (by means of (4)) just like the dependencies (by means of (6)).

In the case of ordinary kriging, the random function is supposed to be an IRF,
its mean is unknown and the covariance function is replaced by the variogram in
the kriging equations (6). Moreover there is an additional Lagrange parameter to be
found, needed to ensure the unbiasedness condition (see [9], Section 3.4).

3 Variogram or Covariance Function Estimation

In kriging, the dependence information between observations are taken into account
to interpolate the set of points {(xi,Z(xi)), i = 1, . . . ,n}. The most popular tool that
models these dependencies is the variogram and not the covariance function, be-
cause the covariance function estimation is biased by the mean. Indeed, if the mean
is unknown, which is generally the case, it affects the covariance function estima-
tion. Geostatisticians proposed different functional models of variogram to comply
with the observations and with the physical characteristics of a spatial domain [9].
In the first part of this section, we present the characteristics of the most popular
variogram models.

Choosing one model or even combining some models to propose a new one is
a subjective task requiring the geostatistician expertise and some prior descriptive
analysis of the dataset Zn. The data is explicitly used only when a regression anal-
ysis is performed to fit the variogram model parameters to the empirical variogram.
An empirical variogram, i.e. a variogram explicitly obtained from the dataset Zn

and not by some regression on a functional model, is called a sample variogram in
the literature. In this section, we will see that a sample variogram does not fulfil (in
its general expression) the conditional negative definiteness requirement imposed on
a variogram model. We will briefly discuss this point, which explains why a sample
variogram is never used by geostatisticians to carry out an interpolation by kriging.

3.1 Theoretical Models of Variogram or Covariance Functions

For the sake of clarity, we restrict this presentation of variogram models to isotropic
models. An isotropic variogram is invariant to the direction of the separation x− x′.
Thus an isotropic variogram is a function γ(h), defined for h ≥ 0 ∈ R such that
h =‖ x− x′ ‖�.

Under the isotropy assumption, the variogram models have the following com-
mon behavior: they increase with h and, for most models, when h −→ ∞, they sta-
bilize at a certain level. A non-stabilized variogram models a phenomenon whose
variability has no limit at large distances. If, conversely, the variogram converges to
a limiting value called the sill, it means that there is a distance, called the range,
beyond which Z(x) and Z(x + h) are uncorrelated. In some sense, the range gives
some meaning to the concept of area of influence. Another parameter of a variogram
that can be physically interpreted is the nugget effect: it is the value taken by the
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Fig. 1 Basic parameters of standard theoretical variogram models

variogram when h tends to 0. A discontinuity at the origin is generally due to geo-
logical discontinuities, measurement noise or positioning errors. Figure 1 shows a
standard theoretical variogram graph where the sill, the range and the nugget effect
are represented.

Beyond this standard shape, other physical phenomena can be modelled in a vari-
ogram. For instance, the hole effect, understood as the tendency for high values to be
surrounded by low values, is modelled by bumps on the variogram (or holes in the
covariance function). Periodicity, which is a special case of hole effect can appear
in the variogram. Explicit formulations of many popular variogram or covariance
function models can be found in [9].

Usual theoretical variogram models may fail to perfectly match the dependence
structure corresponding to the geostatistician’s physical intuition and sample vari-
ogram analysis. Generally, a linear combination of variograms is used, in order to
obtain a more satisfactory fitting of the theoretical variogram with both the sample
variogram and the geostatistician’s intuition. Such a variogram is obtained by :

γ(h) =
J

∑
j=1

γ j(h).

The main reason is that such linear combinations preserve the negative definiteness
conditions requested for variograms, as seen in the next subsection.

Moreover, when the variogram changes with the direction of the separation x−x′,
it is said to be anisotropic. Some particular anisotropic variograms can be derived
from marginal models. The most simple procedure to construct an anisotropic var-
iogram on R

� is to compute the product of its marginal variograms, assuming the
separability of the anisotropic variogram.
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3.2 Definiteness Properties of Covariance and Variogram
Functions

Mathematically, variograms, covariance functions are strongly constrained. Being
extensions of the variance, some of its properties are propagated to mathematical
definitions of covariance and variogram. In particular, the positive definiteness of
the covariance function and similarly the conditional negative definiteness of the
variogram are inherited from the positivity of variances.

The variance of linear combinations of random variables {Z(xi), i = 1, . . . , p},
given by ∑p

i=1 μiZ(xi), could become negative if the chosen covariance function
model were not positive definite or similarly if the chosen variogram model were
not conditionally negative definite [2].

When considering an SRF, the variance of linear combinations of random vari-
ables {Z(xi), i = 1, . . . , p} is expressed, in terms of the covariance function of the
form C(h), by

V

[ p

∑
i=1

μiZ(xi)
]

=
p

∑
i=1

p

∑
j=1

μiμ jC(x j − xi). (7)

Since the variance is positive, the covariance function C should be positive definite
in the sense of the following definition:

Definition 1 (Positive definite function). A real function C(h), defined for any
h ∈ R

�, is positive definite if, for any natural integer p, any set of real �-tuples
{xi, i = 1, . . . , p} and any real coefficients {μi, i = 1, . . . , p},

p

∑
i=1

p

∑
j=1

μiμ jC(x j − xi) ≥ 0.

Now in the case of a general IRF, i.e. an IRF with no covariance function (1) of
the form C(h), it can be shown [9] that the variance of any linear combination of
increments of random variables ∑p

i=1 μi(Z(xi)−Z(x0)) can be expressed, under the
condition that ∑p

i=1 μi = 0, by

V

[ p

∑
i=1

μi(Z(xi)−Z(x0))
]

= V

[ p

∑
i=1

μiZ(xi)
]

= −
p

∑
i=1

p

∑
j=1

μiμ jγ(x j − xi). (8)

Let us remark that for an SRF, under the condition ∑p
i=1 μi = 0, expressions (7) and

(8) can easily be switched by means of relation (3).
Since the variance is positive, the variogram γ should be conditionally negative

definite in the sense of the following definition:

Definition 2 (Conditionally negative definite function). A function γ(h), defined
for any h ∈ R

�, is conditionally negative definite if, for any choice of p, {xi, i =
1, . . . , p} and {μi, i = 1, . . . , p}, conditionally to the fact that ∑p

i=1 μi = 0,
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p

∑
i=1

p

∑
j=1

μiμ jγ(x j − xi) ≤ 0.

From expression (7), the covariance function of any SRF is necessarily positive
definite. Moreover, it can be shown that, from any positive covariance function,
there exists a Gaussian random function having this covariance function. But some
types of covariance functions are incompatible with some classes of random func-
tions [1]. Note that the same problem holds for variograms and conditional negative
definiteness for IRF. This problem, which is not solved yet, was dubbed “internal
consistency of models” by Matheron [46, 47].

Since the covariance function of any SRF is necessarily positive definite, it means
that any function that is not positive definite (resp. conditionally negative definite)
cannot be the covariance of an SRF (resp. the variogram of an IRF).

3.3 Why Not Use the Sample Variogram ?

The estimation of spatial dependencies by means of the variogram or the covari-
ance function is the key to any kriging method. The intuition underlying spatial
dependencies is that points x ∼ y that are close together should have close values
Z(x) ∼ Z(y) because the physical conditions are similar at those locations.

In order to make this idea more concrete, it is interesting to plot the increments
|z(xi)− z(x j)|, quantifying the closeness z(xi) ∼ z(x j), as a function of the distance
ri j =‖ xi − x j ‖�, that measures the closeness xi ∼ x j.

The variogram cloud is among the most popular visualization tools used by the
geostatisticians. It plots the empirical distances ri j on the x-axis against the halved

squared increments vi j = 1
2

(
z(xi)− z(x j)

)2
on the y-axis. The choice of the halved

squared increments is due to the definition of the variogram of an IRF (2).
Figure 2 shows the variogram cloud (on the left) obtained with observations taken

from the Jura dataset available on the website http://goovaerts.pierre.
googlepages.com/. This dataset is a benchmark used all along Goovaerts book
[28]. This dataset presents concentrations of seven pollutants (cadmium, cobalt,
chromium, copper, nickel, lead and zinc) measured in the French Jura region. On
Figure 2, the distance is the Euclidean distance in R

2 and the variogram cloud has
been computed from cadmium concentrations at 100 locations.

From the variogram cloud it is possible to extract the sample variogram. It is
obtained by computing the mean value of the halved squared increments v in classes
of distance. The sample variogram can be defined by:

γ̂(h) =
1

2|V h
Δ | ∑

i, j∈V h
Δ

(
z(xi)− z(x j)

)2
,

where V h
Δ is the set of pairs of locations such that ‖ xi − x j ‖�∈ [h−Δ ,h + Δ ]. |V h

Δ |
is the cardinality of V h

Δ , i.e. the number of pairs in V h
Δ .

http://goovaerts.pierre.googlepages.com/
http://goovaerts.pierre.googlepages.com/
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Fig. 2 Variogram cloud and sample variogram

Figure 2 shows the sample variogram associated to the plotted cloud variogram
on the right part. It has been computed for 10 sampling locations and for a class
radius Δ equal to half the sampling distance.

As seen in the previous sections, geostatistics rely on sophisticated statistical
models, but, in practice, geostatisticians eventually quantify these dependencies by
means of a subjectively chosen theoretical variogram. Why don’t they try to use the
empirical variogram in order to quantify the influence of the neighborhood of a point
on the value at this point ? It turns out that these empirical tools (variogram cloud or
sample variogram) generally do not fulfil the conditional negative definite require-
ment. In order to overcome this difficulty, two methods are generally considered:
either an automated fitting (by means of a regression analysis on the parameters
of a variogram model) or manual fitting made at a glance. Empirical variograms are
considered by the geostatisticians only as visualization or preliminary guiding tools.

3.4 Sensitivity of Kriging to Variogram Parameters

The kriging parameters, i.e. range, sill and nugget effect, affect the result of kriging
in various ways. For one thing, while the kriging weights sum to 1, they are not
necessarily all positive. In particular, the choice of the range of the variogram will
affect the sign of the kriging weights.

In figures 3 and 4, we consider a set of data points that form two significantly
separated clusters: there are many data-points between abcissae 0 and 3.5 with an
increasing trend, as well as between 11.5 and 15 with a decreasing trend, but none
between 3.5 and 11.5. This configuration suggests an increasing function in one
cluster and a decreasing function in the other one. Figure 3 is the result of kriging
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Fig. 3 Kriging with a short-ranged variogram
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Fig. 4 Kriging with a long-ranged variogram

with a short-ranged (a range equal to 7) variogram. The area of influence of such a
variogram is thus limited to the area in each cluster of points. Figure 4 is the result
of kriging with a long-ranged (a range equal to 12) variogram, thus covering the
two clusters. In the first case, the range of the variogram does not cover the gap
between the clusters. The kriged values then get closer to the mean value of the
data for locations far away from these clusters. This effect creates a hollow between
the clusters at the center of the gap between them. The kriging weights are then all
positive. However, the general trend of the data suggests a hill, which is accounted
for by the results of kriging with a long-ranged variogram (Figure 4). It can only be
achieved through negative kriging weights between the clusters of data points.

A positive nugget effect may prevent the kriged surface from coinciding with the
data points. The effect of changing the sill is less significant. Nevertheless, it is clear
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that the choice of the theoretical variogram parameters has a non-negligible impact
on the kriged surface.

This small example is a usual geostatistical case. It suggests that the theoreti-
cal variogram parameters elicitation greatly relies on the geostatistician knowledge
about the studied phenomenom. Indeed, the estimation of variogram parameters
from the sole data visualization tools (cloud and sample variogram), which is not
presented in this article, would lead any geostatistician, not informed by some ge-
ological knowledge, to choose a range equal to 3. Such a short range leads to a
resulting kriging map with a dale that reaches a plateau with a level equal to the
mean of the data values. It is a judicious parameterization if the studied quantity
really has a dale, but this choice, guided by the visualization tools, is not correct if
the studied spatial phenomenon is known to be bell-shaped.

4 Epistemic Uncertainty in Kriging

The traditional kriging methodology is idealized in the sense that it assumes more
information than actually available. The stochastic environment of the kriging ap-
proach is in some sense too heavy compared to the actual available data, which are
scarce. Indeed, the actual data consists of a single realization of the presupposed
random function. This issue has been addressed in critiques of the usual kriging
methodology. In the kriging estimation procedure, epistemic uncertainty clearly lies
in two places of the process: the knowledge of data points and the choice of the
mathematical variogram. One source of global uncertainty is the lack of knowledge
on the ideal variogram that is used in all the estimation locations of a kriging ap-
plication. Such uncertainty is global, in the sense that it affects the random function
model over the whole kriging domain. This kind of global uncertainty, to which
Bayesian approaches can be applied, contrasts with some local uncertainty that may
pervade the observations. In the usual approaches (Bayesian or not), these obser-
vations are supposed to be perfect, because they are modelled as precise values.
However in the 1980’s, some authors were concerned by the fact that epistemic un-
certainty also pervades the available data, which are then modelled by means of
intervals or fuzzy intervals.

Besides, the impact of epistemic uncertainty on the kriged surface should not be
confused with the measure of precision obtained by the kriging variance V[Z(x0)−
Z∗(x0)]. This measure of precision just reflects the lack of statistical validity of
kriging estimates at locations far from the data, under the assumption that the real
spatial phenomenon is faithfully captured by a random function (which is not the
case). The fact that the kriging variance does not depend on the measured data in
a direct way makes it totally inappropriate to account for epistemic uncertainty on
measurements. Moreover epistemic uncertainty on variogram parameters leads to
uncertainty about the kriging variance itself.
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4.1 Imprecision in the Variogram

Sample variograms (see for instance Figure 2) are generally far from the ideal
theoretical variogram models (see for instance Figure 1) fulfilling the conditional
negative definite condition. Whether the fitting is automatic (by means of a regres-
sion analysis on the parameters of a model) or the fitting is manual and made at a
glance, an important epistemic transfer can be noticed. Indeed, whatever the method,
the geostatistician tries to summarize his knowledge about the studied field and
some objective information (the sample variogram) by means of a unique subjec-
tively chosen dependence model, the theoretical variogram. As pointed out by A. G.
Journel [36]:

Any serious practitioner of geostatistics would expect to spend a good half of his
or her time looking at all faces of a data set, relating them to various geological
interpretations, prior to any kriging.

Except in [5, 6], this fundamental step of the kriging method is never quite dis-
cussed in terms of the epistemic uncertainty it creates. Intuitively, however, there is
a lack of information to properly assess a single variogram. This lack of informa-
tion is a source of epistemic uncertainty, by definition [32]. As the variogram model
plays a critical role in the calculation of the reliability of a kriging estimation, the
epistemic uncertainty on the theoretical variogram fit should not be neglected. For-
getting about epistemic uncertainty in the variogram parameters, as propagated to
the kriging estimate, may result in underestimated risks and a false confidence in
the results.

4.2 Kriging in the Bayesian Framework

The Bayesian kriging approach is supposed to handle this subjective uncertainty
about features of the theoretical variogram, as known by experts. In practice, the
structural (random function) model is not exactly known beforehand and is usually
estimated from the very same data from which the predictions are made. The aim
of Bayesian kriging is to incorporate epistemic uncertainty in the model estimation
and thus in the associated prediction.

In Omre [48], the user has a guess on the non stationary random function Z. This
guess is given by a random function Y on the domain D whose moments are known
and given by, ∀x,x + h ∈ D ,{

E[Y (x)] = mY ,

Cov[Y (x),Y (x + h)] = CY (h).
(9)

From the knowledge of CY (h), the variogram can also be used thanks to the relation
γY (h) = CY (0)−CY (h).

The random function Y , and more precisely mY and the functions CY and γY

form the available prior subjective information about the random function Z whose
value must be predicted at location x0. In the Bayesian updating procedure, how
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uncertainty about Y is transferred to Z is modelled by the law that handles the
uncertainty on Z conditionally to Y , i.e. the law of Z|Y . In this context, the co-
variance function or the variogram of the updating law have to be estimated.

From standard works on linear Bayesian statistics [31], Omre extracts the Bayes
updating rules for the bivariate characteristic functions of random functions, namely
the variogram and the covariance function. Bayes linear methods [27] are based
on expectation and covariance structures, rather than on distributional assumptions.
The Bayesian updating rules that enable to compute the posterior uncertainty on Z
from the prior uncertainty on Y is given by:⎧⎪⎨

⎪⎩
mZ = a0 + mY ,

CZ(h) = CZ|Y (h)+CY (h),

γZ(h) = γZ|Y (h)+ γY (h),

where a0 is an unknown constant, which is (according to Omre) introduced to make
the guess less sensitive to the actual level specified, i.e. less sensitive to the assess-
ment of mY .

From this updating procedure of the moments, one can retrieve the moments
of Z needed for kriging as in the usual kriging approach. What is missing in this
procedure is the covariance function (or the variogram) of Z|Y . Omre proposes a
usual fitting procedure to estimate these functions.

Eventually, the Bayesian kriging system is given by

CZ(x0 − xi) =
n

∑
j=1

λ j(x0)CZ(xi − x j), ∀i = 1, . . . ,n.

Another approach, more in the Bayesian tradition of distributional guess on the
model parameters (mean and variogram parameters) is proposed in the paper of
Handcock and Stein [29]. It shows that ordinary kriging with a Gaussian stationary
random function and unknown mean m can be interpreted in terms of Bayesian
analysis with a prior distribution locally uniform on the mean parameter m. More
generally, they propose a systematic Bayesian analysis of the kriging methodology
for different mean and variogram parametric models. Several authors worked on this
approach [14, 26, 8].

Any Bayesian approach is supposed to take into account epistemic uncertainty in
the sense that it is supposed to handle the lack of knowledge on the model parame-
ters by assigning a subjective prior probability distribution to these parameters. This
subjective prior is supposed to be incorrect: this is a guess which is then corrected
by objective information by means of the Bayes theorem. The term “guess” and the
admission of an erroneous prior is supposed to be the way epistemic uncertainty
is handled in the Bayesian framework. However, this procedure seems to be more
an objective method which needs to be initialised by a judicious starting guess in
order to converge, when the number of objective observations is high, to the correct
variability model.
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To our view, a unique prior distribution, even if claimed to be non informative in
the case of plain ignorance, is not the proper representation to capture epistemic un-
certainty on the model. A unique prior models the supposedly known variability of
the considered parameter, not ignorance about it. In fact it is not clear that such pa-
rameters are subject to variability. As a more consistent approach, a robust Bayesian
analysis of the kriging could be performed. Robust Bayesian analysis consists of
working with a family of priors in order to lay bare the sensitivity of estimators to
epistemic uncertainty on the model’s parameters [7, 50].

4.3 Imprecision in the Data

Because available information can be of various types and qualities, ranging from
measurement data to human geological experience, the treatment of uncertainty in
data should reflect this diversity of origins. Moreover, there is only one observation
made at each location, and this value is in essence deterministic. However one may
challenge the precision or accurateness of such measurements. Especially, geologi-
cal measurements are often highly imprecise.

Let us take a simple example: the measurement of permeability in an aquifer. It
results from the interpretation of a pumping test: when pumping water from a well,
the water level will decrease in that well and also in neighboring wells. The local
permeability is obtained by fitting theoretical draw-down curves to the experimental
ones. There is obviously some imprecision in such fitting that is based on approx-
imations to the reality (e.g., homogeneous medium). Epistemic uncertainty due to
measurement imperfections should pervade the measured permeability data. For the
inexact (imprecise) information resulting from unique assessments of deterministic
values, a nonfrequentist or subjective approach reflecting imprecision could be used.

Epistemic uncertainty about such deterministic numerical values naturally takes
the form of intervals. Asserting z(x) ∈ [a,b] comes down to claiming that the actual
value of a quantity z(x) lies between a and b. Note that while z(x) is an objective
quantity, the nature of the interval [a,b] is epistemic, it represents expert knowledge
about z(x) and has no existence per se. The interval [a,b] is a set of mutually exclu-
sive values one of which is the right one: the natural interpretation of the interval is
that z(x) ∈ [a,b] is considered impossible.

A fuzzy subset F [21, 58] is a richer representation of the available knowledge in
the sense that the membership degree F(r) is a gradual estimation of the conformity
of the value z(x) = r to the expert knowledge. In most approaches, fuzzy sets are
representations of knowledge about underlying precise data. The membership grade
F(r) is interpreted as a degree of possibility of z(x) = r according to the expert [59].
In this setting, membership functions are interpreted as possibility distributions that
handle epistemic uncertainty due to imprecision on the data.

Possibility distributions can often be viewed as nested sets of confidence intervals
[18]. Let Fα = {r ∈ R : F(r) ≥ α} be called an α-cut. F is called a fuzzy interval
if and only if ∀0 < α ≤ 1,Fα is an interval. When α = 1, the core F1 is called the
mode of F if reduced to a singleton. If the membership function is continuous, the
degree of certainty of z(x) ∈ Fα is equal to 1−α , in the sense that any value outside
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Fα has possibility degree at most α . So it is sure that z(x) ∈ S(F) = limα→0Fα (this
is the support of F), while there is no certainty that the most plausible values in the
core F1 contain the actual value. Note that the membership function can be retrieved
from its α-cuts, by means of the relation:

F(r) = sup
r∈Fα

α.

Therefore, suppose that the available knowledge supplied by an expert comes in
the form of nested confidence intervals {Ik,k = 1, . . . ,K} such that I1 ⊂ I2 ⊂ ·· · ⊂
IK with increasing confidence levels ck > ck′ if k > k′, the possibility distribution
defined by

F(r) = min
k=1,...,K

max(1− ck, Ik(r)),

is a faithful representation of the supplied information. Viewing a possibility degree
as an upper probability bound [55], F is an encoding of the probability family {P :
P(Ik) ≥ ck}. If cK = 1 then the support of this fuzzy interval is IK .

If an expert only provides a mode c and a support [a,b], it makes sense to repre-
sent this information as the triangular fuzzy interval with mode c and support [a,b]
[19]. Indeed F then encodes a family of (subjective) probability distributions con-
taining all the unimodal ones with mode c and support included in [a,b].

5 Intervallist Kriging Approaches

This section and the next one refer to works done in the 1980’s. Even if some of
them can be considered obsolete, their interest lies in their being early attempts
to handle some form of epistemic uncertainty in geostatistics. While some of the
proposed procedures look questionable, it is useful to understand their merits and
limitations in order to avoid pitfalls and propose a well-founded methodology to that
effect. Since then, it seems that virtually no new approaches have been proposed in
the recent past, even if some of the problems posed more than 20 years ago have
now received more efficient solutions, for instance the solving of interval problems
via Gibbs sampling [24].

5.1 The Quadratic Programming Approach

In [23, 38], the authors propose to estimate z∗(x0), from imprecise information avail-
able as a set of constraints on the observations. Such constraints can also be seen
as inequality-type data, i.e. the observation located at the position xi is of the form
z(xi) ≥ a(xi) and/or z(xi) ≤ b(xi).

This approach also assumes a global constraint which is that whatever the po-
sition x0 ∈ D , the kriging estimate z∗(x0) is bounded, which can be translated by

∀x0 ∈ D , z∗(x0) ∈ [a,b]. (10)

For instance any ore mineral grade is necessary a value within [0,100%].
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Any kind of data, i.e. precise or inequality-type, can always be expressed in terms
of an interval constraint:

z(xi) ∈ [a(xi),b(xi)], ∀i = 1, . . . ,n. (11)

Indeed precise data can be modelled by constrained data (11) with equal upper and
lower bound and an inequality-type data z(xi) ≥ a(xi) (resp. z(xi) ≤ b(xi)) can be
expressed as [a(xi),b] (resp. [a,b(xi)]). Thus the data set is now given by Z̄n =
{z̄(xi) = [a(xi),b(xi)], i = 1, . . . ,n}.

As mentioned by A. Journel [37], this formulation of the problem allows to cope
with the recurring question of the positiveness of the kriging weights, which the
basic kriging approaches cannot ensure. Negative weights are generally seen as be-
ing “evil”, due to the fact that the measured spatial quantity is positive and their
linear combination (4) with some negative weights could lead to a negative kriging
estimate. More generally, nothing prevents the kriged values from violating range
constraints induced by practical considerations on the studied quantity. Hence, one
is tempted by the incorrect conclusion that all kriging weights should be positive.
Actually, having some negative kriging weights is quite useful, since it allows a
global kriging estimate to fall outside the range [mini z(xi),maxi z(xi)]. Instead of
forcing the weights to be positive, the constraint-based approach forces the estimate
to be positive by adding a constraint on the estimate to the least squares optimization
problem. More generally, the global constraint (10), solves the problem of getting
meaningful kriging estimates.

In [41], J.L. Mallet proposes a particular solution to the problem of constrained
optimization given by means of quadratic programming, i.e. to the problem of min-
imizing a quadratic form (the error variance) under the constraint that the solution
of this optimization program is inside the range [a,b].

The dual expression [9] of the kriging estimate (4) is of the form :

z∗(x0) =
n

∑
i=1

νiC(xi − x0). (12)

This expression is obtained by incorporating in the linear combination of the ob-
servations (4), the kriging weights that are the solutions of the kriging system (6).
Thus the dual kriging weights {νi, i = 1, . . . ,n} now reflect the dependence between
covariances {C(xi − x j), i, j = 1, . . . ,n} and the observations {z(xi), i = 1, . . . ,n}1.

1 It can be noted that, in the precise framework, the dual formalism of kriging is computa-
tionally interesting. Indeed, the kriging system to be solved is obtained by minimization
of (13), whatever the position of estimation x0. It means that the kriging system has to be
solved only once to provide an interpolation over all the domain. However, this system is
difficult to solve and badly conditioned. Whereas the non dual systems, where the matri-
ces’ coefficients are generally scarce, are more tractable. Therefore, it should be preferred
to solve the dual kriging system in case of a high quantity of estimation points but with a
small dataset and it should be preferred to solve the usual kriging system in case of a small
number of estimation points but with a large dataset.



288 K. Loquin and D. Dubois

Built on Mallet’s approach [41], Dubrule and Kostov [23, 38] proposed a solu-
tion to this interpolation problem, that takes the form (12), where the dual krig-
ing weights {νi, i = 1, . . . ,n} are obtained by means of the quadratic program
minimizing

n

∑
i=1

n

∑
j=1

νiν jC(xi − x j), (13)

subject to n constraints:

a(xi) ≤
n

∑
j=1

ν jC(x j − xi) ≤ b(xi),

induced by the dataset Z̄n = {z̄(xi) = [a(xi),b(xi)], i = 1, . . . ,n}. When only pre-
cise observations (i.e. when no inequality-type constraint) are present, the system
reduces to a standard simple kriging system.

However, the ensuing treatment of these constraints is ad hoc. Indeed, the authors
propose to select one bound among a(xi),b(xi) for each constraint, namely the one
supposed to affect the kriging estimate. They thus select a precise data set made
of the selected bounds. The choice of this data set is just influenced by the wishes
of the geostatistician in front of the raw data and on the basis of some preliminary
kriging steps performed from some available precise data (if any).

5.2 The Soft Kriging Approach

Methodology

In 1986, A. Journel [37] studied the same problem of adapting the kriging method-
ology in order to deal with what he called “soft” information. According to him,
“soft” information consists of imprecise data z̃(xi), especially intervals, encoded by
cumulative distribution functions (cdf) Fxi .

The cumulative distribution function Fxi , attached to a precise value z(xi) = ai =
bi can be modelled by a step-function cdf with parameter ai = bi, i.e.:

Fxi(s) =

{
1, if s ≥ a(xi) = b(xi),
0, otherwise.

(cf. Figure 5.(a)). At each location xi where a constraint interval z̄(xi) of the form
(11) is present, the associated cdf Fxi is only known outside the constraint interval
where it is either 0 or 1, i.e. :

Fxi(s) =

⎧⎪⎨
⎪⎩

1, if s ≥ b(xi),
0, if s ≤ a(xi),
? otherwise.

(14)
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Fig. 5 Prior information on the observations

(cf. Figure 5.(c)). If the expert is unable to decide where, within an interval z̄(xi) =
[a(xi),b(xi)], the value z(xi) may lie, a non informative prior cdf (14) should be used.
It should not be the uniform cdf within that interval, as the principle of maximum
entropy would suggest, since it is not equivalent to a lack of information.

In addition to the constraint interval z̄(xi) of Dubrule and Kostov [23, 38], some
prior information allows quantifying the likelihood of value z(xi) within that inter-
val. The corresponding cumulative distribution function Fxi (cf. Figure 5.(b)) is thus
completed with prior subjective probabilities.

At any other location, a minimal interval constraint exists (cf. (10) and Figure
5.(d)): z∗(x) ∈ [a,b]. This constraint, as in the quadratic programming approach of
Dubrule and Kostov, enables the problem of negative weights to be addressed.

From this set of heterogeneous prior pieces of information, that we will denote
by Z̃n = {z̃(xi) = Fxi , i = 1, . . . ,n}, Journel [37] proposes to construct a “posterior”
cdf at the kriging estimation location x0, denoted by

Fx0|Z̃n
(s) = P(Z(x0) ≥ s|Z̃n).

In its simplest version, the so-called “soft” kriging estimate of the “posterior” cdf
Fx0|Z̃n

is defined as a linear combination of the prior cdf data, for a given threshold
value s ∈ [a,b], i.e.

Fx0|Z̃n
(s) =

n

∑
i=1

λi(x0,s)Fxi(s), (15)

where the kriging weights, for a given threshold s ∈ [a,b], are obtained by means of
usual kriging based on the random function Y (x) = Fx(s) at location x.

Despite its interest, there are some aspects of this approach that are debatable:

1. The use of Bayesian semantics. Journel proposes to use the terminology of
Bayesian statistics, by means of the term prior for qualifying the probabilistic
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information attached to each piece of data and the term posterior, for qualifying
the probabilistic information on the estimation point. However, in his approach,
the computation of the posterior cdf is not made by means of the Bayesian up-
dating procedure. He probably made this terminological choice because of the
subjectivist nature of the information. However, this choice is not consistent with
the Bayesian terminology.

2. The choice of a linear combination of the cdfs to compute the uncertain estimate.
A more technical criticism of his approach concerns the definition of the kriged
“posterior” cdf (15). The appropriateness of this definition supposes that the cdf
of a linear combination of random variables is the linear combination of cdfs
of these random variables. However, this is not correct. Propagating uncertainty
bearing on arguments of an operation is not as simple as just replacing those
arguments by their cdfs in the operation. Indeed, the cdf of Z∗(x0) in (4), when
{Z(xi), i = 1, . . . ,n} are random variables with cdfs given by {Fxi , i = 1, . . . ,n},
is not given by (15), but via a convolution operator that could be approximated
by means of a Monte Carlo method. If we assume complete dependence between
measurements of Z(xi), one may also construct the cdf of Z∗(x0) as a weighted
sum of their quantile functions (inverse of cdf).

These defects make this approach theoretically unclear, with neither an interpre-
tation in the Bayesian framework nor in the frequentist framework. Note that the
author [37] already noted the strong inconsistency of his method, namely the fact
that the “posterior” cdf (15) may fail to respect the monotonicity property, inherent
to the definition of a cumulative distribution function. Indeed, when some kriging
weights are negative, it is not warranted that for s > s′, Fx0|Z̃n

(s) > Fx0|Z̃n
(s′). He

proposes an ad hoc correction of the kriging estimates, replacing the decreasing
parts of Fx0|Z̃n

by flat parts.
In spite of these criticisms of the well-foundedness of the Journel’s approach, a

basic idea for handling epistemic uncertainty in the data appears in his paper. In-
deed, the way Journel proposes to encode the dataset is the first attempt by some
geostatisticians, to our knowledge, to handle incomplete information (or epistemic
uncertainty) in kriging. Indeed the question mark in the encoding of a uniform in-
tervallist data (14) is the first modelling of ignorance in geostatistics. This method
tends to confuse subjective, Bayesian, and epistemic uncertainty. This confusion can
now be removed in the light of recent epistemic uncertainty theories. Interestingly,
their emergence [21, 55] occurred when the confusion between subjectivism (de
Finetti’s school of probability [13]) and Bayesianism began to be clarified.

6 Fuzzy Kriging

There are two main fuzzy set counterparts of statistical methods : The first one
extends statistical principles like error minimisation, unbiasedness or stationarity to
fuzzy set-valued realisations. Such an adaptation of prediction by kriging to triangu-
lar fuzzy data was suggested by Diamond [17]. The second one applies the extension
principle to the kriging estimate [4, 5, 6] in the spirit of sensitivity analysis.
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6.1 Diamond’s Fuzzy Kriging

In the late 1980’s Phil Diamond was the first to extend Matheronian statistics to the
fuzzy set setting, with a view to handle imprecise data. The idea was to exploit the
notion of fuzzy random variables which had emerged a few years earlier after several
authors (see [10] for a bibliography). Diamond’s approach relies on the Puri and
Ralescu version of fuzzy random variables [49], which is influenced by the theory
of random sets developed in the seventies by Matheron himself [44]. Diamond also
proposed an approach to fuzzy least squares in the same spirit [15].

6.1.1 Methodology

The data used by Diamond [17] are modelled by triangular fuzzy numbers, because
of both their convenience and their applicability in most practical cases. Those tri-
angular fuzzy numbers T̂ are defined by their mode T m and the left and right bounds
of their support T− and T +. They are then denoted by T̂ = (T m;T−,T +). The set
of all fuzzy triangular numbers is denoted by T .

Diamond proposes to work with a distance D2 on T that makes the metric space
(T ,D2) complete [17] :

∀Â, B̂ ∈ T , D2(Â, B̂) = (Am −Bm)2 +(A−−B−)2 +(A+−B+)2.

A Borel σ -algebra B can be constructed on this complete metric space. This allows
the definition of fuzzy random variables [49], viewed as mappings from a proba-
bility space to a specific set of functions, namely a set (T ,B) of triangular fuzzy
random numbers.

The expectation of a triangular fuzzy random number X̂ is obtained by extending
the concept of Aumann integral [3], defined for random sets, to all α-cuts of X̂ .

Definition 3. Let X̂ be a triangular fuzzy random number, i.e. a T -valued random
variable, the α-cuts of its expectation, denoted by Ê[X̂ ], are given by:

∀α ∈ [0,1],
(
Ê[X̂ ]

)α = EAumann[X̂α ]

It can be shown that the expected value of a triangular fuzzy random number X is a
triangular fuzzy number, that will be denoted by Ê[X̂ ] = (E[X ]m;E[X ]−,E[X ]+).

From those definitions, Diamond proposes to extend the concept of random func-
tion to T -valued (triangular fuzzy) random functions. He proposes to work with
second-order stationary ones Ẑ, that verify, ∀x,x + h ∈ D ,{

Ê[Ẑ(x)] = (Mm;M−,M+) = M̂,

Cov(Ẑ(x), Ẑ(x + h)) = (Cm(h);C−(h),C+(h)) = Ĉ(h),

where the triangular fuzzy expected value is constant on D and the triangular fuzzy
covariance function is defined by :
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⎧⎪⎨
⎪⎩

Cm(h) = E[Zm(x)Zm(x + h)]− (Mm)2

C−(h) = E[Z−(x)Z−(x + h)]− (M−)2

C+(h) = E[Z+(x)Z+(x + h)]− (M+)2

(16)

Now, from this definition of fuzzy covariance function, the problem is to predict
the value of the regionalized triangular fuzzy random variable Ẑ(x0) at x0. For this
prediction the following linear estimator is used

ẑ∗(x0) =
n⊕

i=1

λi(x0)ẑ(xi),

where {ẑ(xi), i = 1, . . . ,n} are fuzzy data located on precise locations {xi, i =
1, . . . ,n},

⊕
is the extension of the Minkowski addition of intervals to fuzzy

triangular numbers.
A set of precise kriging weights {λi(x0), i = 1, . . . ,n} is obtained by minimiza-

tion of the precise mean squared error D = E
[
D2(Ẑ∗(x0), Ẑ(x0))2

]
. The unbiased-

ness condition is extended to fuzzy quantities and induces the usual condition
∑n

i=1 λi(x0) = 1 on kriging weights.
Due to the form of distance D2, the expression to be minimized, along the same

line as simple kriging, can be expressed by :

D =
n

∑
i=1

n

∑
j=1

λi(x0)λ j(x0)C(xi − x j)−2
n

∑
j=1

λ j(x0)C(x0 − x j)+C(x0 − x0), (17)

with C(xi−x j) = Cm(xi−x j)+C−(xi−x j)+C+(xi−x j), ∀i, j = 0, . . . ,n. The min-
imization of the error (17) leads to the following kriging system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

n

∑
j=1

λ j(x0)C(xi − x j)−C(x0 − xi)−θ −Li = 0, ∀i = 1, . . . ,n

n

∑
i=1

λi(x0) = 1

n

∑
i=1

Liλi(x0) = 0

Li,λi(x0) ≥ 0, ∀i = 1, . . . ,n.

Where L1,L2, . . . ,Ln and θ are Lagrange multipliers which allow, under Kuhn-
Tucker conditions, solving the optimization program for finding the set of kriging
weights {λi(x0), i = 1, . . . ,n} minimizing the error D. It should be noted that, in
1988, i.e. one year before the publication of his fuzzy kriging article, Philip Dia-
mond published the same approach, restricted to interval data [16].
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6.1.2 Discussion

Despite its mathematical rigor, there are several aspects of this approach that are
debatable:

1. the shift from a random function to a fuzzy-valued random function,
2. the choice of a scalar distance D2 between fuzzy quantities,
3. the use of a Hukuhara difference in the computation of fuzzy covariance (16).

1. The first point presupposes a strict adherence to the Matheron school of
geostatistics. However, it makes the conceptual framework (both at the conceptual
and practical level) even more difficult to grasp. The metaphor of a fuzzy random
field looks like an elusive artefact. The fuzzy random function is a mere substitute
to a random function, and leads to a mathematical model with more parameters than
the standard kriging technique. The key question is then: does it properly handle
epistemic uncertainty?

2. The choice of a precise distance between fuzzy intervals is in agreement with
the use of a precise variogram and it leads to a questionable way of posing the least
square problem.

First, a precise distance is used to measure the variance of the difference between
the triangular fuzzy random variables Ẑ(x0) and Ẑ∗(x0). This is in contradiction
with using a fuzzy-valued covariance when defining the stationarity of the triangular
fuzzy random function Ẑ(x). Why not then define the covariance between the fuzzy
random variables Ẑ(x) and Ẑ(x + h) as E[D2(Ẑ(x),M̂)D2(Ẑ(x + h),M̂)], i.e. like
the variance of D2(Ẑ(x0), Ẑ∗(x0))? Stationarity should then be expressed as C(h) =
E[D2(Ẑ(x),M̂)D2(Ẑ(x + h),M̂)].

However, insofar as fuzzy sets represent epistemic uncertainty, the fuzzy random
function might represent a fuzzy set of possible standard random functions, one of
which is the right one. Then, the scalar variance of a fuzzy random variable based on
distance D2 evaluates the precise variability of functions representing the knowledge
about ill-known crisp (i.e. fuzzy) realizations. However, it does not evaluate the im-
precise knowledge about the variability of the underlying precise realizations [10].
The meaning of extracting a precise variogram from fuzzy data and minimizing the
scalar variance of the membership functions (17) remains unclear. The variability of
the knowledge about the quantity z(x) across domain D has hardly any relationship
with the actual variability of the actual values z(x). To our opinion, the approach
of Diamond is not cogent for handling epistemic uncertainty. In [10] a survey of
possible notions of variance of fuzzy random variables, with discussions on their
significance in the scope of epistemic uncertainty is proposed. It is argued that if a
fuzzy random variable represents epistemic uncertainty, its variance should be im-
precise or fuzzy as well.

3. The definition of second-order stationarity for triangular fuzzy random func-
tions is highly questionable. The fuzzy covariance function Ĉ(h) (16) proposed by
Diamond is supposed to reflect the epistemic uncertainty on the covariance be-
tween Ẑ(x) and Ẑ(x + h), which finds its source in the epistemic uncertainty con-
veyed by Ẑ. In his definition (16) of Ĉ(h), Diamond uses the Hukuhara differ-
ence � [33] between supports of triangular fuzzy numbers (E[Zm(x)Zm(x + h)];
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E[Z−(x)Z−(x + h)],E[Z+(x)Z+(x + h)]) and M̂. The Hukuhara difference between
two intervals is of the form [a,b]� [c,d] = [a− c,b− d]. Note that, the result may
be such that a− c > b−d, i.e. not an interval. So, it is not clear that the inequalities
C−(h) ≤Cm(h) ≤C+(h) always hold when computing E[Ẑ(x)Ẑ(x + h)]� M̂2.

The Hukuhara difference [33] � between intervals is actually defined such that,

[a,b]� [c,d] = [u,v] ⇐⇒ [a,b] = [c,d]⊕ [u,v] = [c + u,d + v],

where⊕ is the usual Minkowski addition of intervals. This property of the Hukuhara
difference allows interpreting the epistemic transfer induced by this difference in
the covariance definition of Diamond. In the standard case, the identity E[Z(x)−
m][Z(x + h)−m] = E[Z(x)Z(x + h)])−m2 = C(h) holds. When extending it to the
fuzzy case in Diamond method, it is assumed that :

• Ẑ(x)Ẑ(x + h) and M̂2 are triangular fuzzy intervals when Ẑ(x) and M̂ are such.
This is only a coarse approximation.

• [E[Z−(x)Z−(x + h)],E[Z+(x)Z+(x + h)]] = [C−(h),C+(h)]⊕ [M−,M+], so that
the imperfect knowledge about Ĉ(h)⊕ M̂2 is identified to the imperfect knowl-
edge about Ê[Ẑ(x)Ẑ(x + h)]. An alternative definition is to let

[E[Z−(x)Z−(x + h)],E[Z+(x)Z+(x + h)]]� [M−,M+] = [C−(h),C+(h)],

using Minkowski difference of fuzzy intervals � instead of Hukuhara difference
in equation (16). It would ensure that the resulting fuzzy covariance is always a
fuzzy interval, but it would be more imprecise. Choosing between both expres-
sions require some assumption about the origin of epistemic uncertainty in this
calculation.

• Besides, stating the fuzzy set equality Ĉ(h) = Ê[(Ẑ(x)− Ê(Z(x)))(Ẑ(x + h)−
Ê(Z(x + h)))] does not enforce the equality of the underlying quantities on each
side.

Finally, the Diamond approach precisely interpolates between fuzzy observations at
various locations. Hence, the method does not propagate the epistemic uncertainty
bearing on the variogram. Albeit fuzzy kriging provides a fuzzy interval estimate
ẑ∗(x0), it is difficult to interpret this fuzzy estimate as picturing our knowledge about
the actual z∗(x0) one would have obtained via kriging if the data had been precise.
Indeed, the scalar influence coefficients in Diamond method reflect both the spa-
tial variability of Z and the variability of the epistemic uncertainty of observations.
This way of handling intervals or fuzzy intervals as “real” data is in fact much in-
fluenced by Matheron’s random sets where set realizations are understood as real
objects (geographical areas), not as imprecise information about precise locations.
The latter view of sets as epistemic constructs is more in line with Shafer’s theory of
evidence [51], which also uses the formalism of random sets, albeit with the purpose
of grasping incomplete information.
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Overall, from the point of view of epistemic uncertainty, this approach to kriging
looks questionable both at the philosophical and computational levels. Neverthe-
less the technique has been used in practical applications [54] by Taboada et al. in
a context of evaluation of reserves in an ornamental granite deposit in Galicia in
Spain.

6.2 Bardossy’s Fuzzy Kriging

Not only may the epistemic uncertainty about the data Zn be modelled by intervals
or fuzzy intervals, but one may argue that the variogram itself in its mathematical
version should be a parametric function with interval-valued or fuzzy set-valued pa-
rameters. While Diamond was proposing a highly mathematical approach to fuzzy
kriging, Bardossy et al. [4, 5, 6] between 1988 and 1990 also worked on this issue of
extending kriging to epistemic uncertainty caused by fuzzy data. Beyond this adap-
tation of the kriging methodology to fuzzy data, they also propose in their method
to handle epistemic uncertainty on the theoretical variogram model.

In their approach, the variogram is tainted with epistemic uncertainty because the
parameters of the theoretical variogram model are supposed to be fuzzy subsets. The
epistemic uncertainty of geostatisticians regarding these parameters is then propa-
gated to the variogram by means of the extension principle. Introduced by Lotfi
Zadeh [58], it provides a general method for extending non fuzzy models or func-
tions in order to deal with fuzzy parameters. For instance, fuzzy set arithmetics [21],
that generalizes interval arithmetics, has been developed by applying the extension
principle to the classical arithmetic operations like addition, subtraction...

Definition 4. Let U,V and W be sets, and f a mapping from U ×V to W. Let A
be a fuzzy subset on U with a membership function denoted by μA, likewise a fuzzy
set B on V . The image of (A,B) by the mapping f is a fuzzy subset C on W whose
membership function is obtained by:

μC(w) = sup
(u,v)∈U×V |w= f (u,v)

min(μA(u),μB(v)).

In terms of possibility theory, it comes down to computing the degree of possibility
Π( f−1(w)),w ∈ W . Actually, in their approach, Bardossy et al. do not directly use
such a fuzzy variogram model in the kriging process. Their approach is, in a sense,
more global since they propose to apply the extension principle, not only to the
variogram model, but to the entire inversed kriging system and to the obtained krig-
ing estimate z∗(x0), because it is a function of the observations {z(xi), i = 1, . . . ,n},
of the parameters of the variogram model {a j, j = 1, . . . , p} and of the estimation
position x0. In other words, they express the kriging estimate as

z∗(x0) = f (z(x1), . . . ,z(xn),a1, . . . ,ap,x0),

and they apply the extension principle to propagate the epistemic uncertainty of the
fuzzy observations {ẑ(xi), i = 1, . . . ,n} and of the fuzzy parameters of the variogram
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model {â j, j = 1, . . . , p} to the kriging estimate ẑ∗(x0). They propose to numerically
solve the optimisation problem induced by their approach, without providing details.

This approach is more consistent with the epistemic uncertainty involved in the
kriging methodology than the Diamond’s method. However, there does not seem to
be a tractable solution that can be applied to large datasets because of the costly
optimisation involving fuzzy data. The question whether the epistemic uncertainty
conveyed in an imprecise variogram is connected or not to the epistemic uncertainty
about the data is worth considering. However, even in the presence of a precise
dataset, one may argue that the chosen variogram is tainted with epistemic uncer-
tainty that only the expert, who chooses it, could estimate.

7 Uncertainty in Kriging: A Prospective Discussion

The extensions of kriging studied above may lead to a natural questioning about the
nature of the uncertainty that pervades this interpolation method. Indeed, taking into
account this kind of imperfect knowledge suggests, in the first stance, that the usual
approach does not properly handle the available information. Being aware that in-
formation is partially lacking is in itself a piece of (meta-)information. Questioning
the proper handling of uncertainty in kriging leads to examine two issues:

• Is the random function model proposed by Matheron and followers cogent in
spatial prediction?

• How to adapt the kriging method to epistemic uncertainty without making the
problem intractable?

These questions seem require a reassessment of the role of probabilistic modeling
in the kriging task, supposed to be of an interpolative nature, while it heavily relies
on the use of least squares methods that are more central to regression techniques
than to interpolation per se.

7.1 Spatial vs. Fictitious Variability

It is commonly mentioned that probabilistic models are natural representations of
phenomena displaying some form of variability. Repeatability is the central feature
of the idea of probability as pointed out by Shafer and Vovk [52]. This is embodied
by the use of probability trees, Markov chains and the notion of sample space. A
random variable V (ω) is a mapping from a sample space Ω to the real line, and
variability is captured by binding the value of V to the repeated choices of ω ∈ Ω .
The probability measure that equips Ω summarizes the repeatability pattern.

In the case of the random function approach to geostatistics, the role of this sce-
nario is not quite clear. Geostatistics is supposed to handle spatial variability of a
numerical quantity z(x) over some geographical area D . Taken at face value, spa-
tial variability means that when the location x ∈ D changes, so does z(x). How-
ever, when x is fixed z(x) is a precise deterministic value. Strictly speaking, these



Kriging and Epistemic Uncertainty: A Critical Discussion 297

considerations would lead us to identify the sample space with D , equipped with
the Lebesgue measure.

However, the classical geostatistics approach after Matheron is at odds with this
simple intuition. It postulates the presence of a probability space Ω such that the
quantity z depends on both x and ω ∈ Ω . z is taken as a random function: for each x,
the actual value z(x) is substituted with a random variable Z(x) from a sample space
Ω to the real line. The probability distribution of Z(x) is thus attached to a random
quantity of interest z(x,ω) at each location x. It implicitly means that this quantity
of interest is variable (across ω) and that you can quantify its variability.

In the spatial interpolation problem solved by kriging, this kind of postulated
variability at each location x of a spatial domain D , corresponds to no actual phe-
nomenon. It is a mathematical artefact. As Chilès and Delfiner [9] (p. 24) acknowl-
edge,

The statement “z(x) is a realization of a random function Z(x)” or even “of a stationary
random function,” has no objective meaning.

Indeed, the quantity of interest at an estimation site x is deterministic and a single
observation z(xi) for a finite set of locations xi is available. It does not look sufficient
to determine a probability distribution at each location x even if each Z(x) were
actually tainted with variability.

In fact, geostatisticians consider random functions not as reflecting randomness
or variability actually present in natural phenomena, but as a pure mathematical
model whose interest lies in the quality of predictions it can deliver. As Matheron
said:

Il n’y a pas de probabilité en soi, il y a des modèles probabilistes2

The great generality of the framework, whereby a deterministic spatial phenomenon
is considered as a (unique) realisation of a random function is considered to be non-
constraining because it cannot be refuted by reality, and is not directly viewed as an
assumption about the phenomenon under study. The spatial ergodicity assumption
on the random function Z(x) is instrumental to relate its fictitious variability at each
location of the domain to the spatial variability of the deterministic quantity z(x).
While this assumption is easy to interpret in the temporal domain, it is less obvious
in the spatial domain. The role of spatial ergodicity and stationarity assumptions
is mainly to offer theoretical underpinnings to the least square technique used in
practice. In other words, the random function approach is to be taken as a formal
black-box model for data-based interpolation, and has no pretence to represent any
real or epistemic phenomenon (beyond the observed data z(xi)). Probability in geo-
statistics is neither objective nor subjective: it is mathematical.

7.2 A Deterministic Justification of Simple Kriging

One way of interpreting random functions in terms of actual (spatial) random-
ness is to replace pointwise locations by subareas (“blocks”) over which average

2 Cited by J.-P. Chilès.
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estimations can be computed. Such blocks must be small enough for ensuring a
meaningful spatial resolution but large enough to contain a statistically significant
number of measurements. This is called the trade-off between objectivity and spa-
tial resolution. At the limit, using a single huge block, the random function is the
same at each point and reflects the variability of the whole domain. On the contrary,
if the block is very small, only a single observation is available, and an ill-known
deterministic function is obtained.

Some authors claim the deterministic nature of the kriging problem should be ac-
knowledged. Journel [35] explains how to retrieve all equations of kriging without
resorting to the concept of a random function. This view is close to what Matheron
calls the transitive model. The first step is to define experimental mean m̂, stan-
dard deviation σ̂ and variogram γ̂ from the set of observation points {(xi,z(xi)), i =
1, . . . ,n} in a block A . The two first quantities are supposed to be good enough
approximations of the actual mean mA and standard deviation σA of z(x) in block
A , viewed as a random variable with sample space A (and no more a fictitious ran-
dom variable with an elusive sample space Ω ). The sample variogram value γ̂(h)
approximates the quantity :

γA (h) =

∫
Ah

(z(x + h)− z(x))2dx

2|Ah| ,

taken over the set Ah formed by intersecting A and its translated by −h. In fact
γA (h) = γA (−h) and the variogram value γA (h) applies to the domain Ah ∪A−h.
For h small enough it is representative of A itself.

Journel [35] shows that there exists a stationary random function ZA (x) having
such empirical characteristics: mA , σA and γA .

Thus, if we define z∗(x) = ∑n
i=1 λi(x)z(xi), the estimation variance (under the un-

biasedness condition), defined by V[ZA (x)−Z∗(x)] = E[(ZA (x)−Z∗(x))2] (where
Z∗(x) is the “randomized” kriging estimate of ZA (x)) coincides with the spatial in-

tegral
∫
A (z(x)−z∗(x))2dx

|A | . Hence, ordinary kriging is basically the process of minimiz-
ing a spatially averaged squared error over the domain A on the basis of available
observations. The following assumption is made:

A � {x : x ∈ A ,x + hi ∈ A , i = 1, . . . ,n},

where hi = x0 − xi. It means that we restrict the kriging to the vicinity of the sample
points xi and that this estimation area is well within A . It leads to retrieve the kriging
equations.

The unbiasedness assumption of the stochastic kriging is replaced by requiring a
zero average error over A that no longer depends on x0:

eA (x0) =
∫
A (z(x)− z∗(x))dx

|A | = 0.
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Note that
∫
A z∗(x)dx = ∑n

i=1 λi(x0)
∫
A z(x + hi)dx, and that due to the above as-

sumption,
∫
A z(x + hi)dx =

∫
A z(x)dx. So,

∫
A z(x)dx = ∑n

i=1 λi(x0)
∫
A z(x)dx and

therefore, ∑n
i=1 λi(x0) = 1.

Then the squared error can be developed as

(z(x)−z∗(x))2 = z(x)2−2
n

∑
i=1

λi(x)z(x)z(x+hi)+
n

∑
i=1

n

∑
j=1

λi(x)λ j(x)z(x+hi)z(x+h j).

The spatially averaged squared error is obtained by integrating this expression over
A . If we introduce the counterpart of a covariance in the form

CA (h) =
∫
A z(x)z(x + h)dx

|A | −m2
A = σ2

A − γA (h),

it can be shown that we recognize, in the above mean squared error, the expres-
sion (5) of the simple kriging variance based on stationary random functions.
Of course, the obtained linear system of equations is also the same and requires
positive definiteness of the covariance matrix, hence the use of a proper variogram
model fitted from the sample variogram. However under the purely deterministic
spatial approach, this positiveness condition appears as a property needed to prop-
erly solve the least square equations. It is no longer related to the covariance of a
random function. Failure of this condition on the sample variogram may indicate
an ill-conditioning of the measured data that precludes the possibility of a sensible
least square interpolation.

In summary, the whole kriging method can be explained without requiring the
postulate of a random function over D . There is no random function Z a realiza-
tion of which is the phenomenon under study, but rather a random variable A on
each block A the sample space of which is the block itself, that we can bind to a
stationary random function ZA on the block. While this remark will not affect the
kriging practice (since both the deterministic and the stochastic settings lead to the
same equations in the end), it becomes important when epistemic uncertainty en-
ters the picture, as it sounds more direct to introduce it in the concrete deterministic
approach than in the abstract stochastic setting. It also suggests that teaching the
kriging method may obviate the need for deep, but non-refutable, stochastic con-
cepts like ergodicity and stationarity.

7.3 Towards Integrating Epistemic Uncertainty in Spatial
Interpolative Prediction

The above considerations lead us to a difficult task if epistemic uncertainty is to
be inserted into the kriging method. Generalizing the random function framework
to fuzzy random functions, whose mathematical framework is now well developed,
looks hopeless. Indeed it certainly would not help providing a tractable approach,
since the simplest form of kriging already requires a serious computational effort.
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Adding interval uncertainty to simple kriging would also be mathematically
tricky. It has been shown above that the method proposed by Diamond is not quite
cogent, as it handles intervals or fuzzy intervals as objective values to which a scalar
distance can be applied. The approach of Bardossy looks more convincing, even if
the use of interval arithmetic is questionable. Computing an interval-valued sample
variogram via optimisation is a very difficult task. Indeed, the computation of an
interval-valued sample variance is a NP-hard problem [25].

The extension of the least squares method to interval-valued functions, if done
properly, is also a challenging task as it comes down to inverting a matrix having
interval-valued coefficients. In this respect the fuzzy least squares approach of Dia-
mond [15], based on a scalar distance between fuzzy intervals is also problematic.
It is not clear to see what the result tells us about the uncertainty concerning all least
squares estimates that can be found from choosing precise original data inside the
input intervals.

Diamond’s kriging approach produces a scalar variogram, hence scalar influence
coefficients, to be derived, which does not sound natural, as one may on the contrary
expect that the more uncertain the data, the more uncertain the ensuing variogram.
On the other hand, extending the least square method to ill-known data modeled by
fuzzy intervals in a meaningful way, that is by letting the imprecision of the var-
iogram impact the influence coefficients, looks computationally challenging. One
may think of a method dual to the Diamond’s approach, that would be based on
precise data plus an imprecise variogram, thus leading to imprecise interpolation
between precise data. Such an imprecise variogram would be seen as a family of
theoretical variograms induced by the sample variogram. Even if we could com-
pute fuzzy influence coefficients in an efficient way from such imprecise or fuzzy
variograms, it is not correct to apply interval or fuzzy interval arithmetic to the lin-
ear combination of fuzzy data when the influence coefficients are fuzzy, even if
their uncertainty were independent from the uncertainty pervading the data, due to
the normalisation constraint [20]. But the epistemic uncertainty of influence coeffi-
cients partially depends on the quality of the data (especially if an automatic fitting
procedure is used for choosing the variogram). So it is very difficult to handle data
uncertainty in a non-redundant way in the resulting fuzzy kriging estimates.

As far as epistemic uncertainty is concerned, there is a paradox in kriging that is
also present in interpolation techniques if considered as prediction tools: the kriging
result is precise. However, intuitively, the farther is x0 from the known points xi,
the less we know about z(x0). A cogent approach to estimating the loss of infor-
mation when moving away from the known locations is needed. Of course, within
the kriging approach, one can resort to using the kriging variance as an uncertainty
indicator, but it is known not to depend on the data values z(xi), and again relies
on assumptions on the underlying fictitious random function that is the theoretical
underpinning of kriging. It is acknowledged [53] that kriging variance is not esti-
mation variance but rather some index of data configuration. Thus, it seems obvious
that techniques more advanced than the usual kriging variance are required for pro-
ducing a useful estimation of the kriging error or imprecision.
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So, a rigorous handling of epistemic uncertainty in kriging looks like a non-trivial
task. Is it worth the effort? In fact, kriging is a global interpolation method that
does not take into account local specificities of terrain since the variogram relies
on averages of differences of measured values at pairs of points located at a given
distance from each other. Indeed parameters of the variogram are estimated globally.
This critique can be found repeatedly in the literature. This point emphasizes the
need to use other kinds of possibly imprecise knowledge about the terrain than the
measured points.

Overall, the handling of epistemic uncertainty in spatial prediction (indepen-
dently of the problem of the local validity of the kriging estimates) could be carried
out using one of the following methodologies

1. Replace the kriging approach by techniques that would be mathematically sim-
pler, more local, and where the relationship between interpolation coefficients
and local dependence information would be more direct. For instance we could
consider interpolation techniques taking into account local gradient estimates
from neighboring points (even interpolating between locally computed slopes).
This would express a more explicit impact of epistemic uncertainty, present in the
measured data and in the knowledge of local variations of the ill-known spatial
function, on the interpolation expression, obviating the need for reconsidering a
more genuine fuzzy least square method from scratch. This move requires fur-
ther investigations of the state of the art in the interpolation area so as to find a
suitable spatial prediction technique.

2. Use probabilistic methods (such as Monte-Carlo or Gibbs sampling) to propa-
gate uncertainty taking the form of epistemic possibility distributions (intervals
or fuzzy intervals) on variogram parameters and/or observed data. Such an idea
is at work for instance in the transformation method of Michael Hanss [30] for
mechanical engineering computations under uncertainty modelled by fuzzy sets.
The idea is to sample a probability distribution so as to explore the values of a
complex function over an uncertainty domain. In such a method the probability
distribution is just a tool for guiding the computation process. The set of obtained
results (scenarii) should not be turned into a histogram but into a range of pos-
sible outputs. The use of fuzzy sets would come down to explore a family of
nested confidence domains with various confidence values, thus yielding a fuzzy
set of possible outputs (e.g. a kriged value). The merit of this approach, recently
developed by the authors [40] is to encapsulate already existing kriging meth-
ods within a stochastic simulation scheme, the only difference with other similar
stochastic methods being the non-probabilistic exploitation of the results.

8 Conclusion

The stochastic framework of geostatistics and the ensuing kriging methodology are
criticized in the literature for three reasons:
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• The purely mathematical nature of the random function setting and the attached
assumptions of stationarity and ergodicity, that are acknowledged to be non-
refutable;

• the questionable legitimacy, for local predictions, of a global index of spatial
dependence such as the variogram, that averages out local trends; of course, the
use of selected neighborhoods of measured values that change with each kriged
location point can address this issue, albeit at the expense of a loss of continuity
of the kriged surface.

• the computational burden of the kriging interpolation method and the poor inter-
pretability of its influence coefficients.

On the first point, it seems that the choice of modeling a deterministic quantity by
a random variable does not respect the principle of parsimony. If a deterministic
model yields the same equations as the stochastic one, and moreover seems to coin-
cide with our perception of the underlying phenomenon, the simpler model should
be preferred (this is the case with simple kriging, as shown above). And the practi-
cal test according to the best prediction should be mitigated by the appraisal of the
complexity of the used modeling framework.

On the second point, a variogram represents global information about a domain.
Here, we do face a major difficulty common to all statistical approaches. Even if
the set of observations is large over the whole domain, local predictions will have a
very poor validity if the number of observations in the vicinity of the predicted value
location is too small. This conflict between the requested precision of predicted
values and the necessity of large observation samples is pointed out by the advocates
of kriging too.

The computational burden of kriging, even if not actually so high in the simpler
versions, may pose a difficulty if epistemic uncertainty must be taken into account.
As shown in section 4, available methods that try to introduce epistemic uncertainty
into this technique seem to make it even more complex, and sometimes mathe-
matically debatable, while by construction, they are supposed to provide imprecise
outputs. Besides, it is not so easy to relate the form of the variogram and the expres-
sions of the kriging coefficients, and to figure out how they affect the derivatives
of the interpolated function, while one may have some prior information on such
derivatives from geological knowledge of a prescribed terrain.

Devising a spatial prediction method that could be simple enough to remain
tractable under epistemic uncertainty, and realistic enough to provide faithful in-
formation about a given terrain where some measurements are available remains a
challenging task, and an open research problem. Three lines of research have been
explored so far

• Treating fuzzy observations like complex crisp observations in a suitable metric
space: this approach is not really treating epistemic uncertainty, as discussed in
section 6.1.

• Applying fuzzy arithmetics. This is used also by Diamond when computing
the interpolation step. However, it cannot be used throughout the whole kriging
method, because there is no explicit expression of the influence weights in terms
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of the variogram parameters. And would there be one, replacing scalar arithmetic
operations by fuzzy ones would lead to a considerable loss of precision.

• Using optimisation techniques as popular in the interval analysis area. This was
suggested very early by Bardossy in the fuzzy case, Dubrule and Kostov in the
interval case. But it looks already computationally intractable to study the sen-
sitivity of the kriging estimates to variogram parameters lying in intervals via
optimisation.

The most promising line of research is to adapt the stochastic simulation methods to
the handling of fuzzy interval analysis [40]. Indeed, it would enable existing krig-
ing methods and stochastic exploration techniques to be exploited as such. The only
difference is that the input data would be specified as representing epistemic uncer-
tainty by nested sets of confidence intervals, and that the results of the computation
would not be interpreted as a probability distribution, but exploited levelwise to
form the fuzzy kriged values.
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aléatoires. Revue de Statistiques appliquées 28, 57–68 (1980)
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of the reserve of a granite deposit by fuzzy kriging. Engineering Geol. 99, 23–30 (2008)
55. Walley, P.: Statistical reasoning with imprecise probabilities. Chapman and Hall, London

(1991)
56. Watson, G.S.: Smoothing and interpolation by kriging and with splines. Math. Geol. 16,

601–615 (1984)
57. Yaglom, A.M.: An introduction to the theory of stationary random functions. Courier

Dover Publications (2004)
58. Zadeh, L.A.: Fuzzy sets. Inf. Control 8, 338–353 (1965)
59. Zadeh, L.A.: Fuzzy sets as a basis for a theory of possibility. Fuzzy Sets and Systems 1,

3–28 (1978)


	Kriging and Epistemic Uncertainty: A Critical Discussion
	Introduction
	Some Basic Concepts in Probabilistic Geostatistics
	Structuring Assumptions
	Simple Kriging

	Variogram or Covariance Function Estimation
	Theoretical Models of Variogram or Covariance Functions 
	Definiteness Properties of Covariance and Variogram Functions
	Why Not Use the Sample Variogram ?
	Sensitivity of Kriging to Variogram Parameters

	Epistemic Uncertainty in Kriging
	Imprecision in the Variogram
	Kriging in the Bayesian Framework
	Imprecision in the Data

	Intervallist Kriging Approaches
	The Quadratic Programming Approach
	The Soft Kriging Approach

	Fuzzy Kriging
	Diamond's Fuzzy Kriging
	Bardossy's Fuzzy Kriging

	Uncertainty in Kriging: A Prospective Discussion
	Spatial vs. Fictitious Variability
	A Deterministic Justification of Simple Kriging
	Towards Integrating Epistemic Uncertainty in Spatial Interpolative Prediction

	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




