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ABSTRACT

Risk control is a central issue for Chinese peer-to-peer (P2P) lending services.
Although credit scoring has drawn much research interest and the superiority of
ensemble models over single machine learning models has been proven, the question
of which ensemble model is the best discrimination method for Chinese P2P lending
services has received little attention. This study aims to conduct credit scoring by
focusing on a Chinese P2P lending platform and selecting the optimal subset of fea-
tures in order to find the best overall ensemble model. We propose a hybrid system
to achieve these goals. Three feature selection algorithms are employed and com-
bined to obtain the top 10 features. Six ensemble models with five base classifiers
are then used to conduct comparisons after synthetic minority oversampling tech-
nique (SMOTE) treatment of the imbalanced data set. A real-world data set of 33 966
loans from the largest lending platform in China (ie, the Renren lending platform)
is used to evaluate performance. The results show that the top 10 selected features
can greatly improve performance compared with all features, particularly in terms
of discriminating “bad” loans from “good” loans. Moreover, comparing the standard
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2 W. Cao et al

evaluations, robustness tests and statistical tests suggests that the gradient boosting
decision tree, random forest and rotation forest methods are the best. Our findings
can help risk managers and investors by providing them with correct warning signals
and the main factors influencing “bad” loans, so that they can take corrective actions
and reduce risk.

Keywords: credit scoring; ensemble learning; feature selection; synthetic minority oversampling
technique (SMOTE) treatment; Chinese peer-to-peer (P2P) lending.

1 INTRODUCTION

Peer-to-peer (P2P) lending, also known as person-to-person lending, has quickly
emerged with the rise of the Internet and the development of private lending. In
China, the first P2P lending platform was established in 2007, and the industry has
since undergone rapid development as the core of inclusive finance and the sharing
economy, receiving much attention. As of November 2018, the cumulative number
of platforms was 6429 and the loan volume was Rmb8 trillion.

P2P lending plays a unique and important role in China and has certain particu-
lar characteristics. First, the default rate in China is much higher than that in other
countries. By year-end 2018, the total number of failed platforms with risk issues
(including transformed and closed platforms) had increased to 5242,1 accounting
for 81.54% of all platforms. Second, most P2P borrowers in China are small and
medium-sized enterprises (SMEs) and self-employed individuals (Gao et al 2018).
Thus, the high default rate has done enormous damage to the social economy, since
SMEs contribute 60% of gross domestic product (GDP). Third, the main underlying
cause of risk is the lack of efficient governance, in particular both a lack of cor-
responding P2P lending data and outdated credit scoring methods. Thus, in China,
how to distinguish creditworthy borrowers from those who will probably default on
repayment is a very important and challenging problem.

Many researchers have focused on credit scoring and have proposed useful meth-
ods. In general, with regard to credit scoring models, there are three main research
streams. The first kind of approach is based on subjective judgments made by human
experts using past experiences and basic principles (Abdou and Pointon 2011). How-
ever, this kind of method suffers from high training costs and, more importantly,
from inconsistent decisions by different experts when facing the same application
(Marqués et al 2012). The second kind of classical approach is based on statistical
and mathematical models, such as linear logistic regression (LR) models (Hu and
Ansell 2007; Hua et al 2007; Thomas 2009), linear discriminate analysis (LDA)

1 Source URL: www.wdzj.com.
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Ensemble methods for credit scoring 3

(Rosenberg and Gleit 1994) and multiple discriminant analysis (MDA) (Altman
1968). Since classical statistical models have some assumptions that cannot fit real-
world conditions (eg, linear assumptions), various machine learning methods with-
out any previous conditions have started to be employed. Among these artificial
intelligence-based techniques, the most popular single classifiers applied to credit
scoring are support vector machines (SVMs) (Harris 2015; Hens and Tiwari 2012;
Huang et al 2007), artificial neural networks (ANNs) (Lee and Chen 2005; Malhotra
and Malhotra 2002; West 2000; Zhao et al 2015) and decision trees (DTs) (Abellán
and Castellano 2016; Bijak and Thomas 2012; Tsymbal et al 2005; Yap et al 2011).

Since a single classifier cannot capture the fine-grained nuances of various features
and credit records, in recent years more attention has been paid to the use of classifier
ensembles because of their ability to integrate multiple classifiers, which can lead to
better performance (Abellán and Castellano 2016; Xiao et al 2016). Among them,
there are six popular ensembles with promising results: the bagging (Hsieh et al
2010; Sun et al 2014), boosting (Bian and Wang 2007; Paleologo et al 2010; Sun
et al 2016), random subspace (Marqués et al 2012; Nanni and Lumini 2009), rotation
forest, random forest (Ala’raj and Abbod 2016; Twala 2010) and gradient boosting
decision tree (GBDT) (Ma et al 2018) methods.

Although many studies have demonstrated the superiority of ensemble methods
(Abellán and Castellano 2016; He et al 2018), few studies have focused on selecting
the best ensemble in a specific context. To the best of our knowledge, no comparative
study has been carried out to answer this question in the Chinese context, even though
there is an urgent need to solve this problem. Moreover, it is important to find the
most influential features that can discriminate “bad” loans from “good” loans, which
will improve model interpretability and reduce the cost of risk control.

Taking these considerations into account, this paper aims to answer the following
two questions.

(1) What are the most relevant features of P2P borrowers who will probably
default in the future?

(2) What is the most accurate ensemble model for solving the Chinese credit
scoring problem?

This study makes three contributions to the literature. First, it selects the most dis-
criminative factors that can lead to better credit scoring by combining three kinds of
typical feature selection methods. Second, it examines the performance of six effec-
tive ensemble methods with five well-known base classifiers. The results are ana-
lyzed with standard evaluation metrics (accuracy, Type I error and the F -measure)
and statistical tests (Friedman and post hoc tests). Third, this study is among the
small number of studies focusing on the Chinese credit scoring problem.

www.risk.net/journals Journal of Credit Risk



4 W. Cao et al

In this paper, we propose a hybrid system to select the most appropriate ensem-
bles and find the major influencing factors that can discriminate between defaulting
and nondefaulting borrowers. The remainder of this paper is organized as follows.
The related literature is reviewed in Section 2. Section 3 provides a brief overview
of the feature selection methods and ensembles used in this study. The proposed sys-
tem, which involves four specific steps, is discussed in detail in Section 4. Section 5
presents the experimental results. Finally, Section 6 is devoted to our conclusions.

2 RELATED WORK

This study can be divided into two parts: feature selection methods, and ensemble-
based credit scoring. In this literature review, the two issues are reviewed in detail.

2.1 Feature selection methods

A feature selection algorithm, as a preprocessing method of model creation, is used
in the process of eliminating features from a data set that are irrelevant to the task
being performed (Chandrashekar and Sahin 2014; Guyon et al 2003; Kumar 2014).
The major benefits of such an algorithm are as follows.

(1) It facilitates one’s understanding of data since it finds useful features to
represent the data and removes the irrelevant features.

(2) It reduces computational time by reducing the dimensionality of data.

(3) It improves model quality and the interpretability of the outcome.

In general, there are three major types of feature selection approaches are applied
to credit scoring (Jiménez et al 2016; Miao and Niu 2016). The first is the filter
approach, which selects variables by ranking them with information generated from
data and independent of the classification model. Filter methods that are often used in
credit scoring include the information gain ratio (Wang et al 2017), mutual informa-
tion (Zhang et al 2018), rough set (Ping and Lu 2011), principal component analysis
(PCA) (Šušteršič et al 2009) and LDA (Chen and Li 2010). The second is the wrap-
per approach, which assesses a subset of features based on their performance with
a given classifier model such as SVMs or LR models. Typical methods include the
genetic algorithm (GA) (Koutanaei et al 2015), the wrapper method based on the
genetic algorithm (Ala’raj and Abbod 2016) and recursive feature elimination (Bel-
lotti and Crook 2009). The third is the embedded approach, in which feature selec-
tion is embedded in the classifier. The most typical models are DT-based approaches
(Wang et al 2017), such as the classification and regression tree (CART) and C4.5
algorithms.

Journal of Credit Risk www.risk.net/journals



Ensemble methods for credit scoring 5

The studies cited above have demonstrated that using feature selection methods in
credit scoring can improve prediction performance. However, as illustrated in Zhang
et al (2018), different kinds of feature selection models have their own advantages
and disadvantages, and there is no overall best feature selection method for the credit
scoring problem. Currently, researchers are attempting to combine different kinds of
feature selection methods to achieve better performance, and the studies by Chen
and Li (2010) and Zhang et al (2018) have shown that the combination approach is
superior to a single feature selection method.

2.2 Ensembles for credit scoring

Ensemble learning is a machine learning paradigm in which multiple learners are
trained to solve the same problem. A classifier ensemble contains a number of indi-
vidually trained base classifiers (eg, SVMs, ANNs) whose decisions are combined
for use, and when classifying new samples, the most popular combination schemes
are weighted or unweighted. There are many ensembles that have been applied to
solving the credit scoring problem, and the bagging (Hsieh et al 2010; Sun et al
2014), boosting (Bian and Wang 2007; Paleologo et al 2010; Sun et al 2016), ran-
dom subspace (Marqués et al 2012; Nanni and Lumini 2009), rotation forest, random
forest (Ala’raj and Abbod 2016; Twala 2010) and GBDT (Ma et al 2018) methods
are currently the most extensively used ensembles.

The works cited above have verified the superior stability and learning results of
these models compared with single base classifiers. However, when dealing with the
credit scoring problem, it remains an open question of which ensemble performs
best. Recently, some researchers have begun to compare the effectiveness of ensem-
bles. Lessmann et al (2015) compared individual base classifiers, homogeneous
ensembles (eg, bagging, random forest) and heterogeneous ensembles (eg, dynamic
ensembles) based on several credit data sets, including Australian, German, Benelux
and UK credits, and they concluded that the random forest method achieves promis-
ing performance. Garcı́a et al (2019) compared seven ensembles with different data
sets, such as Australian, Finnish and German credits, and their results revealed that
the performance of ensembles depends on the sample types in the data set; there-
fore, comparisons between various ensembles should be discussed with regard to a
specific data set. The studies by Feng et al (2018) and Wang et al (2011) consti-
tute similar research. However, most current studies focus on data sets in developed
countries such as the United States, Australia and Germany, while minimal attention
has been paid to the Chinese P2P market.2 Moreover, to the best of our knowledge,
comparisons between the six popular ensembles listed above are still lacking in the
Chinese context.

2 The reason may be that the Chinese P2P data are not open source.

www.risk.net/journals Journal of Credit Risk
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In this study, we propose a hybrid system to find the most superior ensemble for
Chinese P2P lending services. The system first selects the most relevant features
by combining three kinds of typical feature selection methods. Subsequently, the
selected features are fed into six popular ensembles with five base classifiers, and the
results are then compared from standard and statistical perspectives.

3 METHOD

In this section, the three feature selection algorithms and six ensembles applied in
this study are described in detail.

3.1 Overview of feature selection algorithms

Information gain ratio feature selection

This method is a classical filter approach that separates feature selection from clas-
sification methods, and features are ranked directly based on the data set (Koutanaei
et al 2015). It is based on the information entropy concept. The standard form
used in this paper is as follows: suppose there are n features for each borrower
F1; F2; : : : ; Fn, and the value of an attribute i (1 6 i 6 n) is assessed by determining
the information gain ratio (entropy difference) with respect to the class, where the
information gain ratio is defined as the quotient of information gain and split infor-
mation. The larger the information gain ratio is, the more likely that feature i is a
discriminative factor.

GA feature selection

This method is a widely used wrapper approach that first uses an optimization algo-
rithm to add or remove features and to generate different subsets and that then evalu-
ates these subsets with classifiers (Wang et al 2017). It is based on the GA algorithm
(Goldberg 2006). In this study, one chromosome is a set of features (F1; F2; : : : ; Fn)
for each borrower, and the Goldberg strategy is applied to discover an ideal set of
features. The subset features are assessed based on the classification accuracy under
the SVM classifier. The initial population, maximum number of generations, muta-
tion probability, crossover probability, cross-validation and random seed number are
20, 0.033, 0.6, 10 and 1, respectively.

CART feature selection

This method is a typical embedded approach that uses all features to generate a model
and then analyzes the model to infer the importance of variables (Questier et al 2005).
This study selects the CART algorithm as a model and assumes that there are n

features for each borrower F1; F2; : : : ; Fn. The CART algorithm is applied to identify

Journal of Credit Risk www.risk.net/journals



Ensemble methods for credit scoring 7

and construct binary DTs by using training samples; then, the subset features are
assessed based on the predictive power of the trees.

3.2 Overview of classifier ensembles

Bagging

This ensemble method, also known as bootstrap aggregating, was proposed by
Breiman (1996) and is rooted in bootstrap resampling and aggregating. The standard
form used in this paper is shown in Algorithm 1: given a training set D (ie, “good”
and “bad” loans) of size n, bagging generates m new training sets Di , i D 1; : : : ; m,
each of size n

0, by sampling from D uniformly and with replacement. Thus, some
instances may be repeated in the training set, while others may be left out. Each sam-
ple Di is then used to train a base classifier Ci . Finally, predictions of new samples
are made by taking the majority vote of classifiers C1; C2; : : : ; Cm. Since each clas-
sifier is built with a different training set, the classifiers are different from each other.
Additionally, bagging seeks to reduce the variance and to avoid overfitting due to the
variance of classifiers Ci .

Algorithm 1 Bagging algorithm pseudocode.
Input: training set D D .x1; y1/; .x2; y2/; : : : ; .xn; yn/; base classifiers ˝; number of iterations
m

1: for i D 1; 2; : : : ; m do

2: Ci D ˝.Di / % Di is generated from D by bootstrap sampling
3: end for

Output: H.x/ D arg maxy

Pm
iD1 I.Ci .x/ D y/

Boosting

This is a sequential ensemble method based on the work of Freund and Schapire
(1996). It constructs a sequence of classifiers where each depends on its predeces-
sors, and in particular, it focuses more on the error of the previous classifier. In
this paper, we use the best known adaptive boosting (AdaBoost) algorithm in the
boosting family. The procedure is shown in Algorithm 2: given a training set D (ie,
“good” and “bad” loans) of size n, AdaBoost builds a sequence of base classifiers
C1; C2; : : : ; Cm with samples D1; D2; : : : ; Dm that are tweaked in favor of instances
misclassified by previous classifiers. The instances misclassified by Ci�1 are more
likely to appear in the next classifier Ci . The final predictions of new instances are
obtained through a weighted vote of base classifiers, and the weights are computed
based on the performance of the base classifiers.

www.risk.net/journals Journal of Credit Risk
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Algorithm 2 AdaBoost algorithm pseudocode.
Input: training set D D .x1; y1/; .x2; y2/; : : : ; .xn; yn/; base classifiers ˝; number of iterations
m

Initialize distribution over the training set
D1.x/ D 1=n

1: for i D 1; 2; : : : ; m do

2: Ci D ˝.Di /

3: ˛i D 1
2 ln..1 � ✏i/=✏i/ % ✏i is the weighted error

4: DiC1.x/ D Di .x/e�˛i yt Ci .x/

Zi
% update distribution

5: end for

Output: H.x/ D sign.
Pm

iD1 ˛i Ci .x//

Random subspace

This method, also known as feature bagging, was proposed by Ho (1998). It is similar
to bagging except that the features are randomly sampled, with replacement, for
each classifier. The procedure used in this paper is depicted in Algorithm 3: given a
training set D (ie, “good” and “bad” loans) of size n, random subspace generates m

base classifiers C1; C2; : : : ; Cm with samples D1; D2; : : : ; Dm. Each classifier uses
only one subset of all the features (ie, ratios) in D. These features are randomly
selected from the full feature set. Similar to bagging, predictions of new instances
are generated via a simple majority vote algorithm. The method can improve the
generalization error with the independent submodel (classifier).

Algorithm 3 Random subspace algorithm pseudocode.
Input: training set D D .x1; y1/; .x2; y2/; : : : ; .xn; yn/; base classifiers ˝; number of iterations
m; number of features F

1: for i D 1; 2; : : : ; m do

2: Fi D RS.D; f 1/ % random select f 1 features from D

3: Di D mapFi
.D/ % Di is the data set for the features in Fi

4: Ci D ˝.Di / % Di is generated from D by bootstrap sampling
5: end for

Output: H.x/ D arg maxy

Pm
iD1 I.Ci .mapFi

.x// D y/

Rotation forest

This method, proposed by Rodriguez et al (2006), creates an ensemble of models
whose estimation is performed using a set of features extracted from original data. As
shown in Algorithm 4, given a training set D (ie, “good” and “bad” loans) of size n,
with feature set F , the method separates feature set F into K nonoverlapping subsets
of equal size. Then a PCA on each K subset of features is applied, and new feature
sets are constructed by integrating all principal components. Base classifier Ci is

Journal of Credit Risk www.risk.net/journals



Ensemble methods for credit scoring 9

finally trained with the new data set. This method enhances the individual accuracy
of classifier Ci by contributing to diversity.

Algorithm 4 Rotation forest algorithm pseudocode.
Input: training set D D .x1; y1/; .x2; y2/; : : : ; .xn; yn/; base classifiers ˝; number of iterations
m; number of features F ; number of subset features K

1: for i D 1; 2; : : : ; m do

2: Fij D RS.D; F=j /, j D 1; 2; : : : ; K % split F into K subsets
3: for j D 1; 2; : : : ; K do

4: Xij D mapFij
.D/ % Xij is the data set for the features in Fij

5: Ri D PCA.Xij / % construct rotation matrix Ri by applying PCA to Xij and
arranging the results

6: end for

7: Ci D ˝.X; Ri ; Y /

8: end for

Output: H.x/ D arg maxy

Pm
iD1 I.Ci .x/ D y/

Random forest

This method is composed of several unrelated DTs, and each is constructed with
samples and feature samplings (Breiman 2001). The procedure is shown in Algo-
rithm 5: given a training set D (ie, “good” and “bad” loans) of size n with feature set
F , in each iteration, a random forest selects a random subsample Di of the included
features by means of bootstrapping and then generates tree Ti from Di using the
CART algorithm. After constructing random trees, predictions on new instances are
performed through a voting scheme. The method is robust to overfitting since each
forest is presented with only a subset of all features.

Algorithm 5 Random forest algorithm pseudocode.
Input: training set D D .x1; y1/; .x2; y2/; : : : ; .xn; yn/; base classifiers CART; number of
iterations m

1: for i D 1; 2; : : : ; m do

2: Ci D CART.Di / % Di is generated from D by bootstrap sampling, and the feature split
is different between random forests and traditional decision trees

3: end for

Output: H.x/ D arg maxy

Pm
iD1 I.Ci .x/ D y/

Gradient boosting decision tree (GBDT)

This advanced sequential ensemble method is another widely used tree-based boost-
ing algorithm (Friedman 2001). The basic idea of boosting is to combine a series of

www.risk.net/journals Journal of Credit Risk
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weak base learners to form a strong learner. Compared with the traditional boost-
ing algorithm, the GBDT algorithm constructs a new model in a gradient direction
of the residuals to minimize the loss function generated by each iteration, which
in turn improves performance (Xia et al 2017). The specific process is shown in
Algorithm 6.

Algorithm 6 GBDT algorithm pseudocode.
Input: training set D D .x1; y1/; .x2; y2/; : : : ; .xn; yn/; base classifiers ˝; number of iterations
m; loss function L.y; F.x//

Initialize the model with a constant value
F0.x/ D arg min�

Pn
tD1 L.yt ; �/

1: for i D 1; 2; : : : ; m do

2: rti D �Œ@L.yt ; F .Xt //=@F.Xt /ç, t D 1; 2; : : : ; n % compute pseudoresiduals
3: Ci D ˝.xt ; rti / % fit base learner
4: �i D arg min�

Pn
tD1 L.yt ; Fi�1.xt / C �Ci .xt // % compute multiplier

5: Fi .x/ D Fi�1.x/ C �i Ci .x/ % update the model
6: end for

Output: H.x/ D sign.Fm.x//

4 THE PROPOSED MODEL

To conduct the research, we propose a hybrid approach that combines feature selec-
tion algorithms and ensemble methods. As shown in Figure 1, it consists of five
main phases. In Phase I, data are collected from the Renren lending platform, which
is the largest P2P platform in China as well as being one of the oldest. We col-
lect five kinds of data: the characteristics of borrowers, the financial information of
borrowers, the credit history of borrowers, the loan characteristics and the platform
authentication information. An appropriate data preprocessing operation is involved.
In Phase II, three feature selection algorithms are combined to obtain a subset of
features that provides the most discriminative accuracy and interpretive power. In
Phase III, the synthetic minority oversampling technique (SMOTE) algorithm is used
to address the imbalanced data set. In Phase IV, the parameters of six ensembles and
five base classifiers are tuned, and models are constructed. In Phase V, the models
are compared and evaluated using three evaluation metrics and statistical tests.

4.1 Phase I: data collection and preprocessing

4.1.1 Data

The data used in this section are loan data from the Renren lending platform,3 which
cover the period from January 2013 to December 2016. Importantly, we only collect

3 URL: www.renrendai.com.
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12 W. Cao et al

TABLE 1 Description of different loan statuses

Loan status Description

Current The loan is up to date on all outstanding payments
Op (1–29) The loan has not been current for 1 to 29 days
Op (30–89) The loan has not been current for 30 to 89 days
Op (90+) The loan has been past due for more than 90 days
Charge off The loan has been past due for more than 120 days,

so there is no reasonable expectation of sufficient
payment to prevent charge off

Fully paid The loan has been fully repaid

information that is visible to all visitors, and no personal identifiable information
exists in the data set. The data set is collected from all borrowers who applied for
a personal loan over the observation period. The total number of loans is 73 395.
According to the platform, six types of loan status exist (shown in Table 1). It is easy
to see that only “fully paid” and “charge off” indicate that a loan has reached its final
state; the other four statuses indicate that a loan is still in process. Therefore, in our
experiment, we consider only “fully paid” (“good” loan) and “charge off” (“bad”
loan) events. The final number of samples is 33 966, including 474 “bad” loans.

As described in Table 2 (details on the values and meanings of the features are
listed in Table A1 in the online appendix) there are 22 features in the data set, which
consists of five subsets. The first subset is the characteristics of borrowers, and it
consists of seven features: age, educational level, marital status, length of employ-
ment, place of employment, industry and company size. The second subset is the
financial information of borrowers, including their income, house, car, mortgage and
auto loan. The third subset is the credit history of borrowers, which consists of the
number of successful loans and the number of applications. The fourth subset is the
characteristics of loans and includes the loan amount, loan purpose, loan term and
loan type. The last subset is platform authentication information, and it consists of
credit, identity, job and income authentication.

Table 3 presents the summary statistics of the numeric and binary features in our
data set. The average marital status is 0.72, which is greater than 0.5 so indicates
that the majority of borrowers are married. We also see that 94% of borrowers have
a car, but only 61% of them own a house; more interestingly, 60% of borrowers have
a mortgage, which is nearly equal to the number of borrowers who own a house. In
addition, it is easy to see that the mean of applications is larger than the number of
successful loans. In Table 3, we also find that most borrowers provide credit authen-

Journal of Credit Risk www.risk.net/journals
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TABLE 2 Features listed by categories.

Category Variable Feature Type

Characteristics of F1 Age Ordinal
borrowers F2 Educational level Ordinal

F3 Marital status Binary
F4 Length of employment Ordinal
F5 Place of employment Nominal
F6 Industry Nominal
F7 Size Ordinal

Financial information F8 Monthly income Ordinal
of borrowers F9 House Binary

F10 Car Binary
F11 Mortgage Binary
F12 Auto loan Binary

Credit history of F13 Successful loans Numeric
borrowers F14 Applications Numeric

Characteristics of F15 Amount Numeric
loans F16 Purpose Nominal

F17 Term Nominal
F18 Type Nominal

Platform authentication F19 Credit report authentication Binary
information F20 Identity authentication Binary

F21 Job authentication Binary
F22 Income authentication Binary

tication and identity authentication, but fewer of them provide job authentication and
income authentication.

4.1.2 Preliminary data screening

To better understand the data set, we describe the default rates with features from the
different feature categories.

Default rate with age. As shown in Figure 2(a), the default rate significantly de-
creases as age increases, which means that on this P2P lending platform, younger
borrowers, especially those between 20 and 25 years old, are more likely to default
than older borrowers.

Default rate with monthly income. As shown in Figure 2(b), the default rate pattern
is similar to that in Figure 2(a), and the default rate decreases as monthly income

www.risk.net/journals Journal of Credit Risk
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TABLE 3 Summary statistics of the numerical and binary variables.

Feature Mean Std Max Min

Marital status(F3) 0.72
House (F9) 0.61
Car(F10) 0.94
Mortgage(F11) 0.60
Auto loan (F12) 0.24
Successful loans (F13) 1.04 0.277 20 0
Applications (F14) 1.10 0.588 22 0
Amount (F15) 35 336.60 17 133.320 425 971 1000
Credit authentication (F19) 0.99
Identity authentication (F20) 0.99
Job authentication (F21) 0.95
Income authentication (F22) 0.95

increases, which means that borrowers who earn a lower monthly income are more
likely to default.

Default rate with term. As shown in Figure 2(c), the default rate first shows an
upward trend as the term increases and then levels off. That indicates that the
longer the borrowing period, the easier it is to default.

Default rate with income authentication. As shown in Table 4, the default rate of
“yes” is significantly lower than that of “no”, which means that borrowers who
did not provide income authentication are more likely to default.

4.1.3 Data preprocessing

Data preprocessing is a crucial process to prepare data for model training, and in this
paper, data preprocessing involves the following two steps.

Standardized treatment. Nominal features are assigned numeric values, and numeric
features are normalized into [0,1].

Data partition. The original data set is divided into three parts in the proportion
of 60%:20%:20%, ie, 60% of the observations are for the training set, 20% of
the observations are for the validation set, and 20% of the observations are for the
testing set. Here, we keep the testing set apart and perform 10-fold cross-validation
to obtain the training set and the validation set.

Journal of Credit Risk www.risk.net/journals



Ensemble methods for credit scoring 15

FIGURE 2 Default rates calculated based on (a) age, (b) monthly income and (c) term.
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TABLE 4 Default rates calculated based on income authentication.

Income Default
authentication rate (%)

Yes 0.72
No 14.31

4.2 Phase II: identification of important features

The end goal of this step is to find a subset of features that offers the highest dis-
criminative power for the next step. As demonstrated in Section 2.1, there is a trend
of developing a hybrid feature selection method to realize an advantageous com-
bination. Here, we combine the three feature selection algorithms listed in Sec-
tion 3.1. The combination scheme is as follows: a feature Fi receives three scores
fS.Fi

fs1
/; S.Fi

fs2
/; S.Fi

fs3
/g based on the three algorithms fs1, fs2 and fs3; then,

the final score of each feature SF fFig is computed by an average voting mechanism
as follows:

SF fFig D S.Fi
f s1

/ C S.Fi
fs2

/ C S.Fi
fs3

/

3
: (4.1)

Subsequently, the 10 features with the highest final scores are selected as the final
results; the features are listed in Table 5. The reasons why we choose 10 features are
as follows. First, when we calculate the 10-fold cross-validation F -measure4 of the
top k features ranked by the information gain ratio algorithm with the SVM classifier,
some features will likely be noise, and the optimal feature number is 10 since it
gives the best performance (see Figure 3). Second, the number of features selected
by the GA approach is 10. Third, when comparing the top 10 selected features of
the three methods (see Table 6), there are no significant differences. Moreover, when
comparing the performance of the three single feature selection approaches with our
combination approach using the SVM classifier, the results shown in Table 6 clearly
verify the superiority of our combined approach. Thus, the top 10 features are used
in the following sections.

4.3 Phase III: SMOTE treatment

A data set is said to be imbalanced if the number of samples from one class is higher
than that from another. The class with more instances is called the major class, while
the class with fewer instances is called the minor class (Chawla et al 2004; Longadge
and Dongre 2013). As illustrated in Phase I, the number of “good” loans (major class)

4 The reason we choose the F -measure as the evaluation metric rather than accuracy is that the data
set is highly imbalanced, as illustrated in Section 4.3.
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FIGURE 3 Classification performance of the information gain ratio feature selection
method.
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TABLE 5 Selected features.

Category Feature Meaning

Characteristics of F1 Age
borrowers F3 Marital status

Financial information F8 Monthly income
of borrowers

Credit history of F13 Successful loans
borrowers F14 Applications

Characteristics of F15 Amount
loans F17 Term

F18 Type

Platform authentication F21 Job authentication
information F22 Income authentication

in our data set is 33 492, which is much higher than the number of “bad” loans (minor
class), which is 474. Thus, it is easy to obtain that the imbalance rate is 70.66, which
means that the data set is highly skewed.
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TABLE 6 Performance of various feature selection algorithms.

Feature selection
algorithm F -measure Selected features

Information gain ratio 0.769 F1, F15, F22, F3, F8, F21, F17, F10, F13, F12
GA 0.775 F22, F1, F14, F17, F21, F7, F15, F18, F13
CART 0.772 F3, F14, F1, F15, F22, F16, F21, F9, F17, F18
Top 10 features 0.796 See Table 5

As illustrated by many researchers (see, for example, Shen et al 2019), an uneven
distribution of samples will lead to skewed results due to data bias toward the major
class, and this issue challenges existing models. Moreover, a highly skewed data
set can lead to misleading results for some typical evaluation metrics. When fac-
ing a skewed data set, it is easy to understand that the accuracy metric will obtain
biased results. Even receiver operator characteristic (ROC) curves, which are often
employed to evaluate imbalanced data sets, can present an overly optimistic view of
an algorithm’s performance if there is a large skew in the class distribution (Davis
and Goadrich 2006).

Therefore, when facing the highly skewed data set in this study, preprocessing the
imbalanced data set before modeling is highly important. As a simple and effective
oversampling method, the SMOTE algorithm proposed by Chawla et al (2002) is
employed in this study to handle the imbalance issue. Based on this algorithm, there
exists a virtual sample between two real samples that are near one another. Therefore,
in this study, the SMOTE algorithm artificially invents a new “bad” loan between the
two real “bad” loans that are near each other based on the following two steps.

STEP 1 Given the unbalanced training data set D, Cbad ⇢ T represents the minor-
ity class (“bad” loans), and for each sample of xi 2 Cbad, the k nearest neighbors
(fxi1; : : : ; xib; : : : ; xikg) are identified. In this paper, k is set to a default value 5
based on previous studies (Maldonado et al 2019).

STEP 2 A new “bad” loan x
new
ib around the original sample xi 2 Cbad can be

artificially invented with the randomly selected neighbor xib based on the following
formula:

x
new
ib D xi C .xib � xi / ⇥ ı; (4.2)

where ı denotes the random value in (0, 1).

In this manner, the procedure for synthesizing the instance of the minority class is
repeated until the training data set is balanced. After the SMOTE treatment, there are
46 888 loans in the final training data set, where there are 23 444 instances of both
“good” and “bad” loans.
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4.4 Phase IV: parameter tuning and modeling

As described in Section 3.2 and Figure 1, six ensembles are tested in this paper –
the bagging, boosting, random subspace, rotation forest, random forest and GBDT
methods – with the following five popular base classifiers: LR, CART, C4.5, mul-
tilayer perceptron (MLP) neural networks with a back-propagation algorithm and
SVMs with a linear kernel. The bagging, boosting, random subspace and rotation
forest methods are implemented with the Waikato environment for knowledge analy-
sis (WEKA) open-source data mining toolkit (Witten and Frank 2002; Witten et al
2011), while the random forest and GBDT methods are performed with the Sklearn
package in Python 3.6.

In practice, to improve the forecasting performance of these models, a few param-
eters need to be optimized before classifier construction. In this study, the grid
search method is used to determine the optimal parameters that generate minimum
forecasting errors. The optimized results are listed in Table 7.

For base classifiers, the detailed parameter tuning processes are as follows.

CART and C4.5 algorithms. The test range of a minimal number of samples at the
terminal leaf is from 2 to 10. In addition, the number of features is set to 10.

MLP method. A grid search is carried out to find the optimal number of hid-
den layers and the learning rate. The search ranges are [1,10] and [0.001,1],
respectively.

SVMs. Various cost hyperparameters C and � are evaluated. Moreover, different ker-
nel types are tested, and the candidates are linear, polynomial, radial basis function
and sigmoid.

LR and MLP. The cutoff values are set at a default value of 0.5.

For ensembles, the detailed parameter tuning processes are as follows.

Random forest method. Different “number of trees” and “number of attributes”, used
to grow each tree, are tested. The “number of trees” is adjusted from 10 to 100 with
nine steps and the “number of attributes” is tested from 1 to 10.

GBDT method. Different “number of iterations”, “learning rate” and “number of
attributes” are tested. The “number of iterations” is tuned from 10 to 100 with
nine steps, the “learning rate” is adjusted in the range [0.005, 0.01, 0.05, 0.1, 0.2,
0.3, 0.5, 0.8, 1] and the “number of attributes” is tested from 1 to 10.

Bagging, boosting, random subspace and rotation forest methods. The default set-
tings in the Weka package are adopted (Abellán and Castellano 2016; Marqués
et al 2012).
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TABLE 7 Main parameter settings of the base classifiers and ensembles.

Classification algorithms Parameter settings

Base classifiers LR Ridge value in
classifiers the log-likelihood:

1.0E–8
CART Minimal number of samples

at the terminal leaf: 3;
number of features: 10

C4.5 Minimal number of samples
at the terminal leaf: 2;
number of features: 10

MLP Number of hidden layers: 3;
learning rate: 0.01;
learning algorithm: feed-forward

SVM Optimal pair of
.C; �/ is (1, 0.1)

Ensembles Bagging Size of each bag: 100;
batchsize: 100;
number of iterations: 10;
seed = 1

Boosting Batchsize: 100;
number of iterations: 10;
seed = 1

Random Batchsize: 100;
subspace number of iterations: 10;

seed = 1; subspacesize = 0.5
Rotation Batchsize: 100;
forest number of iterations: 10;

seed=1; projection filter:
principal components analysis

Random Number of trees: 80;
forest number of attributes: 10
GBDT Number of iterations: 70;

learning rate: 0.1;
number of attributes: 10

4.5 Phase V: comparison and evaluation

To evaluate the performance of various methods, two kinds of evaluation procedures
are employed. The first involves standard evaluation metrics based on the confusion
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TABLE 8 Confusion matrix.

Actual Actual
“bad” loans “good” loans

Predicted as “bad” loans True positive (TP) False positive (FP)
Predicted as “good” loans False negative (FN) True negative (TN)

matrix described in Table 8; here, the “bad” samples are chosen as the positive class.5

The corresponding metrics are as follows.

✏ Accuracy = .TP C TN/=.TP C FP C FN C TN/, which represents the correctly
discriminative samples, including “bad” and “good” loans.

✏ Type I error = FN=.TP C FN/, which is the proportion of actual “bad” loans
predicted to be “good”. Given its high probability of causing high costs, we
must pay attention to this metric.

✏ F -measure = 2TP=.2TPCFPCFN/, which represents a type of harmonic mean
for precision and recall, where precision is the fraction of true positive sam-
ples among the samples that the model classified as positive (TP=.TP C FP/),
and where recall is the fraction of samples classified as positive among the
total number of positive samples (TP=.TP C FN/). As illustrated in Soley-
mani et al (2020), widely used evaluation metrics, such as accuracy and the
area under the ROC curve (AUC), tend to favor the correct classification of the
most populated class, which will, together with imbalanced test data, cause
biased high scores. To address this issue, in this paper we add the F -measure
evaluation metric, which pays more attention to the minority class. For details,
see Thomas et al (2017).

To compare the performance of various ensembles from a statistical perspective,
the Friedman test (Demšar 2006; Friedman 1940), which is a rank-based nonpara-
metric test, is employed to test the statistical significance of differences in perfor-
mance. The Friedman test is distributed based on the chi-square distribution with
m�1 degrees of freedom, where m is the number of methods (in this study, ensemble
methods). The corresponding statistic is computed as follows:

�
2
F D 12n

m.m C 1/


˙i . j̇ .r

i
j //

2 � m.m C 1/
2

4

�
; (4.3)

5 As illustrated in Tan et al (2005), the minority class can be chosen as the positive class due to its
high importance.
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where r
i
j denotes the individual rank of each method i on each data set j , and h is

the number of data sets (according to Section 5, there are three different data sets:
one original data set and two robust testing data sets, which means that in this study
h D 3). If �

2
F is larger than a critical value, the null hypothesis that all the methods

are equivalent is rejected. Then, a post hoc test, specifically the Bonferroni–Dunn
test (Dunn 1961), is employed to compare all the ensembles (eg, i ) with a control
ensemble k. The statistic for comparing methods i and k is computed as follows.

CD D qp;1;m

r
m.m C 1/

12h
; (4.4)

where qp;1;m is computed based on the t -test statistic with a confidence level p=.m�
1/. If the average ranks of methods i and k differ by at least the critical difference
(CD), there is a significant difference in the performance of methods i and k.

5 EXPERIMENTAL RESULTS

The purpose of this study is to find useful features that can discriminate “bad” and
“good” loans in a valid way and also to compare the performance of six ensembles
in credit scoring for a Chinese P2P lending platform. To achieve this goal, we put
forward four questions.

(1) Which ensemble performs best with Chinese P2P platform data?

(2) Can the results be trusted?

(3) Does the performance have statistical significance?

(4) Which feature impacts the results the most?

Hereafter, the questions are discussed in detail.

5.1 Performance of the six ensembles

The results of the discriminative performance of the six ensembles6 on the testing
set with full features and selected features as measured by accuracy, Type I error
and F -measure are listed in Table 9 and Figure 4. Table 9 lists in detail the results
of different ensembles with corresponding base classifiers, and Figure 4 shows a
summary of the average performance7 of the three measures. Importantly, we also
compare the performance of ensembles and the grade feature provided by the lending

6 Here we delete the bagging results with the LR and SVM base classifiers because the two strong
base classifiers are not suitable for bagging, which focuses on reducing variance.
7 Here the average refers to the mathematical average performance of different base classifiers by
the bagging, boosting, random subspace and rotation forest methods.
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platform. According to the platform, this feature is generated in the loan application
process by evaluating the application documents, and the grade can be divided into
seven levels (from low to high): HR, E, D, C, B, A and AA. Here, we select the
lowest grade, HR, as the reference for “bad” loans and select the others as “good”
loans; the results are listed in Figure 4. Moreover, to discover the effect of feature
selection, we also compare the performance of all features (see Table 2) and the top
10 selected features (see Table 5).

As shown in Table 9 and Figure 4, we obtain the following findings. First, it is
easy to see that the performances of the six ensembles are at different grades. The
first grade includes the GBDT, random forest and rotation forest methods, which are
powerful ensembles and hold the top three spots in terms of the three different eval-
uations. For example, as illustrated in Figure 4, with the top 10 features, the GBDT
method achieves the highest F -measure (approximately 0.94), which is approxi-
mately 13% better than that achieved by the random subspace method (approxi-
mately 0.8). The second grade includes the bagging and boosting ensembles, which
have similar performance. The third grade consists of the random subspace ensem-
ble, which achieves the worst performance in terms of the three evaluation metrics.
The detailed information listed in Table 9 shows that compared with other ensem-
bles, the random subspace ensemble has the largest Type I error, which may be the
key reason for the poor performance of random subspace.

Second, the grade feature has better performance than the random subspace
ensemble in terms of different evaluation metrics and different features. Compared
with the bagging and boosting ensembles, interestingly the grade feature achieves
a better Type I error score but worse accuracy and F -measure scores. The reason
behind this result may be that to avoid risk, the platform tends to give low grades.

Third, each ensemble with the 10 selected features yields better performance than
the ensemble with all 22 features, whether measured by detailed evaluations with
base classifiers or average comparisons. This finding clearly indicates the effective-
ness of our combined feature selection approach and the usefulness of the top 10
selected features.

Finally, regarding the Type I error metric, interestingly, the ensembles with the
selected features can greatly reduce this error. For instance, Table 9 shows that even
random subspace, the worst performing ensemble, combined with the C4.5 base clas-
sifier, improves performance by 9% on the F -measure with the selected features
compared with performance that includes all features. In conclusion, the selected
features show that they are capable of discriminating successfully between “bad”
loans and “good” loans.
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FIGURE 4 Average performance of ensembles considering different measures.
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5.2 Robustness tests

To evaluate the effectiveness and robustness of the performance results listed above,
we further compare the six ensembles with out-of-time instances. Moreover, we list
the performance results with a different data partition ratio: 50% for training, 20%
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for validation and 30% for testing. The results are listed in the online supplementary
materials.

Here, the out-of-time loan data are collected from January 2017 to June 2019,
and the loans that appear in the former data set (2013–16) are deleted from this
data set. The final number of instances (considering only “fully paid” and “charge
off”) is 39 201, including 607 “bad” loans. To maintain consistency with the former
comparison, the data are divided into three parts: 60% for training, 20% for validation
and 20% for testing.

Table 10 and Figure 5 show the detailed and average performance of the six ensem-
bles and the grade feature on the testing set. It is easy to see that the results are consis-
tent with those of the previous experiment. For instance, Table 10 clearly shows that
the GBDT method performs best, followed by the random forest and rotation forest
methods, while the random subspace method still has the worst performance. More-
over, the grade feature has better performance than the random subspace ensemble.
Interestingly, although it still performs worse than the other ensembles, it has bet-
ter scores than those it obtained with the former data set listed in Section 5.1, which
may imply that the P2P platform has achieved progress in identifying “bad” loans. In
addition, Figure 5 clearly shows that the ensembles with the selected features outper-
form those with all features. Accordingly, we conclude that the comparison results
are robust to different time periods.

5.3 Statistical tests

The nonparametric Friedman test and the post hoc (Bonferroni–Dunn) test were
employed to test the statistical significance of the differences in performance. In
this section, we also consider the values of Friedman’s ranks for the accuracy and
AUC measures. Performance with two different training, validation and testing ratios
(ie, 60:20:20, 50:20:30) and out-of-time data sets are used to conduct the tests.
The rank values represent an important reference for performance when several
ensembles are compared and can be considered in order of their performance.

First, the Friedman test statistic is computed to verify whether the ensembles
exhibit different prediction performances. The results are 35.59 and 35.47 on the
two measures, both rejecting the null hypothesis that the ensembles exhibit no differ-
ent performances at the significance level of 99.5%. Then, the Bonferroni–Dunn test
is applied to conduct comparisons. The CDs at significance levels of 0.05 and 0.1 are
computed as 10.532 and 9.781, and the average ranks of various ensembles and the
grade feature are shown in Figure 6. Thus, the following findings can be obtained.
First, the GBDT, random forest and rotation forest ensembles are generally the best.
More specifically, the GBDT method with the top 10 features has the lowest rank in
terms of two different metrics. Second, the grade feature holds the middle position
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FIGURE 5 Average performance of ensembles considering different measures (out-of-
time samples).
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among all of the ensembles. As shown in Figure 6, the average rank of the grade
is 8, which means that it cannot beat the GBDT, random forest and rotation forest
ensembles. Third, regarding the same ensemble with different numbers of features,
it is easy to conclude that compared with the method with all features, the method
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FIGURE 6 Friedman average ranking and post hoc test results for the F -measure.
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with the top 10 selected features has the lower rank. Fourth, as shown in Figure 6,
when the GBDT method with the top 10 features is used as the benchmark, the ran-
dom subspace and bagging methods have average ranks that are higher than the CD,
suggesting that in terms of accuracy, they are significantly worse than the GBDT
approach at a significance level of 0.1. Additionally, this pattern is reproduced with
the accuracy listed in the online supplementary materials, which further indicates
that our results are robust.

In summary, the statistical tests also support the finding that the GBDT, random
forest and rotation forest methods are generally the best for the Chinese P2P lending
service since they outperform the other ensembles and the grade feature on vari-
ous measures, different training-to-testing ratios and out-of-time samples. Moreover,
the experimental results prove that the top 10 selected features can improve credit
scoring performance, which also proves the effectiveness of the combined feature
selection process in our proposed system.

5.4 Factor analysis

Since the evaluation test results and statistical tests demonstrate the effectiveness of
the selected features, we conduct a detailed analysis of the factors. Table 11 lists the
importance of the features selected by the GBDT ensemble model. By comparing
the contributions of the features, the following insights can be obtained.

(1) As illustrated in Table 12, the contributions of the five categories of features
in the original data set from high to low are the characteristics of loans, the
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TABLE 11 Ranking results of the top 10 features (original samples).

Ranking Features Categories

1 F15 Amount Characteristics of loans
2 F17 Term Characteristics of loans
3 F8 Monthly income Financial information of borrowers
4 F18 Type Characteristics of loans
5 F1 Age Characteristics of borrowers
6 F14 Applications Credit history of borrowers
7 F13 Successful loans Credit history of borrowers
8 F22 Income authentication Platform authentication information
9 F21 Job authentication Platform authentication information

10 F3 Marital status Characteristics of borrowers

TABLE 12 Ranking results of the top 10 features (out-of-time samples).

Ranking Features Categories

1 F15 Amount Characteristics of loans
2 F17 Term Characteristics of loans
3 F22 Income authentication Platform authentication information
4 F21 Job authentication Platform authentication information
5 F8 Monthly income Financial information of borrowers
6 F1 Age Characteristics of borrowers
7 F18 Type Characteristics of loans
8 F14 Application Credit history of borrowers
9 F13 Successful loans Credit history of borrowers

10 F3 Marital status Characteristics of borrowers

financial information of borrowers, the credit history of borrowers, the char-
acteristics of borrowers and platform authentication information. These results
indicate that the characteristics of loans have the greatest impact. Interestingly,
one of the characteristics of borrowers, F1 (age), has a competitive ranking
(rank 5), while another feature, F3 (marital status), obtains the lowest rank,
which indicates that age contributes more than the marital status. The reason
may be that in China, age represents a borrower’s economic strength, and a
younger age may increase the default risk, as illustrated in Section 4.1.2.

(2) As depicted in Table 12, the ranks of the five categories of features in the
2017–19 data set (from high to low) are the characteristics of loans, platform
authentication information, the financial information of borrowers, the credit
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history of borrowers and the characteristics of borrowers. It is easy to see that
the rank of platform authentication information increases with the rank in orig-
inal data set, possibly because it was easier to obtain loans at an early time
(2013–16). Thus, some “good” borrowers do not provide effective authentica-
tion information. However, over time the platform authentication information,
as a crucial indicator of repayment ability, becomes increasingly important.
Thus, borrowers who do not provide effective authentication information are
more likely to be “bad” borrowers.

(3) Comparing the findings listed above with the similar impact factor analysis
in Ma et al (2018), which focuses on US P2P lending services, we can make
the following interesting remarks. First, the high proportions of features hold-
ing high ranks in the characteristics of loans subset (similar to the borrowing
details in Ma et al (2018)) are similar in the two platforms, which means that
loan details are the most relevant information for the final loan result. Sec-
ond, the two platforms differ in that there fewer financial information features
(similarly to the financial situation in Ma et al (2018)) but more authentication
information features in the Chinese P2P platform than the US one. The rea-
son behind this may be that authentication information features are the bench-
mark for credit authentication; also, the credit authentication system in China
is not as mature as that in the United States. Overall, the platform needs more
corresponding features to capture the borrower’s credit situation.

6 CONCLUSION

As pointed out in the previous sections, there is an urgent need to improve the credit
scoring method in Chinese P2P lending services to reduce risk. The future of credit
risk analysis has an increasing reliance on machine learning models as opposed to
human decision-making methods. Although credit scoring has attracted much atten-
tion, two questions have not been answered. First, what is the optimal set of features
for the Chinese P2P credit scoring problem? Second, which ensemble method is the
most appropriate for Chinese P2P services?

In this paper, a hybrid system of feature selection algorithms and ensemble meth-
ods was built to answer these questions. In the proposed model, three feature selec-
tion algorithms were first combined to obtain suitable features with higher discrimi-
native power. After choosing the top 10 features, six popular ensemble methods with
five base classifiers were used to conduct the credit scoring task. For the experiments,
33 906 samples from the Chinese Renren lending platform were collected, of which
474 samples were “bad” loans. Different robustness tests were conducted to evalu-
ate the effectiveness and robustness of our system’s performance. In addition, three
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standard evaluation metrics (accuracy, Type I error and the F -measure) and nonpara-
metric statistical tests were employed to compare the performance of the ensembles.
The experimental results show that the selected features can greatly improve pre-
diction performance. Moreover, the comparisons show the superiority of the GBDT,
random forest and rotation forest methods in standard evaluations, robustness tests
and statistical tests. We believe that our findings have practical value for creditors,
investors and risk managers. Future work can build upon this study by examining the
specific contributions of features. Additionally, the use of data sets from other P2P
lending platforms would be interesting to consider.
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