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Abstract

In this work, we propose a multi-stream approach with
knowledge distillation to classify epileptic seizures and psy-
chogenic non-epileptic seizures. The proposed framework
utilizes multi-stream information from keypoints and ap-
pearance from both body and face. We take the detected
keypoints through time as spatio-temporal graph and train
it with an adaptive graph convolutional networks to model
the spatio-temporal dynamics throughout the seizure event.
Besides, we regularize the keypoint features with comple-
mentary information from the appearance stream by impos-
ing a knowledge distillation mechanism. We demonstrate
the effectiveness of our approach by conducting experi-
ments on real-world seizure videos. The experiments are
conducted by both seizure-wise cross validation and leave-
one-subject-out validation, and with the proposed model,
the performances of the F1-score/accuracy are 0.89/0.87
for seizure-wise cross validation, and 0.75/0.72 for leave-
one-subject-out validation.

1. Introduction

Epilepsy is a neurological disorder, resulting from ab-
normal electrical discharging in the brain. About 1% of the
population worldwide suffer from this disabling condition
[34]. The cardinal feature of epilepsy is the tendency to
present epileptic seizures (ES), which are often associated
with motor activity changes, including repeated or rhyth-
mic movements. Nevertheless, not all seizures are epileptic
seizures (ES). Indeed, psychogenic non-epileptic seizures
(PNES) are not caused by epileptic neuronal activity in the
brain, and are considered to be mainly caused by psycho-
logical factors [11, 21]. The clinical management of ES and

PNES is different and as such, accurate diagnosis is cru-
cial to avoid therapeutic errors. To diagnose the type of
seizure, one important information comes from semiology
[31], i.e., the clinical signs that occur during the seizure,
independently from auxiliary information such as EEG or
neuroimaging. The gold standard diagnostic method is to
record habitual events on video-EEG, with simple visual
analysis by an expert in epileptology. Nevertheless, distin-
guishing between ES and PNES may be challenging, with
low accuracy rates for less experienced clinicians, espe-
cially when seizures of either type involve complex hyper-
kinetic motor behavior [31]. There have been many works
trying to deal with seizure classification problems with ma-
chine learning based on either EEG signals [28, 18, 30] or
visually observed semiology [16, 3, 26]. However, to our
knowledge, none so far have specifically focused on distin-
guishing ES from PNES.
In this work, we take advantage of recent deep learning
frameworks in computer vision for directly analyzing pa-
tients’ semiology, focusing particularly on the body pose
and face regions. Several related works have been proposed
recently [2, 4, 17]. In [2], the authors use semiological signs
from face, body, and hands to classify epilepsy with con-
volution neural networks (CNNs) and recurrent neural net-
works (RNNs). The work in [4] also utilized similar strat-
egy with pre-trained CNN features combined with RNNs
for analyzing and fusing the information from face and body
pose. The method proposed in [17] used a I3D [7] backbone
to extract spatio-temporal features followed by RNNs as the
classifier.
Rather than using the standard combination framework
like CNN-RNN architectures, in this work, we propose to
leverage the recent powerful graph convolutional networks
(GCNs) for seizure classification. The GCN model [20],
which operates convolution on graphs, have been adopted in



Figure 1. Overview of the proposed framework. In the training phase, knowledge distillation is applied from a trained TCN to regulate the
learning of the corresponding AGCN. In the testing phase, only the learned AGCNs are used for final prediction, as shown in Fig. 5

various tasks, such as skeleton-based human action recogni-
tion [32, 29, 39] and facial landmark-based emotion recog-
nition [27, 37, 38]. In this study, we apply an adaptive
GCNs (AGCN) [32], in which the topology of the graph
can be learned, on the detected body joints and facial land-
marks for seizure classification. In addition, inspired by
[29], we introduce a knowledge distillation (KD) mecha-
nism from the complementary appearance stream for reg-
ulating the keypoint features learned by AGCN. To ob-
tain further improvement, we combined the prediction from
each AGCN separately trained on body pose keypoints and
facial landmarks with the knowledge distillation mecha-
nism. To our best knowledge, this work is the first attempt
to utilize GCNs for seizure type classification (ES versus
PNES) based on semiological information. The next sec-
tion will describe the proposed methodology, followed by
experimentation and conclusion.

2. Methodology

2.1. Overview

In this section, we describe our proposed multi-stream
framework for classifying two types of seizures, i.e. ES and
PNES. The overall architecture is shown in Fig. 1. After
converting the seizure video into an image sequence, we
detected and cropped the region of patient’s body and face,
followed by keypoint detectors for joint and facial landmark
localization. The detected keypoints were then fed into sep-
arated AGCN for classification, which are viewed as Key-
point Streams. The cropped detected region of patient and
face were fed into their corresponding feature extractor, and
adopted temporal convolutional networks (TCNs) for tem-
poral reasoning. The outputs of these streams, termed as
Appearance Streams, were then used to transfer the learned

knowledge to the Keypoint Streams. The predictions by
AGCN from the pose and face streams were further com-
bined for better performance. The following are the details
for each stream.

2.2. Region of interest and keypoint detection

We adopted a fast SSD network [23] with MobileNet
[15] backbone for region of interest (ROI) detection, i.e.
detecting patients and their faces. The SSD model was
pretrained on Imagenet dataset [10] and fine-tuned on our
dataset. For body joint localization, we detected the 2D key-
points of upper-limb on the detected patient with Keypoint-
RCNN [13, 25], which is pretrained on MS COCO [22] and
fine-tuned on our dataset. The 11 detected points include
head, neck, left/right shoulders, left/right elbows, left/right
wrists, left/right hips, and bottom of the spine. The detected
2D keypoints were fed into a 3D estimator [9] for 3D pose
estimation. For face stream, we used a toolbox [6] for ex-
tracting 2D facial landmarks with the detected face. There
are 23 keypoints detected for each face, focusing on eye-
brows, eyes, nose, and mouth. The toolbox was not opti-
mized for our dataset. Fig. 2 and Fig. 3 show some illustra-
tions and detection results.

2.3. The appearance stream

After the ROI detection on a video with T frames, we
have the detected cropped region for patient as RP =
{rp1, rp2, · · · , rpT } and for detected face as RF =
{rf1, rf2, · · · , rfT }, with rpt ∈ RWp×Hp×3 and rft ∈
RWf×Hf×3. Wp and Wf are normalized width, and Hp

and Hf are normalized height for detected regions for pose
and face streams respectively. We leverage pretrained mod-
els for feature extraction followed by a temporal convolu-
tion layer. For pose stream, we used R(2+1)D model [35]



Figure 2. (a) Illustration of detected upper-limb joints. (b) Samples
of ROI detection and (2D/3D) upper-limb keypoints detection.

Figure 3. (a) Illustration of detected facial landmarks. (b) Samples
of facial keypoint detection on our dataset.

pretrained on Kinetics [8] with the last classification layer
removed as backbone to extract spatio-temporal features on
a L-frame snippet, by

vt =ModelR(2+1)D(rpt, rp(t+1), · · · , rp(t+L−1)) (1)

Hence for each time step t, the feature represents spatio-
temporal information from a video snippet rather than a still
image. As for facial feature extraction, we use the last layer
output before classification layer of a VGG-19 model [33]
pretrained on a public facial expression recognition dataset
[1] as

ut = V GG(rft) (2)

With the extracted spatio-temporal feature sequence V =
{v1, v2, · · · , vT } and facial feature sequence U =
{u1, u2, · · · , uT }, we feed them into respective temporal
convolutional networks for video-level temporal reasoning
as the following,

cp = softmax(TCNp(V )) (3)

cf = softmax(TCNf (U)) (4)

TCNp and TCNf represent the TCNs used for the pose
and face streams respectively. Both of them are composed

Figure 4. Illustration of the temporal convolutional block. Conv1D
represents the 1D convolution on the temporal axis, followed by
a batch normalization (BN) layer, a ReLU layer, and a Dropout
layer. Moreover, a residual connection was added for each block.

by stacks of the temporal convolutional block, as shown
in Fig. 4, followed by a linear layer as the classification
layer. TCNp and TCNf are trained separately with stan-
dard cross-entropy loss for seizure classification. Later we
used these pretrained models as teacher models to distill the
learnt knowledge to the Keypoint Branches.

2.4. The keypoint stream

In the keypoint streams, we processed the spatio-
temporal dynamics of detected keypoints for pose and face
with their respective AGCN. The used AGCN is the one
proposed in [32], in which the topology of the graph can
be optimized while training for specific tasks. This prop-
erty hence increases the flexibility of the model for graph
construction and brings more generality to adapt to various
data samples, such as the highly complex behavioral pat-
terns in our case. For pose stream, we have detected upper-
limb keypoint sequence KP = {kp1, kp2, · · · , kpT }, with
kpt ∈ RCp×Vp where Cp and Vp represent the number of
channels and joints respectively. With pre-defined spatial
adjacency matrix Ap ∈ RVp×Vp , describing the connection
relation between the keypoints, we have output logits after
softmax operation as

op = AGCNp(KP , Ap) (5)

Likewise for face stream, we have a facial landmark se-
quence KF = {kf1, kf2, · · · , kfT }, with kft ∈ RCf×Vf

where Cf and Vf represent the number of channels and fa-
cial landmarks respectively. With the spatial adjacency ma-
trix Af ∈ RVf×Vf , we can have its output likewise by,

of = AGCNf (Kf , Af ) (6)

For the temporal dimension, we follow the paper [32],
where each vertex is fixed as 2 (corresponding joints in the
two consecutive frames). Instead of computing the cross-
entropy for op and of , we introduced the learned knowledge
in the Appearance Streams as addressed in the following
part.



2.5. Knowledge distillation and ensemble

We have demonstrated how to process the appearance
and keypoint information for both pose and face streams.
For many multi-stream video analysis cases, it is usual to
explicitly combine the learned knowledge from appearance
and keypoint sources for a performance boost. Neverthe-
less, in this work we argue the keypoints should be the
main information source for distinguishing seizures. First,
we have decent fidelity of the keypoint detection through-
out the whole videos. For the appearance stream, on the
other hand, the occlusion often occurs in our dataset and
so make the information less reliable. Besides, in medical
scenarios like our study cases, privacy and confidentiality
are important issues. To align these concepts, the strategy
we adopted was to utilize both the appearance and keypoint
information while training and only use keypoint informa-
tion during testing. In addition to the cross-entropy loss,
we introduced a standard knowledge distillation mechanism
(KD) [14] while training the keypoint streams. It was imple-
mented by minimizing the KL divergence between the prob-
ability distributions from the pretrained appearance streams
and the keypoint streams. The overall objective losses for
pose and face keypoint branches are hence as follows:

LCE,pose = −
1

N

N∑
i=1

yi · log(AGCNp(K
i
p, Ap))

+ (1− yi) · log(1−AGCNp(K
i
p, Ap))

(7)

LKD,pose =
1

N

N∑
i=1

DKL(TCNp(V
i)||AGCNp(K

i
p, Ap))

(8)

LCE,face = −
1

N

N∑
i=1

yi · log(AGCNf (K
i
f , Af ))

+ (1− yi) · log(1−AGCNf (K
i
f , Af ))

(9)

LKD,face =
1

N

N∑
i=1

DKL(TCNf (V
i)||AGCNf (K

i
f , Af ))

(10)

LTotal,pose = LCE,pose + λpLKD,pose (11)

LTotal,face = LCE,face + λfLKD,face (12)

,where DKL(P ||Q) =
∑

j Pj log
Pj

Qj
, denoting the KL di-

vergence. The λp and λf are trade-off hyper-parameters,
and yi is the label for the i-th example. We train the
AGCNp and AGCNf separately. For the final prediction,
we combined the prediction from pose and face streams for
performance improvement, as shown in Fig. 5.

Figure 5. Illustration of the ensemble of the prediction from the
pose and face streams in the testing phase, with the respective
spatio-temporal graphs. The orange line denotes the temporal
edges. AGCN+KD denotes AGCN network trained with addi-
tional knowledge distillation loss with the appearance streams as
teachers.

Figure 6. Seizure examples in a real-world setting during daytime
and night.

3. Experimentation

3.1. Dataset

In this work, we aimed to differentiate between ES and
PNES, and tackle the problem in a real-world setting, as in
Fig. 6, rather than a highly controlled environment. We col-
lected 38 ES videos from 19 patients and 23 PNES videos
from 15 patients, resulting in total 61 seizures and 34 pa-
tients. All patients have been recorded in the Video-EEG
Epilepsy unit of the Epileptology department of the Tim-
one University Hospital in Marseille, France. Both ES and
PNES were selected according to presence of hyperkinetic
motor behavior [5], which involve large amplitude, often
explosive whole body movements. Due to the clinical chal-
lenges of localizing hyperkinetic ES seizures, and the chal-
lenges of discriminating between ES and PNES, this type of
semiology is of great interest to neurologists [12, 19, 36].
The duration of the seizures ranged from 15 seconds to
180 seconds. Each patient had at least one and at most
6 recorded seizures. Both day and night conditions were
included. All the seizure videos were collected from the
video-EEG monitoring unit in the hospital. All patients had
a firm diagnosis of either ES or PNES, established by ex-
pert epileptologists based on their video-EEG data. Patients
gave informed consent for use of video-EEG data. Exam-
ples in Fig. 6 are from this dataset.



3.2. Data preprocessing

All seizure videos were converted to image sequence by
25 fps, and for each video, T frames were equally sampled
for analysis. For video frame length shorter than T , the
video itself was concatenated to enough frame length for
sampling. In this study, T is set to 300. For image pre-
processing, pixel values were normalized to 0 to 1.0, and
normalized image size Wp, Hp, Wf , Hf are 112, 112, 48,
and 48, respectively. For the 2D spatial coordinates of the
detected keypoints, the values of the coordinates were nor-
malized between -1.0 to 1.0 w.r.t the width and height of
the cropped region. As for the third dimension in 3D pose
estimation, the values were normalized with regards to the
maximum and minimum values at the third axis across the
video.

3.3. Quality of ROI and keypoint detection

As mentioned in section 2.2, we fine-tuned the ROI
and keypoint detection with manually labeled data in our
dataset. For ROI detection, the intersection-over-union
(IoU) is used to for quantitative evaluation. The detection
model used reached an average IoU of 0.89 for face detec-
tion and 0.94 for patient detection. As for the 2D body joint
detection, the keypoint evaluation metric for MS COCO
dataset is used. The mean average precision (mAP) at IoU
of 0.50 is 0.67. As for facial landmark detection, the model
used was not fine-tuned and we visually checked the quality
of the results.

3.4. Experimental setup

We conducted both seizure-wise 10-fold cross valida-
tion and leave-one-subject-out validation on our datasets.
Stochastic gradient descent (SGD) was applied as the learn-
ing optimizer. The initial learning rate for either of the four
streams was 0.001, with linear learning rate decay schedul-
ing used. The training epochs were set at 50, and we choose
the weights at the epoch where the test sets had the highest
accuracy for evaluation. The batch size was 4. The hyperpa-
rameters λp and λf are both set as 0.5, and the video snippet
length L is 32. The configuration of AGCNp and AGCNf

were the same as [32]. The kernel size and the dropout rate
for both TCNp and TCNf are 4 and 0.4. The number of
temporal convolutional blocks of the TCN for both pose and
face streams are 6.

3.5. Experimental results

Table 1 shows the F1-score and accuracy of the 10-fold
cross validation experiment, where

F1–score =
TP

TP + 0.5(FP + FN)
(13)

model F1-score accuracy
AGCNp 0.79 0.74
AGCNf 0.78 0.70
TCNp 0.75 0.69
TCNf 0.80 0.74
AGCNp +KD 0.86 0.84
AGCNf +KD 0.84 0.82
Ensemble 0.89 0.87

Table 1. The 10-fold cross validation result: comparison of F1-
score and accuracy between different models. AGCN+KD denotes
AGCN network trained with additional knowledge distillation loss
with the appearance streams as teachers.

accuracy =
TP + TN

TP + FN + TN + FP
(14)

and TP, TN, FP, and FN denote true positive, true nega-
tive, false postive, and false negative, respectively. We take
ES as a positive case. As shown in Table 1, we can see
that AGCNP performs better than TCNp, indicating that
keypoint-based feature is more informative than appearance
when correlating body pose to seizure classification. On
the other hand, TCNf slightly outperforms AGCNf , in-
ferring that for seizure analysis based on face, the appear-
ance could provide more characteristic information than fa-
cial landmarks. Besides, for both the pose and face streams,
we can have significant performance gain by introducing
the knowledge distillation on the keypoint branch. This
indicates the importance of utilizing complementary infor-
mation (i.e. from keypoints and appearance) for seizure
analysis. Lastly, combining the prediction from pose and
face stream with our proposed ensemble method, the per-
formances of the F1-score and the accuracy are 0.89 and
0.87, respectively. This performance improvement shows
the effectiveness of integrating multi-stream information.
Fig. 7 is the receiver operating characteristic (ROC) curve
for different models in the 10-fold validation experiment.
The ensemble model has the highest value of area under the
ROC curve (AUC), indicating the best performance among
the models. After the inclusion of knowledge distillation,
AUCs of the keypoint branches can gain a significant boost.
Table 2 shows the F1-score and accuracy of the leave-one-
subject-out validation experiment. We can observe a perfor-
mance drop compared to the 10-fold validation experiment,
possibly due to that the inter-subject variance is considered
in the setting and makes the task harder. Otherwise the over-
all result in Table 2 basically indicates the same trend and
conclusion as that in the 10-fold cross validation. Besides,
we also compare some deep learning based seizure classifi-
cation studies with ours, as shown in Table 3 and Table 4.
Table 3 shows how the methods in the related works per-
formed in our task. Table 4 presents the results on their
own work. Due to the limited number of studies using deep
learning for video based seizure analysis, different seizure



model F1-score accuracy
AGCNp 0.68 0.62
AGCNf 0.68 0.59
TCNp 0.53 0.56
TCNf 0.68 0.61
AGCNp +KD 0.74 0.67
AGCNf +KD 0.72 0.66
Ensemble 0.76 0.72

Table 2. The leave-one-subject-out validation result: comparison
of F1-score and accuracy between different models. AGCN+KD
denotes AGCN network trained with additional knowledge distil-
lation loss with the appearance streams as teachers.

model F1-score (10-fold) accuracy (10-fold)
[17] 0.80 0.71
[2](pose) 0.82 0.79
[2](face) 0.75 0.72
model F1-score (LOSO) accuracy (LOSO)
[17] 0.64 0.58
[2](pose) 0.70 0.62
[2](face) 0.66 0.61

Table 3. We implement the methods in Karácsony et al. [17] and
Ahmedt-Aristizabal et al. [2], and test the model in our task. The
table shows the results of 10-fold cross validation and leave-one-
subject-out (LOSO) validation.

types are considered for comparison.

4. Conclusion

In this work, we propose a novel multi-stream frame-
work with knowledge distillation for seizure classification,
specifically for distinguishing between ES and PNES with

Figure 7. The 10-fold cross validation result: the ROC curve for
the binary seizure classification task. AGCN+KD denotes AGCN
network trained with additional knowledge distillation loss with
the appearance streams as teachers.

Method Classes Performance
A.-Aristizaba et
al. (2018) [2]

MTLE
ETLE

Average accuracy:
0.53-0.56

Maia et al.
(2019) [24]

TLE
ETLE

AUC: 0.65

Karácsony et al.
(2020) [17]

TLE
FLE

F1-score: 0.84
AUC: 0.90

Ours ES
PNES

F1-score: 0.89
accuracy: 0.87
AUC: 0.93

Table 4. Comparison of deep learning-based seizure classification
studies. The results shown are based on N-fold cross validation.
MTLE, ETLE, and FLE denote mesial temporal lobe epilepsy, ex-
tra temporal lobe epilepsy, and frontal lobe epilepsy, respectively.

hyperkinetic motor behavior. The contributions are twofold.
First, we utilized multi-stream information from keypoint
and appearance for both body pose and face streams. From
experimental results, we give hints about which type of in-
formation should be used based on which stream informa-
tion is being dealt with for seizure analysis, that is, for anal-
ysis based on body pose, keypoint-based features should
be considered and for those based on face, appearance in-
formation seems more crucial. Second, by introducing a
knowledge distillation mechanism, we show the importance
of utilizing complementary information for keypoint-based
seizure analysis. The performance obtained on real-world
data for the challenging task of discriminating epileptic
seizures from psychogenic non-epileptic seizures improve
the state-of-the-art and are very encouraging with respec-
tive F1-score/accuracy 0.89/0.87 for seizure-wise cross val-
idation and 0.75/0.72 for leave-one-subject-out validation.
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