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ABSTRACT

Pruning seeks to design lightweight architectures by re-
moving redundant weights in overparameterized networks.
Most of the existing techniques first remove structured sub-
networks (filters, channels,...) and then fine-tune the resulting
networks to maintain a high accuracy. However, removing a
whole structure is a strong topological prior and recovering
the accuracy, with fine-tuning, is highly cumbersome.
In this paper, we introduce an “end-to-end” lightweight net-
work design that achieves training and pruning simultane-
ously without fine-tuning. The design principle of our method
relies on reparametrization that learns not only the weights but
also the topological structure of the lightweight sub-network.
This reparametrization acts as a prior (or regularizer) that
defines pruning masks implicitly from the weights of the un-
derlying network, without increasing the number of training
parameters. Sparsity is induced with a budget loss that pro-
vides an accurate pruning. Extensive experiments conducted
on the CIFAR10 and the TinyImageNet datasets, using stan-
dard architectures (namely Conv4, VGG19 and ResNet18),
show compelling results without fine-tuning.

Index Terms— Lightweight network design, pruning,
reparametrization

1. INTRODUCTION

Deep neural networks (DNNs) have been highly effective in
solving many tasks with several breakthroughs. However, the
success of DNNs in different fields comes at the expense of
a significant increase of their computational overhead. This
dramatically limits their applicability, especially on cheap
embedded devices which are usually endowed with very lim-
ited computational resources. Recent studies have shown that
cumbersome yet powerful models are overparametrized [1]
and can, therefore, be compressed to yield compact and still
effective models and different techniques have been intro-
duced in the literature in order to learn lightweight and highly
efficient networks.

Existing work tackles the issue of efficient network de-
sign either through knowledge distillation [2] (and its variants
[3, 4, 5, 6, 7]) or by tweaking network parameters. The lat-
ter is usually achieved using linear algebra [8], quantization,

binarization as well as pruning [9, 10, 11]. In particular, prun-
ing aims at removing connections by zeroing the underlying
weights while preserving high performances. Early work
addresses unstructured pruning where the least important
connections are removed individually [12, 13, 14]. In most
of the existing pruning methods, the key issue is to identify
potentially irrelevant weights (possibly grouped) that could
be removed. These candidates are usually identified with a
saliency measure, and the most popular one is weight magni-
tude which seeks to cancel weights with the smallest absolute
values.

Other more recent work focuses on structured prun-
ing [15, 16, 17] (specifically channel pruning [18, 19]) which
allows significant and easily attainable speedup factors on the
current DNN platforms, at the expense of a coarser pruning
rate. However, structured pruning imposes a strong topologi-
cal prior by removing whole chunks in the primary networks,
and achieves a lower sparsity rate compared to unstructured
pruning. In order to mitigate the drop in accuracy that may
occur after pruning, existing methods rely on the evaluation
of the Hessian matrix of the loss function which is intractable
with the current massive neural architectures [12, 20]. Other
work (including Han et al. [14]) relies on an iterative prun-
ing and fine-tuning, however, this two-step process is highly
cumbersome and requires several pruning and fine-tuning
steps prior to converge to pruned networks whose perfor-
mances match, at some extent, the accuracy of the primary
(unpruned) networks.

In order to address the aforementioned issues, we intro-
duce in this paper a novel reparametrization that learns not
only the weights of a surrogate (lightweight) network but also
its topology. This reparametrization acts as a regularizer that
models the tensor of the parameters of the surrogate network
as the Hadamard product of a weight tensor and an implicit
mask. The latter makes it possible to implement unstructured
pruning constrained with a budget loss that precisely controls
the number of nonzero connections in the resulting network.
Experiments conducted on the CIFAR10 and the TinyIma-
geNet classification tasks, using standard primary architec-
tures (namely Conv4, VGG19 and ResNet18), show the abil-
ity of our method to train effective surrogate pruned networks
without any fine-tuning.
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Fig. 1: Comparison of our method and magnitude pruning. Magnitude pruning does not include any prior on the weights during
the initial training phase and needs an additional fine-tuning procedure. Our method embeds a saliency heuristic based on the
weight magnitude in the weight reparametrization and does not requires fine-tuning.

2. PROPOSED METHOD

Our reparametrization seeks to define a novel weight expres-
sion related to magnitude pruning [12, 14]. This expression
corresponds to the Hadamard product involving a weight ten-
sor and a function applied entry-wise to the same tensor (as
shown in fig. 1). This function acts as a mask that i) multiplies
weights by soft-pruning factors which capture their impor-
tance and ii) pushes less important weights to zero through a
particular budget added to the cross entropy loss.
Our proposed framework allows for a joint optimization of the
network weights and topology. On the one hand, it prevents
disconnections which may lead to degenerate networks with
irrecoverable performance drop. On the other hand, it allows
reaching a targeted pruning budget in a more convenient way
than `1 regularization. Our reparametrization also helps mini-
mizing the discrepancy between the primary and the surrogate
networks by maintaining competitive performances without
fine-tuning. Learning the surrogate network requires only one
step that achieves pruning as a part of network design. This
step zeroes out the targeted number of connections by con-
straining their reparametrized weights to vanish.

2.1. Weight reparametrization

Without a loss of generality, we consider f as a primary net-
work whose layers are recursively defined as

f(x) = gL
(
wLgL−1(wL−1gL−2 . . .w2g1(w1x))

)
, (1)

with g` being a nonlinear activation associated to ` ∈
{1, . . . , L} and {w`}` a weight tensor. Considering eq. (1), a
surrogate network g is defined as

g(x) = gL
(
ŵLgL−1(ŵL−1gL−2 . . . ŵ2g1(ŵ1x))

)
. (2)

In the above equation, ŵ`, referred to as apparent weight, is a
reparametrization of w`, that includes a prior on its saliency,
as

ŵ` = w` � ht(w`), (3)

with ht being a function1 that enforces the prior that smallest
weights should be removed from the network. In order to
achieve this goal, ht should exhibit the following properties:

1. ∀x ∈ R, 0 ≤ ht(x) ≤ 1

2. ht(x) ∈ C1 on R

3. ht(x) = ht(−x)

4. ∀a, ε ∈ R+∗, ∃ t ∈ R+∗ | ht(x) ≤ ε, x ∈ [−a, a]

The first property ensures that the reparametrization is nei-
ther changing the sign of the apparent weight, nor acting as
a scaling factor greater than one. In other words, it acts as
the identity for sufficiently large weights, and as a contrac-
tion factor for small ones. The second property is necessary
to ensure that the reparametrization function has computable
gradient while the third property states that ht should be sym-
metric in order to avoid any bias towards the positive and the
negative weights, so only their magnitudes matter. The last
property ensures the existence of a temperature parameter t
which allows upper-bounding the response of ht on any in-
terval for any arbitrary ε. Hence, ht acts as a stopband filter

1with t being its temperature parameter.



which eliminates the smallest weights where the parameter t
controls the width of that filter.
In order to match a specific budget, the width of the stopband
is tuned according to the weight distribution of each layer.
Note that the manual setting of this parameter is difficult so
in practice t is learned as a part of gradient descent; the initial
setting tinit of this temperature is shown in table 1.
Considering the aforementioned four properties of ht, a sim-
ple choice of that function is

ht(x) = exp

{
− 1

(tx)n

}
, n ∈ 2N, (4)

where n controls the crispness of ht. Although the func-
tion described in eq. (4) satisfies the four above properties,
it suffers from numerical instability as it generates NaN (Not
a Number) outputs in most of the widely used deep learning
frameworks. We consider instead a stabilized variant with a
similar behavior, as eq. (4), that still satisfies the four above
properties (see also fig. 2). This numerically stable variant is
defined as

ht(x) = C1

(
exp
{
− 1

(tx)n + 1

}
− C2

)
, (5)

with C1 = 1
1−e−1 and C2 = e−1; the constant added to the

denominator of the exponential prevents numerical instability.
Note that the constants C1 and C2 are added to guarantee that
ht satisfies the first property.
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Fig. 2: An example of a reparametrization function and its
numerically stabilized variant, with t = 1 and n = 4.

2.2. Budget Loss

Considering C({w1, . . . ,wL}), Ctarget as respectively the ac-
tual cost associated to a given network and the targeted one,
the budget loss is defined as

Lbudget =
(
C({w1, . . . ,wL})− Ctarget

)2
. (6)

This budget loss is combined with the task classification loss.
For a better conditioning of this combination, we normalize

the budget loss by Cinitial; the latter corresponds to the cost of
the primary unpruned network and it is set in practice to the
number of its parameters (see also section 3). Hence, eq. (6)
is updated as

Lbudget =

(
C({w1, . . . ,wL})− Ctarget

Cinitial

)2

. (7)

Finally, the two losses are combined together via a mixing
parameter λ > 0 that controls the relative importance of the
budget, leading to

L = Ltask + λLbudget. (8)

Ideally, the budget of a neural network could be evaluated as
the FLOPs needed for a forward pass or through the `0 norm
of its weights. However, neither is differentiable and therefore
cannot be used in a gradient-based optimization. In order to
address this issue, we use our weight reparametrization as a
surrogate measure of `0 and we define the cost function as

C({w1, . . . ,wL}) =
L∑

i=1

h(wi). (9)

3. EXPERIMENTS

In this section, we evaluate the accuracy of our method using
Conv4, VGG19, and ResNet18 on the widely used CIFAR10
database and the TinyImageNet database [21]. The Conv4
model is similar to the network used by Frankle et al. in
their Lottery Ticket experiments [22], as a smaller version of
VGG19 introduced by Simonyan et al. [23] while ResNet18
is the small Residual Network of He et al. [24]. Compar-
isons w.r.t related state of the art are shown on the CIFAR10
and TinyImageNet datasets. CIFAR10 is composed of 60.000
color images of 32× 32 pixels, divided into 10 classes. Tiny-
ImageNet is composed of 100.000 color images of 64 pixels
divided into 200 classes. We use the default 2 fold setting for
training and testing on both datasets.

3.1. Experimental setup

Unless stated differently, all the networks have been trained
during 300 epochs with an initial learning rate of 0.1. A Re-
duce On Plateau policy is applied to the learning rate: if the
test accuracy is not improving for 10 epochs in a row, then the
learning rate is decreased by a factor 0.3. A weight decay is
applied on the weights with a penalization factor of 5×10−5.
An Early Stopping policy was used to stop prematurely the
training if no improvement of the test accuracy is observed
in 60 epochs. This procedure has been used both for initial
training, and for fine-tuning of magnitude pruning (MP).
Performances are reported on the pruned networks: the lat-
ters are effectively pruned (extremely small weights are set to
zero) up to the targeted pruning rate.



Network Method 90% 95% 97% 99%
Dataset: CIFAR10

Conv4
Mag 54.94 22.91 13.1 13.07

Mag+FT 89.50 87.38 85.57 76.7
Ours 85.57 84.59 82.6 16.54

VGG19
Mag 10.0 10.0 10.0 10.0

Mag+FT 93.57 93.52 92.96 10.0
Ours 86.03 47.08 10.0 10.0

ResNet18
Mag 77.89 37.55 14.19 10.0

Mag+FT 94.69 94.43 94.03 92.25
Ours 91.59 89.89 33.49 15.08
Dataset: TinyImageNet

Conv4
Mag 26 10 3 0.5

Mag+FT 45 45 43 21
Ours 39 39 39 35

Table 1: Performances (accuracy) on the CIFAR10 and
TinyImageNet test datasets for magnitude pruning (with and
without fine-tuning) and our method, for different target prun-
ing rates p. Our results are shown for λ = 5, n = 4,
tinit = 100 and Ctarget = p× Cinitial

3.2. Pruning performances

Table1 shows a comparison of our method against MP with
and without fine-tuning. The performance is reported as the
accuracy obtained on the test set of CIFAR10. For small net-
works such as Conv4, our method achieves compelling per-
formances up to high pruning rates (97%) without any fine-
tuning. The performances are within a few percent of fine-
tuned MP (less than 4% up to a pruning rate of 97%), while
providing a significant improvement w.r.t. the non fine-tuned
version of MP (at least more than 30% for pruning rates up to
97%). For larger networks (namely VGG19 and ResNet18),
the significant improvement over the non fine-tuned version
of MP is still observed, although less pronounced. For high
pruning rates, our method lags behind the fine-tuned version
as shown in these results.

Observed performances in table 1 can be explained by an-
alyzing the actual fraction of the remaining weights for the
different targeted pruning rates shown in table 2. This frac-
tion is obtained by dividing the actual cost of the network
(once its training achieved) by the total number of its pa-
rameters. This cost is computed with our function defined
in eq. (9). Table 2 shows that the targeted pruning is not
always precisely reached, specifically for the most extreme
(high) rates. When the targeted rate is not precisely reached,
this has a strong negative impact on the effectively pruned
networks. In contrast, when the targeted rate is reached, the
test accuracy is either within a small margin (less than 0.5%),
or larger than the performances of the network trained with
our method, before effective pruning. This is a significant im-
provement w.r.t. MP, which results into a dramatic drop in
performance if fine-tuning is not applied. Results also show

Network 90% 95% 97% 99%
Conv4 0.10 0.05 0.03 0.03
VGG19 0.11 0.09 0.08 0.08
ResNet18 0.09 0.05 0.06 0.05

Table 2: Fraction of the remaining weights for targeted prun-
ing rates on the CIFAR10 dataset, with λ = 5, n = 4 and
tinit = 100, computed with our surrogate cost function (cf
eq. (9)). Italics design fractions of the remaining weights that
are in excess compared to the targeted pruning rate.

Network 90% 95% 97% 99%
Conv4 85.68 83.04 84.89 82.68
VGG19 88.65 88.07 88.89 89.19
ResNet18 91.62 91.01 90.42 90.71

Table 3: Performances (accuracy) on the CIFAR10 test
dataset before effective pruning, for different target pruning
rates, with λ = 5, n = 4 and tinit = 100

that our method successfully trains the weights while prepar-
ing the network for sparsity by reducing the magnitude of the
less important weights. The performances of the networks
trained with our method before effective pruning are reported
in table 3 for the different targeted rates.
Finally, on TinyImageNet, our method remains stable w.r.t.
different pruning rates and outperforms MP as well as fine-
tuned MP by a significant margin, especially at the highest
pruning rates.

4. CONCLUSION

We introduce in this paper a new budget-aware pruning
method based on weight reparametrization. The latter acts as
a regularizer that emphasizes on the most important connec-
tions in a given primary network while reaching a targeted
cost and maintaining relatively close performances. Ex-
tensive experiments conducted on standard networks and
datasets show that our method achieves compelling results
without any fine-tuning. Moreover, while the targeted budget
is satisfied, our method does not show any significant per-
formance degradation even when enforced with an effective
pruning step. Future work will investigate other classification
tasks requiring surrogate networks with higher pruning rates
and close performances w.r.t. the underlying primary net-
works. In particular online training on massive data (such as
videos) is time demanding, and requires training cost-aware
lightweight networks very efficiently.
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