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1
Argumentation-based Dialogue

ELIZABETH BLACK, NICOLAS MAUDET, AND SIMON PARSONS

ABSTRACT. Dialogue is fundamental to argumentation, providing a
dialectical basis for establishing which arguments are acceptable. Argu-
mentation can also be used as the basis for dialogue. In such “argumentation-
based” dialogues, participants take part in an exchange of arguments, and
the mechanisms of argumentation are used to establish what participants
take to be acceptable at the end of the exchange. This chapter considers
such dialogues, discussing the elements that are required in order to carry
out argumentation-based dialogues, giving examples, and discussing open
issues.

1 Introduction

Anyone these days who develops an interest in formal models of argumentation
is likely to encounter [Dung, 1995] early in their studies. For many readers the
key elements of this paper will be the abstract argumentation framework that it
introduces, or its account of the formal process for establishing the acceptability
of arguments, work which has led to much subsequent work on argumentation
semantics. However, there is another aspect to [Dung, 1995] that interests us
here. That is the notion of dialogue. More precisely, it is the idea of dialogue
as an exchange between two or more individuals, an exchange which captures
features of what would be informally called an “argument”. That is, dialogue
as the exchange of reasons for or against some matter. This idea crops up right
at the start of [Dung, 1995, where readers are asked to imagine the following
exchange between two individuals:

A: My government can not negotiate with your government because your
government doesn’t even recognize my government.

B: Your government doesn’t recognize my government either.
A: But your government is a terrorist government.

Later in the introduction, [Dung, 1995] motivates the work in the paper by
saying that:

understanding of the structure and acceptability of arguments is
essential for a computer system to be able to engage in exchanges
of arguments
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and it is this latter idea, or a slight modification of it, that interests us in this
chapter. We are interested in how computer systems might be able to engage
in exchanges of reasons for or against some matter (where such reasons are
themselves often referred to as “arguments”?).

In keeping with current terminology in artificial intelligence [Russell and
Norvig, 2020], we will refer to these computer systems as “agents”, considering
them to be embedded in a multiagent system [Wooldridge, 2009]. While in this
chapter we will only be interested in providing formal models for exchanges
between artificial agents, by which we mean that we do not consider aspects of
natural language understanding or generation, we acknowledge that some of the
agents may be human. That is, the multiagent system may be a combination
of software agents and human agents. Indeed, the long-term vision for work
on argumentation-based dialogue, as this area of study has become known, is
for seamless interaction between humans and artificial agents. Further, the
motivation for considering that it makes sense to ground such communication
on models of argumentation is exactly that human reasoning and communica-
tion appears to naturally align with the process of constructing and evaluating
arguments [Mercier and Sperber, 2011].

While the formal developments in [Dung, 1995], and in the large body of
work on abstract argumentation that has been built on it, do not directly ad-
dress exchanges between agents, there is a clear connection to such exchanges.
The exchange between A and B that we quoted from [Dung, 1995] can be writ-
ten as a dialogue, that is, as a conversation between multiple individuals. It can
also be viewed as part of a dialectical process — the process of investigating the
truth of an opinion. In this reading, the process is one in which an argument
is put forward, followed by a counter-argument, followed by a counter to the
counter-argument, and so on. This sequence can then be analysed to determine
which of the arguments are acceptable, and variations on the process provide
an “argument game” proof theory for different approaches to establishing ac-
ceptability [Modgil and Caminada, 2009]. Investigating such proof theories is
not our topic here, though, as we will see, there are clear parallels between this
work and the kinds of inter-agent dialogue that we are interested in.

Having said what we are not directly concerned with in this chapter, we
should say in detail what we are directly concerned with. We have already
sketched this, describing a focus on dialogues between agents in a multiagent
system. The following example, from [Prakken, 2006], provides more detail on
the kind of dialogue we mean:

(1) Paul : My car is very safe. (making a claim)
(2) Olga : Why is your car safe? (asking grounds for a claim)

(3) Paul : Since it has an airbag. (offering grounds for a claim)

LOf course, this double use of the term “argument” is common in natural language, where
it is used both to refer to a reason for or against a conclusion, and an exchange of such
reasons.
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(4) Olga : That is true. (conceding a claim) but I disagree that this
makes your car safe: the newspapers recently reported on
airbags expanding without cause. (stating a counter-argument)

(5) Paul : Yes, that is what the newspapers say (conceding a claim) but
that does not prove anything, since newspaper reports are very
unreliable sources of technological information. (undercutting
a counter-argument)

(6) Olga : Still your car is not safe, since its maximum speed is very
high. (alternative counter-argument)

Thus, it is clear that a focus of this line of work is the development of software
systems that can engage in interactions which involve the exchange — and
hence the generation and interpretation of — arguments. And we have also
suggested that humans might also be part of these interactions. However, this
description gives a rather narrow view of the full scope of the work.

For a start, the use of the word “dialogue” can be misleading, suggesting
that the focus is only on interactions between just two entities?, a misunder-
standing that can be exacerbated by the focus of much of the literature on
dialogues that deal with just two participants. (Sometimes this restriction is
explicit, sometimes merely implicit or implied by the examples used.) How-
ever, there is no such restriction in general. In other words, the aim of work
on argumentation-based dialogue is to support interactions between arbitrarily
large numbers of agents.

Second, agents may play a number of different roles in interactions, and
these may have an effect on aspects of the dialogue. In a lot of work, agents
take part in dialogues as equal participants. That means that interactions are,
in some sense, symmetrical, though there is asymmetry that arises because of
what utterances are made, not because of the nature of the participants. For
example, in the simple persuasion model of [Parsons et al., 2003], which we
will discuss below, the first agent to make an utterance is the one that accepts
the burden of doing the persuading — making the case — and is also insulated
from being persuaded in the sense that the rules of the dialogue do not allow
it to change its position. In other cases, one distinguishes between the agents
engaged in a dialogue, and those observing it. For example, in [Prakken, 2001a]
a distinction is made between the two agents who are arguing their positions,
and the arbitrator which observes them, decides on the legality of the arguments
that they make, and ultimately reaches a decision about which party has won
the dispute. In this case, the two arguing agents are not attempting to persuade
each other, but to convince the arbitrator. The arbitrator thus plays the role of
the judge in some legal systems, settling the dispute based not on its own view,
but on the arguments that have been made. In this kind of legal case, in front
of a judge, the agents will be looking to make arguments that have legal impact

2Perhaps because of a misunderstanding of the dichotomy between monologue and dia-
logue, or a misreading of the prefix “dia” as meaning “two”.
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— that are, in some sense the strongest arguments from a legal perspective.
In contrast, in front of a jury, the arguers might instead aim to come up with
the arguments that they think will best influence jury members, for example
seeking to make arguments with emotional force. In either case, the arguers
take their audience into account, and evaluate what they might say, choosing
between possible arguments, by using some model of the audience. (Section 5.2
discusses how an agent might use such a model to determine which argument
to assert.)

In the two cases just described, the audience to the dialogue is sitting in
judgement. There is another case in which the audience is not judging, but
has the aim of helping the parties in the dialogue reach a solution. Thus they
act as a mediator rather than judge. We can also imagine other scenarios, for
example where the audience will be reporting back on the dialogue to some
external party. In such a situation the participants in the dialogue may be
aware of the reporter, or they may be unaware. And if they are aware, they
may shade their utterances to influence the external party (that is their aim
may be less about their overt goal of “winning” the dialogue and more about
securing a favorable report)3.

All of these facets will influence the detail of the strategies that agents employ
in a dialogue, and they may influence the design and structure of the dialogue
mechanism. However, all these different dialogues and scenarios point to the
same underlying questions, for example;

e What are the main components of a dialogue?
In other words, when we design a dialogue, what are the major elements
that we have to consider?

e How are dialogues represented?
If we want to formally reason about dialogues, how do we represent the
various components?

e What makes a good dialogue?

Once we can represent and reason about (or implement and experiment
with) dialogues, we need to establish what makes a good (or better)
dialogue.

e How do we design dialogue strategies?

The questions so far have looked at dialogues as opposed to the partici-
pants in the dialogue. When we look at dialogues from the participants’
perspective, how do we design the elements that allow dialogue partici-
pants to participate?

3[Black and Sklar, 2016] considers further some of the issues that arise when there are
multiple dialogue participants of different types.
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The remainder of this chapter examines these questions, and discusses work
that has been done on them to date. To do so, we have drawn heavily on our
own work to illustrate the study of argumentation-based dialogue, making this
chapter much more of a position piece than an exhaustive survey. This does
not, of course, mean that we are the only researchers to have contributed to
this line of work. We have attempted to identify other work that is relevant,
and thus to present a relatively balanced picture. Where we have failed to
mention work that we should have included, we apologise.

In detail, the contents of the rest of the chapter are as follows. Section 2
provides an introduction to the basic ideas in argumentation-based dialogue,
and gives an example of such a dialogue. Then, Section 3 discusses a couple
of approaches to representing dialogues, and Section 4 provides an in-depth
description of one specific formal dialogue system, illustrating many of the
ideas that have been introduced. Section 5 expands on several of the key
unresolved issues in argumentation-based dialogue, including how to handle
multiparty dialogues, the development of dialogue strategies, and how to handle
enthymemes? in the context of dialogues. Section 6 concludes.

2 Basic notions

Since work on argumentation-based dialogue pulls together a number of differ-
ent strands of work, there are several different ways that one might reasonably
organise this section. We choose to start with [Walton and Krabbe, 1996],
primarily because it provides a widely used classification of different kinds of
dialogue.

2.1 Types of dialogue

In particular, [Walton and Krabbe, 1996] suggests that dialogues can be clas-
sified by what the participants know, what the participants seek to get from
the dialogue, and what the dialogue rules are intended to bring about®. The
basic classification is often written as follows:

Information-seeking Dialogues are dialogues in which one participant seeks
the answer to some question or questions, and looks to obtain answers
from another participant, who is believed by the first to know what these
answers are.

Inquiry Dialogues are dialogues in which the participants collaborate to an-
swer some question or questions whose answers are not known to either
participant.

4An enthymeme is an incomplete argument, where some of the premises and/or the claim
of the intended complete argument are omitted. One of the mismatches between formal
argumentation, and argumentation as used by people, is that while formal arguments are
complete, people usually deal in enthymemes, eliding the “obvious” bits of the arguments
that they present.

5[Walton and Krabbe, 1996] makes use of the notion of the goal of the dialogue, which
we find a problematic concept since it suggests intentionality on the part of the rules that
specify how the dialogue proceeds.
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Persuasion Dialogues involve one participant seeking to persuade another
to accept a proposition they do not hold at the beginning of the dialogue.
This can mean that the persuadee is agnostic about the position, or it
can mean that the persuadee holds the opposite position.

Negotiation Dialogues are dialogues in which the participants bargain over
the division of some scarce resource. If a negotiation dialogue terminates
with an agreement, then the resource has been divided in a manner ac-
ceptable to all participants. Though this may seem to be a rather specific
notion of negotiation, it can be made quite broad by a suitably careful
choice of the scarce resource in question.

Deliberation Dialogues are dialogues in which the participants collaborate
to decide what action or course of action should be adopted in some
situation. Here, participants share a responsibility to decide the course
of action, or, at least, they share a willingness to discuss whether they
have such a shared responsibility. Participants may have only partial or
conflicting information, and conflicting preferences. As with negotiation
dialogues, if a deliberation dialogue terminates with an agreement, then
the participants have decided on a mutually-acceptable course of action.

Eristic Dialogues are those in which participants quarrel verbally as a sub-
stitute for physical fighting, aiming to vent perceived grievances. At the
time of writing, eristic dialogues have not been widely studied in com-
puter science.

A number of these forms of dialogue have been studied in detail by the argu-
mentation community, for example: information-seeking [Fan and Toni, 2012],
inquiry [Black and Hunter, 2009; Hitchcock, 1991; Hulstijn, 2000], persuasion®
[Gordon, 1994; Prakken, 2006; Walton and Krabbe, 1996, negotiation [Rahwan
et al., 2003] and deliberation [McBurney et al., 2007].

[Walton and Krabbe, 1996] makes no claim that this set of dialogues is ex-
haustive, and plenty of other examples can be found in the literature. [Walton
and Krabbe, 1996] also suggests that dialogues can be formed from combina-
tions of these basic kinds of dialogue, and this is a point that we will return
to below. Since the connection was made between this work — which has its
roots in the philosophical study of argumentation — and the work that had
been developed in within the Al and multiagent systems communities, these
definitions have become widely adopted.

2.2 Hamblin-style dialectical games

In addition to the typology, [Walton and Krabbe, 1996] is also notable for de-
scribing a persuasion dialogue. This is done in the form of a dialogue game

SPersuasion is perhaps the most widely studied form of dialogue, and these are just a few
of the papers to have studied it.
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between two or more players, the participants in the dialogue. The game speci-
fies the moves that the players can make, and the rules that dictate which moves
are possible when. This is in line with the tradition of Hamblin’s dialectical
games [1970; 1971]. Under this model, each agent holds a commitment store,
accessible to both agents, which contains statements made during the dialogue.
Since commitment stores evolve over time, we index them both by agent and
by the step in the dialogue game. Thus we write the commitment stores for x
and y at step k as CS; , and CS, respectively”. The function of commitment
stores varies between dialogue systems. The name stems from the idea that
agents only put forward statements that they believe are in some sense true,
and so making the statements is a commitment to defend that position if chal-
lenged. In the dialogue system we shall give as an illustration here, an agent’s
commitment store is just a subset of what can be inferred from its knowledge
base, a subset that it chooses to make public. In other work, [Amgoud et al.,
2000b] for example, one agent is allowed to place commitments on another by
placing statements into that agent’s commitment store. It is perhaps the work
of Mackenzie [1979b; 1979a; 1990] which made such models popular outside the
formal dialectics community. His game DC is perfect representative of such di-
alectical games, whose primary objective was to study and avoid fallacies in
dialogues. The game is defined through several rules, eg.:

“No statement may occur if it is a commitment of both speaker and
hearer at that stage”

or

“After a statement p, unless the preceding event was a challenge, p
is included in both participants’ commitments.”

A bit more formally, this means that we can specify for the dialogue move
(x, assert, p), meaning agent x asserts formula p, the following conditions and
updates:

Other dialogue rules specify what moves can follow what other moves. How-
ever, these specifications often conflate different components which should be
distinguished.

(z,assert,p)  where p is a formula.
conditions p &€ CSy r and p & CSy
update CSz k+1 = CSz kU {p} and CSy 41 = CSy 1,

2.3 Components of a dialogue

We describe in turn the different components of dialogue systems: locutions,
dialogues, protocols, and finally agents’ strategies.

"Note, we refer to agents using the variables x and y, such that = # y.
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Locutions and dialogue moves. We start with the set of moves available
to the agents. We can think of these as being made up of a set of locutions,
capturing the kinds of things that agents are allowed to say, and which can be
instantiated with certain propositions. The instantiated locutions make up the
possible dialogue moves. There is no restriction on the locutions that can be
used, however a common set of locutions found in such games is:

{assert, accept, challenge, question, retract, argue}

We call the set of locutions L. They allow for claims and their supporting
arguments to be stated (or indeed retracted), arguments to be requested and
questions to be asked. The set of locutions L can be instantiated to create a
set of moves M. Assuming only two agents, we simply write dialogue moves as

(z, locution, ¢)

where x is the speaker, locution € L is a locution, and ¢ is a formula built
from some content language. For instance, these can be instantiated with
propositions (and, in the case of assert and accept, may be instantiated with
sets of propositions). But note that agents are not completely free to combine
locutions and propositions — for example rules like that above will specify
what is possible.

Dialogue history. A dialogue can be seen as a non-empty sequence of dia-
logue moves. We index the set of moves by the step of the dialogue, and denote
by di a dialogue history of length k.

dk = [ml,mg,...,mk}

where each my is a well-formed dialogue moves as previously defined. We will
write the set of all sequences of dialogue moves as D.

Dialogue protocols. Now, as already discussed, not all sequences of dia-
logues are legal. In general, it could be possible to specify, for any dialogue
history, the set of dialogue moves that can be uttered. That is, we can think
of a protocol as a function 7 that defines a subset of M that can be uttered at
a particular point in a dialogue.

7D 2M

Typically, it is infeasible to specify the allowed moves for every possible dia-
logue state that can occur. Often, protocols will instead be specified thanks to
simple rules: turn-taking, moves allowed after another move, etc. For instance,
for persuasion dialogues we may specify the set of possible responses given in
Table 1 (adapted from [Prakken, 2006]).

Also, as we saw earlier, it is possible to specify commitment rules stating
conditions upon which moves can be made, thus using commitment stores as
(part of) the “dialogue state”. This approach should be familiar to the Al-
oriented reader: such locutions can be considered to be a set of speech acts in
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move possible replies

(x, assert, ¢) (y, accept, @), (y, assert, =), (y, challenge, ¢)
(z, challenge, @) | (y,argue, (P, ¢)), (y, retract, ¢)

(x,argue, (®,9)) | (y,accept, 1)) (1) € @), (y, challenge, ) (¢ € @)
(

(

x, retract, q5>
x, accept, @)

Table 1. Possible replies in persuasion games (where (®,¢) is an argument
with support ® and claim ¢)

the sense of [Austin, 1975; Searle, 1969]. What this means is that although these
locutions are merely utterances, they have the properties of actions, in that they
change the state of the world. The “state of the world” in this case is the state
of the dialogue, and it is changed because the dialogue moves change the state
of the commitment stores. Note that the definition of the locutions in terms of
conditions and updates rules also provides them with an operational semantics
[Plotkin, 1981] — conditions and update rules give pre- and post-conditions
for the instantiated locutions, thus describing the transitions in world state
that they enable. The public nature of the commitment stores also provide the
locutions with a social semantics [Singh, 2000].

At this stage it is useful to inspect a bit more closely, following [Ferndndez
and Endriss, 2007], how these various types of dialogue protocols compare. Do
they have different expressive power, for instance (in the sense that they allow
more dialogues to be captured)? At the basic level lies deterministic finite-state
automaton (DFA) (aka. finite state machines). After each move, a given set
of moves is specified, as in our example in Table 1. It is sufficient to store the
last dialogue move in a dialogue state to operate. Now, adding commitment
stores (sets of propositions agents are committed to, as in Hamblin-like dialogue
games) to this state does not make protocols more expressive than DFA. But
they can be much more concise and convenient to specify. On the contrary,
using some stacks (like questions under discussions, which allows embedded
sub-questions) would improve the expressivity of the protocol. Often, in prac-
tice, protocols are thus specified based on a combination of the last dialogue
move and some commitment stores.

A general remark that can be made about the resulting protocols is that they
remain mostly “syntactically regulated”. An alternative approach, advocated
in particular by [Prakken, 2005], is to also base the legality of moves on the
current dialectical status of some propositions. In particular, in the context of
persuasion dialogues, we may allow moves as long as they modify the dialectical
status of the main topic of the discussion. We call such protocols relevance-
based. This requires of course a reasoning machinery to evaluate this dialectical
status of argument.
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Agents’ strategy. The last remaining component differs a bit, in the sense
that it is not part of the dialogue game per se. However, it is certainly required
to understand or automate agents playing such games. How does an agent
decide which dialogue move to play? An agent might make its decision with
an overall aim in mind. It might want to comply to rationality principles. It
might want to end the dialogue quickly. It might want to drag the dialogue out
as long as possible [Gabbay and Woods, 2001b; Gabbay and Woods, 2001a).
It might want to “win”, however that is defined for the type of dialogue, if
it possibly can. It might want to avoid giving away information [Oren et al.,
2006]. The mechanism for making a choice of move that takes this overall aim
(or indeed a combination of these aims) into account is a strategy.

We can think of the strategy for an agent = as being a function S, which
takes a dialogue history, the agent’s private knowledge base ¥, and which
returns a subset of dialogue moves. Each agent has its own strategy:

Sy :Dx Y, —2M

More generally, it would be possible to define probabilistic strategies, which
return probability distributions over the possible dialogue moves of agents.
But the strategies we discuss in this chapter are mostly not probabilistic, i.e.
they are deterministic.

Finally, we say that a strategy is decisive if it returns a single move. We note
also that nothing at this stage guarantees that the agent’s strategy complies
with a given protocol. This is known as the conformance problem. One simple
way to guarantee this is to filter out illegal moves returned by the strategy. We
shall denote ST the strategy of agent x made compliant for protocol .

As for protocols, we see that specifying a strategy can be tedious, as it
may require specifying decisions for each possible dialogue history. When the
strategy remains the same at each stage of the dialogue, we talk of a stationary
strategy, and can simply drop the reference to the dialogue history. More often,
strategies may only depend on the previous move of the other agent, and thus
can be specified for each possible locution uttered by the other agent.

In the rest of this chapter, we will sometimes use simple ordered strategies,
that is, a simple preference ranking of the dialogue moves of the agents, assum-
ing those moves comply with rationality constraints. For example, the following
simplistic strategy corresponds to an agent  which would, in any circumstance
during the dialogue, prefer (if it is allowed by the protocol 7): first to challenge
a proposition of the other agent, then to assert some proposition, then concede,
and finally to retract some proposition.

1: (z,challenge, ¢)
S 2 : (x,assert, @)
€ ) 3:(x,accept, d)
4 : (x,retract, ¢)

Suppose the previous move was an assert by the other agent, and that only
challenging or accepting are possible replies. In that case the agent would
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prefer to challenge. Of course, there could be many dialogue moves satisfying
a given priority level (e.g. the agent could have many propositions to possibly
assert). In that case, further selection functions would be required to make the
strategy decisive. There a lot more to say about strategies, and in particular
we may want to take advantage of some information we may have on the other
agent(s), in other words consider an opponent model on top of the sole dialogue
history as discussed. We devote a full section to this recent and lively research
question (Section 5.2).

2.4 Evaluation of dialogues

Now comes a difficult question. How can we evaluate the quality of the resulting
dialogues? We start with the most obvious properties that one might require.

e termination: requires that the dialogue does not run forever. A stronger
guarantee is that the dialogue is deadlock-free, that is, that there is always
a legal move to play at any state of the dialogue. Even these seemingly
very basic properties are sometimes difficult to guarantee.

e successfulness: whether the goal of the dialogue, or the goal of the partic-
ipants is fully/partially attained. This criterion can be a simple boolean
test, but much finer-grained approaches are possible—think of outcomes
in a negotiation for instance.

e cfficiency: what was the length of the dialogue? Would it have been
possible to reach an equally good outcome in fewer communication steps?

e comparison to full merging of knowledge, or variants of the protocol: it is
often very useful to compare the protocol with (even idealized) alternative
solutions, like simply merging all the knowledge of agents (that is, the
outcome an omniscient agent would obtain). Or, on the contrary, to a less
expressive version of the protocol (for instance, a protocol not allowing
the exchange of arguments).

e relevance of dialogue moves: was the dialogue coherent overall, were all
the moves relevant? These are important aspects to consider when hu-
mans are involved in the dialogue system. It is possible to design heuris-
tics evaluating how “close” to the topic under discussion is each move, see
for example the work of Rosenfeld and Kraus introducing several heuris-
tics for that purpose in the context of dialogues for persuasion [Rosenfeld
and Kraus, 2016a).

There are also criteria that are more difficult to pin down formally, but may
still be very important in some contexts—for instance, how cognitively difficult
are the reasoning tasks involved in the dialogue? Depending on the application,
we may thus require expert feedback to evaluate some of these criteria, which
may be difficult to assess automatically.
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2.5 Artificial agents playing dialectical games

We now give an example of a specific dialogue game, showing how the com-
ponents presented above can come together. The game we present is taken
from [Parsons et al., 2003], which contains a set of basic dialogue games that
are instantiations of the Walton and Krabbe concepts of information-seeking,
inquiry and persuasion, dialogue games that are refinements® of the more gen-
eral dialogues introduced in [Amgoud et al., 2000a; Amgoud et al., 2000b], and
so are in the Hamblin/MacKenzie tradition. In fact, this dialogue is a further
refinement of the persuasion dialogue from [Parsons et al., 2003]°.

As before, we assume that dialogues take place between two agents, and we
refer to these with the variables z and y (where x # y). Each agent has a private
knowledge base, ¥, and X, respectively, containing their beliefs. We assume
that agents reason using some form of structured argumentation system, and
so the knowledge base is a collection of formulae in some logical language. We
aren’t going to impose any conditions on the knowledge base other than that
the underlying language contains at least a set of ground literals, or proposi-
tions, and the only condition that we will place on the argumentation system
is that it can construct arguments from the elements of the knowledge base,
and can apply the grounded semantics. (The choice of the grounded semantics
is somewhat arbitrary, though were we going to examine the properties of this
dialogue system, adopting a semantics that is guaranteed to have an extension,
and to only ever have one extension, would be helpful.) Thus, an agent z can
construct arguments usingm:

>, U CSI,k U CSy,k

Here we will assume that there are no degrees of belief to be accounted
for. That is, we assume that both agents believe all the elements of ¥, and
Y4, and hence CS; j, and CS, i equally. This is, of course, a big assumption,
and it is easy to incorporate different levels of belief [Amgoud et al., 2000a;
Amgoud et al., 2000b], to relate belief an agent has in a proposition to the
level of trust it has in the agent who utters it [Parsons et al., 2011], or to allow

8In the sense of being refined down to the minimal dialogue games that could be considered
instances of the relevant type.

9The dialogue games in [Parsons et al., 2003] tied the game to a specific underlying
argumentation system, so the version here is more general, and allowed for a range of agent
attitudes that specified the conditions under which agents could make utterances. The game
defined here allows just one attitude and ties that to the use of the grounded semantics, so
in that sense it is more specific than that in [Parsons et al., 2003]. The description here also
separates protocol and strategy, providing a much more declarative version of the dialogue
game, and adopts the argue locution.

10Since, as we will see, what gets placed into an agent’s commitment store are the conclu-
sions of arguments, these will include elements that are not present in the relevant knowledge
base. As a result, we can think of a commitment store as being an extension of the corre-
sponding knowledge base rather than a subset, and so consider an agent to have access to the
union of the commitment store and that knowledge base though, anything in the commitment
store can be inferred from the corresponding knowledge base.



Argumentation-based Dialogue 13

move conditions

(x, assert, p) p = Conc(A), s. t. A€ Egr(Ar(X; UCS; 1, UCS, 1))

(x, assert, S) Vs € S,s =Conc(A), s. t. A€ Egr(Ar(X, UCS,,UCS, k)
(x, accept, p) p = Conc(A), s. t. A€ Egr(Ar(X; UCS;, UCS, 1))
(
(

x,accept, S) Vs € S,s =Conc(A), s. t. A€ Egr(Ar(X; UCS,, UCS, k)
x, challenge, p)

Table 2. Conditions in persuasion games

agents to discuss the level of belief of some proposition that is being discussed
[Amgoud and Parsons, 2001].

The protocol used will be similar to the one described in Table 1, at the sole
exception that no retract moves are considered. In addition, moves affect the
state of the commitment stores, by basically committing agents to the content
of the moves they assert or accept (other moves have no consequences on the
commitment stores).

The strategy of agents is first based on rationality conditions. Agents abiding
by these rationality conditions can assert any proposition that is the conclusion
of an argument that is in the grounded extension of that agent’s argumenta-
tion framework!!. In other words, if agent 2 can construct an argument from
Y, UGS, UCS, ;, and that argument is acceptable under the grounded se-
mantics, then its conclusion can be asserted. Similarly, an agent can accept
any proposition asserted by another agent, provided that the proposition is the
conclusion of an argument that is in the grounded extension of its argumen-
tation framework. As [Parsons et al., 2003] discusses, varying the rationality
conditions varies the way that agents behave in a given dialogue game.

Table 2 describes each move as being uttered by x and addressed to y; since
x and y are variables that can refer to either participant (where x # y) this
is sufficient to define the rationality and update rules for both of the partici-
pating agents. We use the notation Ar(X) to denote the set of all arguments
constructed from the set X, Conc(A) to denote the conclusion of the argument
A, and Egr(Ar) to denote the grounded extension of the set of arguments Ar.
We frame each move as taking place at step k of the dialogue.

Now in terms of protocol, each move has an update rule which specifies how
the commitment stores of the agents are modified by the move. (An assert
places the formula with which it is instantiated into the agent’s commitment
store, other locutions do not change the commitment store.) There are also
conditions regarding what types of moves can follow other moves, which are in
line with those given in Table 1.

How about strategy? As discussed above, in a persuasion dialogue, one
party seeks to persuade another party to adopt a belief or point-of-view he or
she does not currently hold. We slightly depart from the description given in

HThis is same condition as adopted in [Amgoud et al., 2000a; Amgoud et al., 2000b),
restated in terms of the Dung semantics.
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[Parsons et al., 2003] and describe a possible strategy, which — when combined
with its rationality conditions as discussed above — allows one agent, x to try
to persuade another, ¥y, to accept a proposition p:

1: (x,accept, ¢)
ST = ¢ 2:{(x,challenge, ¢)
3 : (x, assert, 7¢)

An interesting case emerges with the challenge move. Indeed, as procedurally
described in [Parsons et al., 2003], the behaviour of the agent should be that
“If y has challenged p, then z asserts S, the premises of its argument for p”.
Then agent y should inspect in turn each premise. But as the premises of an
argument can in turn be challenged, we see that embedded dialogue structures
(as in the Paul and Olga example) may occur. To account for this, there are
two options:

(i) either the language allows agent x to assert a collection of premises in a
single move. In that case, the protocol should allow to accept or chal-
lenge any proposition in the commitment store of the other agent (thus
departing from the simple last move move-reply protocol);

(ii) or the language only allows assert moves involving a single proposition
at-a-time. In that case, the protocol should be equipped to keep track of
propositions challenged, so as to make sure that agents are enforced to
respond appropriately to those challenges.

Note also that in both cases, enforcing agents to address the latest challenge or
assert raised requires the use of stack structures, instead of mere sets.

If at any point an agent cannot make the indicated move, it has to concede
the dialogue game. An agent also concedes the game if at any point there are no
propositions made by the other agent that it hasn’t accepted. These rules give
two conditions under which the dialogue will terminate with an agent conced-
ing. However, on their own, they do not mean that the protocol will terminate.
One agent could, for example, keep make the same assertion repeatedly'?. How-
ever, termination can be guaranteed by adding a rule specifying that assert is
not allowed if the proposition is already present in the CS, which is the case in
the Hamblin’s protocol, or, by adding a rule specifying that no move may be
repeated, as in [Parsons et al., 2003]13.

While this makes a useful example, it is clearly extremely simple. Agent x’s
method for persuasion is to assert p, the conclusion that it wants y to accept.

12 A behaviour that any parent will recognise.

13With this protocol, if we rely on Hamblin’s rule, then, together with the rule about
conceding if there is no legal move, it is the case that an agent can win by challenging the
same proposition multiple times. When its opponent runs out of alternative justifications
the opponent will have nothing new to assert and will have to concede. If we adopt the rule
that repeating the same move is not possible in place of Hamblin’s rule, then the first agent
to run out of new moves will have to concede, and that seems a more equitable solution in
this case.
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Agent y accepts if it can, which it can only do if has no argument against it.
If there is a counter-argument, y can assert that, and x may find that more
persuasive than its initial argument (particularly if we allow for preferences
over beliefs, and hence arguments). If an argument is challenged, the response
is to put forward the premises for p, and these are considered in turn. If this
does not convince the recipient (as it well might not if the recipient does not
have the necessary rules in its knowledge base'*), then the dialogue will end
inconclusively.

In [Parsons et al., 2003] the reason for looking at such a simple protocol
was to be able to establish some baseline results for dialogues on which more
complex dialogue systems could be built. As above, we can show termination,
and it is straightforward to obtain results about the conditions under which
one participant will be persuaded by another. However, we don’t have to
look far to find examples of persuasion dialogues that cannot be captured by
it. Indeed, we have already seen one — the Paul and Olga example from
Section 1. The first three first moves of the Paul and Olga dialogue can be
readily captured by our protocol, the assertion of a statement about Paul’s
car, a question from Olga, and the assertion of the supporting argument that
the car has an airbag!®. However, the fourth move sees Olga both conceding,
and making a counter-argument, and in the fifth, Paul does the same. Then in
the sixth move, Olga returns to an earlier choice and proposes a new alternative
counter-argument. As Prakken [2006] points out, in the sixth move Olga also
postpones replying to Paul’s counter-argument (by providing another attack on
his argument for safety). This kind of flexibility requires different techniques to
maintain dialogue coherence, and the approaches in [Prakken, 2001b; Prakken,
2005] aim to provide exactly this.

2.6 A final word on the basics

As mentioned earlier, the work discussed in the chapter as a whole only scratches
the surface of existing work on argumentation-based dialogue. The same goes
for this section. It has covered the core ideas of argumentation-based dialogue,
and it has illustrated many of them using a simple dialogue game. But there are
many other aspects of argumentation-based dialogue that it has not covered.
Some of these will be discussed later in the chapter, but there are a couple of
specific elements that we’ll mention here.

First, the argumentation game described here is monotonic in terms of as-

14The limitation depends on the argumentation system used by the agents. In [Parsons et
al., 2003] the underlying system made no distinction between facts (premises or axioms) and
rules, so p could be a rule, in the form of a material implication. However, in systems like
ASPIC+ [Modgil and Prakken, 2013], where rules cannot be the conclusion of an argument,
what can be asserted is more limited.

15Note that this argument is an enthymeme — it does not include the connection be-
tween airbag and safety that we might write as “a car that has an airbag is safe”. Such
an enthymeme can be asserted in our example protocol whereas the full argument in an
ASPIC+-like system would not because the rule “a car that has an airbag is safe” can’t be
the conclusion of an argument.
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sertions. Once a proposition has been asserted, it remains so. Taken together
with the idea that a proposition that has been asserted, and hence is placed in
a commitment store, will be defended by the relevant agent, this montonicity
does not make sense for many dialogue games. Even in the simple persuasion
dialogue above, x can assert p and then end up accepting —p, provided that
there is a suitably persuasive argument for it. In such a case it makes no sense
to continue to commit to p. As a result, many argumentation-based dialogue
systems allow for retraction of prior assertions.

Second, both our discussion and our example, has been for a single kind of
dialogue. As we noted when discussing [Walton and Krabbe, 1996], it is possible
to imagine dialogues that are combinations of other types. A canonical example
is that of a negotiation, for example a negotiation around the purchase of an
item, in which one participant transitions into a persuasion dialogue aimed at
convincing the other participant that it really needs some feature of the item
that justifies a higher price. Now, one could define such combined dialogues
— the locutions, protocols, strategies and so on — in addition to the dialogues
of which the are composed. One might also look at how dialogues can be
combined. Both lines of work have been pursued, with [McBurney and Parsons,
2002] being the first work to explicitly consider the requirements of dialogues
which are themselves made up of other dialogues.

Finally, we should mention some seminal work that does not fit directly
into the Hamlin/Mackenzie line that we have been describing above. A major
contribution here is Prakken’s general framework for dialogue [Prakken, 2005],
which we mentioned above. An early version of this general approach can be
found in [Prakken, 2000], and the basic mechanism, albeit focused on a specific
legal dialogue game is in [Prakken and Sartor, 1998]. The key characteristic of
this approach is that it is more general than the specific dialogue games that we
have been discussing, making it possible to produce results that can evaluate
families of dialogue games. [Prakken, 2006] starts from this viewpoint, and
indeed in some sense extends it, by identifying and contrasting the key features
of many different formal persuasion dialogues. Two of the dialogue systems
reviewed in [Prakken, 2006] should also be mentioned. [Walton and Krabbe,
1996] not only classifies different kinds of dialogue, but defines and discusses a
dialogue system PPD that is an early example of a general model of persuasion.
Finally, Gordon’s “pleadings game” [Gordon, 1994], is an early example of a
formal dialogue game, one which captures features of US civil procedure, and
which includes many of the elements which have now become standard.

3 Representing dialogues

Given the diversity of dialogue or dialectical games proposed in the literature
(as briefly discussed in Section 2), it may seem challenging to come up with
a common representation scheme. However, such a scheme would in princi-
ple bring many benefits, the first one being to facilitate the design of dialogue
games, as well as making it possible to compare them and to easily share them
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among different users. But another potential interest is to make these games
amenable to formal verification and analysis of properties. In this section we
discuss two proposals which illustrate these two aspects: the dialogue specifi-
cation language of [Wells and Reed, 2012], and the use of ezecutable logic as a
formal language, as advocated in [Black and Hunter, 2012a).

3.1 Dialogue specification language

Before setting up their framework, [Wells and Reed, 2012] describe in great
detail the landscape of extant dialectal games. They exhibit relations between
games, and provide an historical perspective which is interesting in its own
right. Based on this analysis, they identified a set of features (See Table 3
for details) which form the basis of their Dialogue Game Description Language
(DGDL). This is a specific instance of a Domain Specific Language, that is “a
small language developed to be both concise and powerful” [Wells and Reed,
2012).

Moves per turn Either a single, multiple, or a defined maximum number of moves per
turn

Turn Organization Strict progression

Dialogue magnitude | The maximum number of turns that the dialogue allows

Move types Range of available locutions or performatives

Move content The statements, propositions, variables, tokens, or collections thereof
that are moved

Openers A description of the locutional form of the move, eg. “Is it the case
that... ”

Stores Collections of in-game artifacts, organized as sets, stacks, or queues

Store contents In addition to move content, stores can contain locutions or arguments

Store visibility Whether a given store is public or private

Move legality The formulation of conditions that must be satisfied for the move to

be legal. Inspection of previous moves; store contents; role occupa-
tion; store magnitude; store comparisons; the length of the dialogue;
correspondence to a given scheme; relation between content elements;
form in which the content is presented

Move effects The effect of a successfully played move upon the dialogue and its com-
ponents. Prescription of mandated responses; operations on stores;
update to status of a game or system; assignment of role

Participants The number and identity of players that the game supports

Roles The roles that players can occupy at various stages of a game

Rules Non-move specific rules that can alter the game as a function of game
state rather than as a result of the particular move that has been
played

Table 3. Features of dialogue games (from [Wells and Reed, 2012])

They provide a formal specification, under an Extended-Backus Normal

Form, and show how several games can be captured in this setting, includ-
ing DC [Mackenzie, 1979b], which we have already mentioned. Once a game is
described, it then becomes possible to proceed to verify whether the description
is syntactically correct, for instance.

As dialogue games are also games, a natural question is whether the more
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general Game Description Language'® could also be used to describe dialogue
games. Until recently, this language was rather restricted in the sense that
incomplete information games could not be handled, but recent developments
[Thielscher, 2010] mean that it could in principle be possible to use the Game
Description Language to reason about the strategical aspects of agents’ involved
in dialogue games, even in situations where knowledge about the opponent is
incomplete (see Section 5.2 for a more detailed treatment of these questions)It
would thus be interesting to investigate using this general language to capture
and reason about dialogue games, although there is the risk that we might lose
the domain specific facilities DGDL offers.

3.2 Representing dialogues with logic

In the early 2000s, a stream of papers [Sadri et al., 2001; Torroni, 2002;
Endriss et al., 2004] studied communication among agents in the context of
computational logic. In general, protocols were interpreted as constraints that
were integrated in the agent’s reasoning.

A related but different approach was taken by [Black and Hunter, 2012a),
who built a logic-based language aiming at representing dialogical argumenta-
tion systems. More precisely, they proposed viewing these systems as operating
on a dialogue state, and make use of different modal operators to account for
the modification, either of the private or public state: Ga (resp. Sa) adds the
literal to (resp. removes the literal from) the private state, while Ha (resp.
HBa) adds the literal « to (resp. removes the literal from) the public state. The
designer is then free to define and use predicates which can be used either in
the private or public state. For instance, assuming a predicate b(¢) to represent
that the agent believes ¢ and a predicate ¢(z) to represent that it is z’s turn
in the dialogue, a simple rule like the following could be stated:

b(¢) A t(x) = Bclaim(g) A Bt(x) A Bt(y)

In words, if the agent believes ¢ and if it is her turn to speak, then she might
claim ¢, which would also release the turn token to the other agent. Following
the discussion in Section 2, we see that such a rule integrates both protocol
and strategical (under the form of a rationality condition) aspects.

With a few more simple rules (in addition to the rule above) we can capture
the first part of the dialogue between Paul and Olga (Section 1). We assume
the following predicates: public(y)) means that v is part of the public state;
argue(a, ¢) means that the agent can construct an argument a whose claim is
o.

public(claim(¢)) A ~argue(a, d) A t(x) = Bwhy(¢) A Bt(x) A Bt(y)

public(why(¢)) A argue(a, d) A t(x) = Bassert(a) A Bt(z) A Bt(y)

Referring back to the Paul and Olga example (Section 1) (assuming that Paul
can, from his private beliefs, construct an argument for why the car is safe based

16http://games.stanford.edu/games/gdl . html
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on the fact that it has an airbag, and that Olga cannot construct any argument
for why the car is safe) these rules will generate the following behaviour.

x action on dialogue state

Paul | Helaim(safe), B(¢t(Olga), B(t(Paul)
Olga | Hwhy(safe), B(t(Paul), B(t(Olga)
Paul | Hassert(({airbag = safe,airbag}, safe)), B(t(Olga), B(t(Paul)

N = O3

When dialogical systems are finite (that is, when for each action rule, there
is a finite number of groundings of the rule), then a translation to finite state
machines can be obtained, thus allowing to prove properties (like termination,
for instance).

4 Example: Value-based deliberation

In this section, we present Black and Atkinson’s dialogue system for deliber-
ation [Black and Atkinson, 2011a; Black and Atkinson, 2011b], which allows
two agents to agree on an action to perform to achieve some shared goal and
formally delineates the public aspects of the dialogue system (such as proto-
col and moves) from the individual participants’ strategies. The participating
agents each aim to reach an agreement, but individually they may wish to in-
fluence the outcome of the dialogue to better suit their preferences. This type
of dialogue therefore sits somewhere between persuasion dialogues (which may
be zero sum) and entirely cooperative inquiry dialogues (where agents seek to
establish whether a claim can be justified), as is typically the case with real life
encounters. Consider, for example, a situation where colleagues at a conference
would all like to go to a restaurant for dinner together. Each individual has a
set of preferences that they wish to be satisfied by the group’s decision about
which restaurant to visit. For example, some may require vegetarian options,
some may not want to travel far, and some may want to avoid expensive restau-
rants. In such a scenario, the participants each have their own preferences but
are committed to finding an outcome they can all agree to.

4.1 Practical reasoning

The participating agents use the popular argumentation scheme and critical
question approach [Walton and Krabbe, 1996; Macagno et al., 2018] in order
to reason about how to act. Argumentation schemes are stereotypical patterns
of reasoning, which are used as presumptive justification for generating argu-
ments. Each scheme has associated with it a set of critical questions, which
allow one to identify potential attacks on an argument generated by the scheme.
Specifically, the agents make use of the practical reasoning argument scheme
[Atkinson and Bench-Capon, 2007]:

In the current circumstances R,
we should perform action A,
which will result in new circumstances S,
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which will achieve goal G,
which will promote value V.

The set of characteristic critical questions that are associated with the scheme
can be used to identify challenges to proposals for action that instantiate the
scheme. An unfavourable answer to a critical question will identify a potential
flaw in the argument. Since the scheme makes use of what are termed as
‘values’, this caters for arguments based on subjective preferences as well as
more objective facts. Such values represent qualitative interests that an agent
wishes (or does not wish) to uphold by realising the goal stated.

Each agent has knowledge about the state of the world, the preconditions
and effects of actions, and about which values are promoted or demoted by the
transition from one state to another (as caused by an action). This knowledge
(which is represented as a value-based transition system [Black and Atkinson,
2011b], the definition of which we omit here for brevity) can be used to instan-
tiate the practical reasoning argument scheme in order to construct arguments
for (or against) actions to achieve a particular goal because they promote (or
demote) a particular value.

Definition 4.1 An argument constructed by an agent x is a 4-tuple a =
(act,p,v, s) where:

—act is an action;

- p is a goal;

- v is a value;

- s€ {+a _};
- s =+ iff act is an action that will achieve goal p and will promote value v;
- s = — iff act is an action that will achieve goal p but will demote value v.

For any argument a = {act,p,v,s): Act(a) = act; Goal(a) = p; Val(a) = v;
Sign(a) = s.

If Sign(a) = +, then a is a positive argument for action Act(a).

If Sign(a) = —, then a is a negative argument against action Act(a).

The set of all arguments an agent x can construct is denoted Args®; the
set of all arguments for a particular goal p that an agent can construct
is Args, = {a € Args" | Goal(a) = p}.

The set of values for a set of arguments S is Vals(S) = {v | a € S and Val(a) =
v}.

Given a particular argument for an action, one can then (as mentioned
above) identify attacks on that action by posing the various critical ques-
tions associated with the practical reasoning argument scheme. This reasoning
(through posing of the different critical questions) is split into three stages
[Atkinson and Bench-Capon, 2007]: problem formulation, where the agents de-
cide on the facts and values relevant to the particular situation under consid-
eration; epistemic reasoning, where the agents determine the current situation
with respect to the structure formed at the previous stage; and action selec-
tion, where the agents develop, and evaluate, arguments and counter arguments
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about what to do. The dialogue system we present here deals only with the
action selection stage. It assumes that the agents’ problem formulation and
epistemic reasoning are sound and that they are in agreement on the output
of these stages (this agreement could itself be the product of another dialogue,
see for example [Black and Atkinson, 2009]). The critical questions associated
with the action selection stage (numbered as in [Atkinson and Bench-Capon,
2007]) are:

CQ5: Are there alternative ways of realising the same consequences?

CQ6: Are there alternative ways of realising the same goal?

CQ7: Are there alternative ways of promoting the same value?

CQ8: Does doing the action have a side effect which demotes the value?
CQ9: Does doing the action have a side effect which demotes some other value?
CQ10: Does doing the action promote some other value?

CQ11: Does doing the action preclude some other action which would promote
some other value?

As the focus of the dialogue is to agree to an action that achieves the goal, the
incidental consequences (CQ5) and other potentially precluded actions (CQ11)
are not relevant. The participating agents thus use CQ6-CQ10 to identify at-
tacks on proposed arguments for action. Answers to these questions provide
arguments for and against different actions to achieve a particular goal, where
each argument is associated with a motivating value. These arguments and the
attacks between them (determined by the critical questions) can be represented
in a value-based argumentation framework [Bench-Capon, 2002] (see also Chap-
ter 5 of this volume), an extension of the abstract argumentation frameworks of
Dung [1995]. In a Dung argumentation framework, an argument is admissible
with respect to a set of arguments S if its attackers are attacked by some ar-
gument in S, and no argument in S attacks an argument in S. In a value-based
argumentation framework, an argument succeeds in defeating an argument it
attacks only if its value is ranked higher than (if the attack is symmetric) or
at least as high as (if the attack is asymmetric) the value of the argument
attacked. A particular ordering of the values is characterised as an audience;
this represents an individual agent’s preferences over the values. Arguments
in a value-based argumentation framework are admissible with respect to an
audience A and a set of arguments S if they are admissible with respect to
S in the Dung argumentation framework that results from removing all the
attacks that are unsuccessful given the audience A. A maximal admissible set
of a value-based argumentation framework is a preferred extension.
Value-based argumentation frameworks are commonly considered at an ab-
stract level. The following definition gives a particular instantiation of value-
based argumentation frameworks that captures the attack relation between
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arguments that is generated from the critical questions. Condition (1) of the
following attack relation allows for CQ8 and CQ9; condition (2) allows for
CQ10'7; condition (3) allows for CQ6 and CQ7. Note that attacks generated
by condition (1) are not symmetrical, whilst those generated by conditions (2)
and (3) are.

Definition 4.2 An instantiated value-based argumentation framework
(iVAF ) is defined by a tuple (Ar, att) such that Ar is a finite set of arguments
and att C Ar x Ar is the attack relation. A pair (a,b) € att is referred to
as “a attacks b” or ‘b is attacked by a”. For two arguments a = {act,p,v,s),
a' = {act',p' V', s') € Ar, (a,a’) € att iff p=p’ and either:

(1): act =act’, s=— and s’ = +; or

(2): act = act', v# v and s =s' = +; or

(3): act # act’ and s = s' = +.
An audience for an agent x over the set of values V is a binary relation R* C
V x V that defines a total order over V. An argument a is preferred to the
argument b under the audience R*, denoted a =, b, iff (Val(a), (Val(b)) € R*.
If R* is an audience over the values V for the iVAF (Ar, att), then Vals(Ar) C
V.

Given an iVAF and a particular agent’s audience, acceptability of an ar-
gument is determined as follows. Note that if an attack is symmetric, then
an attack only succeeds in defeat if the attacker is more preferred than the
argument being attacked; however, as in [Bench-Capon, 2002], if an attack is
asymmetric, then an attack succeeds in defeat if the attacker is at least as
preferred at the argument being attacked.

Definition 4.3 Let R” be an audience and let (Ar, att) be an iVAF.

For (a,b) € att such that (b,a) & att, a defeats b under R” iff b . a.

For (a,b) € att such that (b,a) € att, a defeats b under R” iff a >, b.

An argument a € Ar is acceptable w.r.t S under R* (S C Ar) iff: for every
b € Ar that defeats a under R*, there is some Ay € S that defeats b under R*.
A subset S of Ar is conflict-free under R® iff: no argument a € S defeats
another argument b € S under R”®.

A subset S of Ar is admissible under R* iff: S is conflict-free under R* and
every a € S is acceptable w.r.t S under R*.

A subset S of Ar is a preferred extension under R® iff it is a mazximal
admissible set under R”.

An argument A is acceptable in the iVAF (Ar,alt) under audience R* iff
there is some preferred extension containing it.

17Tt may seem counter intuitive that CQ10 generates attacks between arguments for the
same action. Although such arguments do not dispute the action that should be performed,
they do dispute the reasons as to why. Where there are two arguments proposed for the
same action but each is based upon different values, an agent may only accept the argument
based on one of the values. Hence such arguments are seen to be in conflict.
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Move | Format
open (x, open, )
assert | {(x,assert,a)
agree | {(x,agree, act)
close (z, close, p)

Table 4. Format for moves used in deliberation dialogues: p is a goal; act is an
action; a is an argument; = € | is an agent identifier.

The mechanism defined in this section allows an agent to determine attacks
between arguments for and against actions. It can then use its preference order-
ing over the motivating values (i.e., its audience) to determine the acceptability
of those arguments.

4.2 Dialogue system

The system we present here [Black and Atkinson, 2011a; Black and Atkinson,
2011b] assumes exactly two participating agents, each with its own identifier
taken from the set | = {1,2}. Each participant takes it in turn to make a move
to the other participant. Participants are referred to using the variables x and
y such that: x is 1 if and only if y is 2; = is 2 if and only if y is 1.

The format for moves used in deliberation dialogues is shown in Table 4,
and the set of all moves meeting the format defined in Table 4 is denoted M.
Also, Sender : M+ | is a function such that Sender((Agent, Type, Content)) =
Agent.

An open move (x,open, ) opens a dialogue to agree on an action to achieve
the goal 7; an assert move (z,assert,a) asserts an argument a for or against
an action to achieve a goal that is the topic of the dialogue; an agree move
(x, agree, act) indicates that x agrees to performing action act to achieve the
topic; a close move (x, close, v) indicates that x wishes to end the dialogue. All
dialogues start with an open move. In order to terminate a dialogue, either:
two close moves must appear one immediately after the other in the sequence,
in which case the dialogue is unsuccessful and no agreement is reached; or two
moves agreeing to the same action must appear one immediately after the other
in the sequence, in which case the dialogue is successful and the agents have
found an action they can both agree on.

Definition 4.4 A dialogue, denoted d;, is a sequence of moves [my,...,m:]
where the following conditions hold:

—mq s a move of the form (x,open,~);

— for all 1 < s <'t, Sender(ms) € I;

— for all 1 < s < t, Sender(ms) # Sender(msy1) for all 1 < s < t;

—foralll < s <t, if mg_1 = (x,close,y) and ms = (y,close,v), then s =t
and d; is unsuccessfully terminated;

—forall 1 < s < t, if mg_1 = (x,agree,act) and ms; = (y,agree,act), then
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s =1t and d; is successfully terminated with outcome act.
The topic of the dialogue d; is returned by Topic(d;) = 7.

In order to determine the actions it finds agreeable, an agent considers both
the private knowledge it has about actions (their preconditions, effects and
the values they promote or demote) and the arguments put forward by the
other agent during the dialogue. This is represented in what is called the
agent’s dialogue iVAF, which is the iVAF constructed from the union of the
arguments the agent can construct from its own knowledge about actions and
the arguments that have been asserted by the other agent!8.

Definition 4.5 A dialogue iVAF for an agent x participating in a dialogue
d; is denoted dVAF(x,dy). If dy = [mq,...,my], then dVAF(x,d;) is the iVAF
(Ar, att) where Ar = ArgsTopicia,) U{a | Imi = (y,assert,a)(1 < k < t)}.

An action is agreeable to an agent x if and only if there is some argument
for that action that is acceptable in z’s dialogue iVAF under the audience
that represents z’s preference over values. Note that the set of actions that
are agreeable to an agent may change over the course of the dialogue, as new
arguments are asserted by the other agent.

Definition 4.6 An action act is agreeable in the iVAF (Ar, att) under the
audience R* iff Ja = (act,v,v,+) € Ar such that a is acceptable in (Ar, att)
under R*. The set of all actions that are agreeable to agent x participat-
ing in a dialogue d; is AgActs(z,d;) = {a | a is agreeable in dVAF(x,d;) under
R*}.

As already discussed, a protocol specifies the moves that an agent is permit-
ted to make at any point in the dialogue. In this dialogue, it is permissible to
assert an argument for an action to achieve the goal that is the topic of the
dialogue as long as that argument has not previously been asserted in the dia-
logue'”. An agent can agree to an action that has been agreed to by the other
agent in the preceding move. An agent can also agree to an action that has
been proposed by the other participant, unless the agent has previously agreed
to that same action and has not asserted any further arguments since then.
This is to avoid the situation where an agent keeps repeatedly agreeing to an
action that the other agent will not agree to: if an agent makes a move agreeing
to an action and the other agent does not wish to also agree to that action,
then the first agent must introduce some new argument that may convince the
second agent to agree before being able to repeat its agree move. Agents may
always make a close move. Note, it is possible to check conformance with the
protocol as it only refers to public elements of the dialogue.

18While this system does not use explicit commitment stores, one could consider that an
agent’s dialogue iVAF is the iVAF constructed from the union of its own knowledge with the
other agent’s commitment store.

19A condition that is similar to those we have seen before.
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Definition 4.7 The deliberation protocol is a function w : D — 2M. Let
dy be a dialogue (1 <t) such that Sender(m;) =y, 2’ € |, and Topic(d;) = 7.

w(dy) = P**(d;) U P*8(d;) U {(z, close, ) }
such that

m € P***(d;) iff: m = (x,assert,a),Goal(a) =~ and
—JImy = (2, assert,a) where 1 <t' <t

m € P®(dy) iff: m = (x,agree,act) and either:
my = (y, agree, act); otherwise
Imy = (a/, assert, a) where Act(a) = act,1 <t <t and
Yt such that 1 <t < t,if Imy = (x, agree, act),
then Imyn = (x, assert, a) where t <" < 1.

Black and Atkinson [Black and Atkinson, 2011a] provide an ordered strategy
that agents can use to determine which of the permissible moves (returned by
the protocol) to make. According to this strategy: if it is permissible to make
a move agreeing to an agreeable action, then make such an agree move; else, if
it is permissible to assert an argument for an agreeable action, then assert some
such argument; else, if it is permissible to assert an argument against an action
that is not agreeable, then assert some such argument; else make a close move.
When the strategy results in a choice of more than one agree or assert move,
a Pick function is used to select a specific move; this is not specified but in its
simplest form may return an arbitrary move from the input set. By specifying
the Pick function to return exactly one move, we ensure that the strategy is
decisive.

Definition 4.8 The (ordered) strategy for an agent x is a function S; : D —
M as follows.

: Pick(528)(dy)

: Pick(SProP)(dy)

: Pick(S2™)(dy)

4 : (x, close, Topic(dy))

Sx(dy) =

W N =

where the choices for the moves are given by the following subsidiary functions
(where Topic(d;) = v):

8:8(d¢) = {{z,agree,act) € P?8(d¢) | act € AgActs(z,d:)}

SEP(d) = {(x,assert,a) € P*5(dy) | a € ArgsZ,Act(a) = act,Sign(a) =+ and
act € AgActs(m de)}

Sa*(de) = {(x,assert,a) € P**(dy) | a€ Args?,Act(a) = act,Sign(a) = —,

act & Ag/—\cts(:v d¢) and
Imy = (a’, assert,a’) such that 2’ €1,
1 <t <t,Act(a’) = act and Sign(a’) = +}

The following section gives an example dialogue generated by two agents
each using the strategy defined here.
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4.3 Example dialogue

This example (first presented in [Black and Atkinson, 2011a]) involves two
agents who share the goal to have dinner together (denoted din) and are con-
sidering two possible actions that will achieve this goal: go to an Italian restau-
rant (denoted it); go to a Chinese restaurant (denoted ch). The relevant values
are: d, distance to travel; el, agent 1’s enjoyment; e2, agent 2’s enjoyment; and
¢, cost. The agents’ audiences (i.e., their preferences over the values) are:

d>=1el=1c>1e2
croe2=9¢el =5d

Agent 1 starts the dialogue.
my = (1,open, din)

At this opening stage of the dialogue, the agents have only their private
knowledge about actions, their preconditions, effects and the values they pro-
mote or demote. This knowledge is shown in Figures 1 and 2, where the nodes
represent arguments and are labelled with the action that they are for (or the
negation of the action that they are against) and the value that they are mo-
tivated by. If a node is labelled with the negation of an action, this denotes
that performing that action will demote the value that labels the node; if a
node is labelled with an action, this denotes that performing that action will
promote the value that labels the node. The arcs represent the attack relation
between arguments, and a double circle round a node means that the argu-
ment it represents is acceptable to that agent under its audience. For example,
we can see from Figure 1 that agent 1 has two arguments it finds acceptable:
(—ch, din, el, —) says we should not go for a Chinese as this demotes value el;
(it, din, d,+) says we should go for an Italian as this promotes value d.

Figure 1. Agent 1’s dialogue iVAF at t = 1, dVAF(1,d;).

It is now agent 2’s turn to make a move. Recall that, according to the
strategy, if the protocol permits the agent to agree to an action that it finds
acceptable, then it will do so. However, the agent is not permitted (according to
the protocol) to make an agree move at this stage, since the previous move was
not an agree move and no assert moves have yet been made. If no agree moves
can be made, the strategy states that (if the protocol allows it and some such
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©

Figure 2. Agent 2’s dialogue iVAF at t = 1, dVAF(2,d;).

argument exists) the agent should make a proposing assert move and assert a
positive argument for an action that it finds agreeable. At this point in the
dialogue, there is only one argument for an action that is acceptable to agent
2 ({ch,din,c,+), see Figure 2), hence ch is the only action that is agreeable
to agent 2. Agent 2 must therefore, if it can, assert an argument for going to
the Chinese restaurant. There are two such arguments that the Pick function
could select: (ch,din,c,+), (ch,din,e2,+). Let us assume that (ch,din,c,+)
is selected.

mo = (2, assert, (ch, din, ¢, +))

This new argument is added to agent 1’s dialogue iVAF, to give dVAF(1, ds)
(Figure 3). Note that there is no change to the arguments that agent 1 finds
acceptable, since it does not prefer the value that motivates this new argument

to those that motivate the arguments that were already present in its dialogue
iVAF.

Figure 3. Agent 1’s dialogue iVAF at t = 2, dVAF(1, ds).

Although agent 2 has proposed going to the Chinese restaurant, this action
is not agreeable to agent 1 at this point in the dialogue (as there is no argument
for this action that is acceptable in Figure 3). There is, however, an argument
for the action it ((it,din,d,+)) that is acceptable in agent 1’s dialogue iVAF
(Figure 3), and so going to the Italian restaurant is agreeable to agent 1. Hence,
agent 1 must make an assert move proposing an argument for the action it,
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and there are three such arguments that the Pick function can select from:
(it, din, d,+), (it,din,c,+), (it,din,el,+). Let us assume that (it, din,c, +) is
selected.

mg = (1, assert, (it, din, ¢, +))

This new argument is added to 2’s dialogue iVAF, to give dVAF(2,d3) (Fig-
ure 4).

Figure 4. Agent 2’s dialogue iVAF at t = 3, dVAF(2,d3).

Going to the Italian restaurant is now agreeable to agent 2 since the new
argument introduced promotes the value ranked most highly for agent 2, i.e.
cost, and so this argument is acceptable. So, agent 2 agrees to this action.

myg = (2, agree, it)

Going to the Italian restaurant is also agreeable to agent 1 (as the argument
(it,din,d,+) is acceptable in its dialogue iVAF, which is still the same as that
shown in Fig. 3 as agent 2 has not asserted any new arguments), hence agent
1 also agrees to this action.

ms = (1, agree, it)

The dialogue has thus terminated successfully and the agents are each happy
to agree to go to the Italian restaurant. Note, however, that this action is
agreeable to each agent for a different reason. Agent 1 is happy to go to the
Italian restaurant as it promotes the value of distance to travel (the Italian
restaurant is close by), whereas agent 2 is happy to go to the Italian restaurant
as it will promote the value of cost (as it is a cheap restaurant). The agents
need not be aware of one another’s audience in order to come to an agreement
that they are both happy with?°.

20Note that the use of values — and the agents’ differing preferences over values — adds
an extra dimension to the dialogue in comparison with the example given in Section 2, where
it is assumed that the agents agree on the defeat relation between arguments. In this case,
the agents could also consider a dialogue where they try to reach agreement on a particular
audience over the values.
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4.4 Evaluation of the dialogue system

Black and Atkinson [2011a] show through theoretical analysis that in their
dialogue system:

e all dialogues terminate;

e if a dialogue terminates successfully, then the outcome is agreeable to
both participants;

e if a dialogue terminates and there is some action that is agreeable to both
participants, then the dialogue will have a successful outcome.

However, they also show the following undesirable property.

e In the case where, if we take the union of the agents’ knowledge about
actions, there is some action that is agreeable to both of the agents, it is
possible that the dialogue will not reach an agreement.

Hence, even if the arguments exist that will enable the agents to reach an
agreement, the particular arguments selected for assertion by the Pick function
may not allow agreement to be reached. Black and Atkinson [2011b] later
explore how an agent may use a model of what it believes to be the other
participating agent’s preferences over values as a parameter of the Pick function,
and how this can lead to better dialogue outcomes.

The behaviour of this dialogue system has also been explored experimen-
tally. [Black and Bentley, 2012] compares the performance of the dialogue sys-
tem with a simple consensus forming approach, where the agents do not share
any knowledge and only agree if there is an action that each finds agreeable
given their private knowledge about actions. In this work, random example
scenarios (that initialise the agents’ private knowledge) are generated, varying
the number of arguments, actions and values available to the agents, and the
outcome of the dialogue is compared with the outcome of consensus forming.
The results show that:

e dialogues are significantly more likely to be successful than consensus
forming;

e successful dialogues are more likely with higher numbers of actions and
values;

e dialogues produce better quality outcomes than consensus forming (the
quality of an outcome is determined by examining whether the action
agreed to would be agreeable to one, both or neither of the agents given
the union of the knowledge available to each); and

e dialogue length grows exponentially with the number of arguments avail-
able.
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1. Agents report their individual view on the issue to the central authority,
which then assigns (privately) each agent to PRO or CON.

2. The first round starts with the issue on the gameboard and the turn given
to CON.

3. Until a group of agents cannot move:

(a) agents independently propose moves to the central authority;

(b) the central authority picks the first (or at random) relevant move
from the group of agents whose turn is active, update the game-
board, and passes the turn to the other group

Figure 5. A multiparty persuasion protocol

The first of these results fits with the prediction in [Loui and Moore, 1997]
and the results in [Rahwan et al., 2009] — dialogues can expand the space of
possible agreements by making participants aware of tradeoffs.

5 Key challenges

In this section, we discuss what we believe to be some of the key challenges
that must be addressed if we are to realise the full potential of argumentation
dialogue systems.

5.1 Multiparty dialogues

Relaxing the assumption that there are only two agents in the dialogue poses
several challenges. [Dignum and Vreeswijk, 2004] listed a number of issues
which are still relevant: the system may be open or closed, the variety of
roles that agents may take is much larger, the dialogue may be mediated or
not, the turn-taking policy becomes more difficult to define, and termination
conditions also can be defined in different ways (simply think of what consensus
means when more than two agents are involved). There is thus much less
work addressing multiparty dialogues in the literature, the exception being
negotiation, where it is not uncommon to have settings involving a large number
of agents.

In persuasion this is less common. In what follows, we describe a proposal
due to [Bonzon and Maudet, 2011]. We assume that agents share the same
set of arguments but may have different opinions regarding attack relations
among them (as in Section 4, this may result from an underlying value-based
argumentation systems, with agents holding different preference ordering over
values). Agents may make claims regarding attacks among arguments.

The protocol is mediated, focused on a single issue, based on roles that agents
endorse at the beginning of the dialogue (depending on their stance regarding
the issue), and it builds upon the relevance-based protocol idea put forward in
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[Prakken, 2005]. It is described in Figure 5.

We see that the turn-taking issue is solved here by letting agents of two
different “groups” alternate, with moves being picked by a mediator. Termi-
nation occurs when a group is left without any legal move to make. Example
5.1 illustrates, for a given initial situation, the different possible executions of
the protocol. It is interesting to observe that the outcome may be different
depending on the sequence of moves, and that it may differ from the outcome
which we would be obtained from merging the agents’ argumentation systems
(recall that a similar issue occurred in Section 4).

Example 5.1 Let three agents with their argumentation systems, and the fol-
lowing merged argumentation framework:

a b ¢  a b ¢  a b ¢
000 OO0 000

5(A51)1: {a} E(AS2) = {a,c} E(AS3) = {a,b}

S|

c

E(MAS) = {a,c}

The issue of the dialogue is the argument c. We have CON = {aj,as},
PRO = {as}. We store in RP. the moves played by agent x until turn t. At
the beginning, we have RP) = RPY = RPY = 0, AS°(GB) = ({c},0) and
E(AS°(GB)) = {c}.

All the possible sequences of moves allowed by the protocol are represented
on tree depicted in Figure 6. As it can be seen on Figure 6, any sequence of the
protocol stops with a stable gameboard where E(AS(GB)) = {a,b}. Note also
that some sequences take more moves than others.

5.2 Dialogue strategies

As discussed earlier in this chapter, a dialogue protocol identifies the space of
permissible dialogues. At any point in a dialogue, the protocol will typically
identify multiple permissible moves that the agent may make. The choice of
which permissible move to make is determined by the agent’s strategy. In order
to improve the likelihood of achieving their dialogue goal, an agent needs to be
able to select an effective strategy to apply. Note this section is not intended
as an exhaustive review of dialogue strategies, but rather intends to introduce
the reader to some of the different approaches that have been taken in the
literature and to highlight what we consider to be some of the key challenges
for the area. For a different perspective on this, see [Thimm, 2014].
Identifying effective strategies is a challenging problem?!, as an agent must

21Chapter 14 of this volume discusses in depth the complexity of strategic argumenta-
tion problems, a sub-class of persuasion dialogues where the agents are only able to assert
arguments to one another.
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[

ai, RPl1 = {(a,c)} as, RPE% ={(b,c)}
a c b c

| |

az, RP; = {(a,c)} az, RP; = {(a,b)}
a c a b c
O O

| N

as, RP:? = {(b7 C)} as, RP33 = {(b7 C), ([l, b)} ai, RP13 = {(CL,C)}
a b c a b c a b c
O OO O OO OO0

as, RP24 = {(a,¢), (a,b)} az, RPQL = {(a,b), (a,c)}
a b c a b c

as, RP?,S = {(b7 C)7 ((1, b)} as, RP3,5 = {(avb)7 (a7 C)}
a b c a b c
O OO O OO

Figure 6. The different sequences of moves for Example 5.1

consider not only its own moves but also the possible responses of the other
agent(s) participating in the dialogue, often with only limited or uncertain
knowledge of the other agents. Further, in adversarial dialogues, one must take
care not to divulge information that the other participant(s) may use to gain
an advantage. Consider for example the following dialogue, where a child (C) is
trying to persuade their parent (P) that they have done their homework (which
requires internet access).

P: Have you finished all your homework?
C: Yes, I finished it this afternoon.

P: Are you sure? I thought I heard you chatting online with your friend all
afternoon.

C: T wasn’t chatting online! The internet hasn’t been working all afternoon.
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P: If the internet hasn’t been working then you can’t have finished your
homework!

By divulging that the internet has not been working, the child provides new
information to their parent, which their parent then uses to construct an argu-
ment that counters their child’s claim.

Although challenging, identification of effective strategies is crucial if we are
to realise the potential of argument dialogue systems, and there has been signif-
icant progress towards this aim in recent years. We can categorise approaches
to dialogue strategies into two classes: those where the strategising agent uses
a model of some aspect of its interlocutor’s (or interlocutors’) private state
to determine a strategy that is optimised for that particular interlocutor, and
those that do not use any such model. We will refer to these two classes as
model-based and model-free respectively.

5.2.1 Model-free approaches

Model-free approaches define a strategy — usually for a particular type of dia-
logue — that can be applied directly by the strategising agent. Typically, these
are ordered strategies (to use the terminology from Section 2). For example,
the dialogue system [Black and Atkinson, 2011a; Black and Atkinson, 2011b]
presented in Section 4 provides a strategy for deliberation dialogues as follows.

e If it is permissible to agree to an action that the agent finds to be agree-
able, then make some such agree move; else

e if it is permissible to assert a positive argument for an action that the
agent finds agreeable, then assert some such argument; else

e if it is permissible to assert a negative argument against an action that
the agent does not find agreeable, then assert some such argument; else

e make a pass move.

Model-free strategies can be straightforward to apply and do not require any
knowledge of the other agents participating in the dialogue. While they are
not specific to a particular interlocutor, they can be made context-dependent
so that priorities may vary depending on the current circumstances of the
dialogue, as for instance the topic under discussion (see [Kakas et al., 2005]
for a proposal along these lines). A disadvantage of this approach is that it
is difficult to know how well the strategy will perform, as the complexity of
argument dialogue systems makes it hard to theoretically analyse their general
behaviour. Table 5 gives some examples of model-free strategies, noting the
type of dialogue for which the strategy is intended, the principle embodied by
the strategy, and key properties of the strategy.

5.2.2 Model-based approaches

In contrast to model-free approaches, model-based approaches require a strat-
egy to be computed, taking into account the beliefs the strategiser has about
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Citation Type of | Strategic principle Properties
dialogue

[Amgoud Persuasion | Ask questions where pos- | Proven that if both agents use

and  Par- sible this strategy then dialogues

sons, 2001] won’t terminate, but if only one
does then termination can be
achieved.

[Atkinson Persuasion | Prioritise inquiring about | Proven to produce dialogues

et al., 2013] | over prefer- | attributes that are (sub- | that terminate in fewest num-

ences jectively) more important. | ber of steps.

[Black and | Inquiry Exhaustively assert all rel- | Proven to be sound and com-

Hunter, evant knowledge. plete in relation to reasoning

2009] with union of agents’ knowl-
edge.

[Black and | Delibera- Agree if possible.  Pri- | If at termination there is some

Atkinson, tion oritise positive arguments | action agreeable to each agent,

2011a; for an action to negative | successful outcome guaranteed.

Black and arguments against an ac- | Experimental evaluation shows

Bentley, tion. benefits over consensus forming

2012] with no share of information.

[Kontarinis | Persuasion | Computation of target | Prioritises moves which will af-

et al., 2014] sets fect the issue of the dialogue.

[Medellin- Joint plan- | Specifies the order in | Experimental evaluation shows

Gasque et | ning which the elements of the | dialogues produced shorter

al., 2013] plan are questioned. than those produced by ran-
dom strategy.

[Murphy et | Uni- Prioritise supporting ar- | Experimental evaluation shows
al., 2016] directional | guments that are closer to | success more likely than with
persuasion | the topic (as defined by | random strategy.

the attack relation).
[Oren et al., | Persuasion | Prioritise arguments that | Maintains focus of dialogue.
2006] reveal less information. Reasoning is not complete.
[Parsons et | Information-| Agree if possible. This is | Proven that dialogues termi-
al., 2003] seeking, not stated explicitly, but | nate.
inquiry and | is implicit in the protocol.
persuasion

Table 5. Examples of model-free strategies from the literature
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the other specific dialogue participant(s). These beliefs are often referred to as
an opponent model, and we will also use this term. Model-based approaches
typically involve mapping the problem of finding a strategy that will be ef-
fective against one’s opponent(s) to an optimisation problem, so that existing
techniques can be exploited to identify such a strategy. Techniques employed
include automated planning [Black et al., 2014; Black et al., 2017], decision
trees [Hadoux and Hunter, 2017], mixed observability Markov decision pro-
cesses [Hadoux et al., 2015], evolutionary search [Murphy et al., 2018], partially
observable Markov decision processes [Rosenfeld and Kraus, 2016b], game the-
ory [Kacpraz et al., 2014], and Markov games [Rach et al., 2018]. To date, these
optimising model-based approaches have primarily focused on a restricted class
of persuasion dialogues (hence the term opponent model) that only involve the
exchange of arguments through assertions (in contrast to dialogues that allow
a range of moves such as accept, challenge, question, etc.); this speaks to the
challenge of efficiently mapping more flexible dialogue systems to a tractable
optimisation problem.

Representing and updating an opponent model. Model-based approaches
make different assumptions about the knowledge available to the strategiser
in its opponent model. For example: [Black et al., 2017] assumes that the
strategising agent has an uncertain model of the knowledge available to its op-
ponent, captured as a probability distribution over sets of knowledge, but no
information about the strategy the opponent employs (seeking strategies that
will perform well no matter which moves the opponent plays); [Dimopoulos et
al., 2019] builds on their framework of control argumentation systems to dis-
tinguish those arguments that are certainly known by the opponent and those
which the strategiser does not know whether the opponent knows; [Hadoux
and Hunter, 2017] requires a prediction to be made about the decision rule
used by the opponent to determine its strategy, and explore how errors in
identifying this decision rule affect performance of the system; [Rosenfeld and
Kraus, 2016b] and [Hadoux et al., 2015] each assumes the strategising agent
has a stochastic model of the opponent’s expected dialogue behaviour; while
game theoretic approaches such as that of [Kacpraz et al., 2014] require knowl-
edge of the opponent’s preferences over dialogue outcomes and assume that the
opponent plays optimally to maximise those preferences.

Of course, the effectiveness of model-based strategies depends on how ac-
curate the underlying model’s representation of the opponent is. However,
the important question of how to develop an accurate opponent model is, as
yet, somewhat under-explored in the computational argumentation community.
Some works consider how one can develop an opponent model from historical
data. For example, [Hadjinikolis et al., 2013] explores how an agent can use
its knowledge of past dialogue interactions to predict what is likely to be be-
lieved by a new opponent, while [Rosenfeld and Kraus, 2016b] and [Hunter and
Polberg, 2017] each show how machine learning techniques can be applied to
argumentative data collected from humans in order to make predictions about
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an opponent ([Rosenfeld and Kraus, 2016b] seeks to predict a stochastic model
of an opponent’s dialogue behaviour; [Hunter and Polberg, 2017] aims to pre-
dict the believability, convincingness and appeal of specific arguments to an
opponent). Other works explore how one can update an opponent model ei-
ther during or after a dialogue with that opponent, based on their dialogue
behaviour. For example, [Rach et al., 2019] shows how emotion recognition
can be used to determine a model of a human opponent’s preferences over ar-
guments, by examining their emotional responses to presented arguments, and
[Hunter et al., 2018] explores how an epistemic graph (which uses probabili-
ties to express the degree to which an argument is believed or disbelieved by
an agent) can be updated based on the opponent’s dialogue behaviour (see
Chapter 9 of this volume for more details).

Rienstra et al. [2013] and Black and Hunter [2016] each look at how to
update an uncertain opponent model in the case the opponent makes a move
that is inconsistent with some of the possibilities represented by the model. In
these works, the opponent model can — in its simplest form — be represented
as a set OM = {S1,...,S,} C 247 where it is believed that the arguments
available to the opponent are those in some S; € OM. If the opponent asserts
an argument a that is not part of one of these possible sets, Black and Hunter
[2016] — who assume an accurate opponent model in the sense that the op-
ponent’s actual arguments are represented by one of the possible sets S; —
remove from the model each S; that does not contain a. In contrast, Rienstra
et al. [2013] add the newly asserted argument to every possible set from the
model (and so S; :=S; U {a} for each 7).

Scalability of model-based approaches. Another key challenge for model-
based dialogue strategies is scalability. These approaches typically assume an
uncertain model of the opponent. Thus, to evaluate a potential strategy, one
may need to consider all the different sets of arguments that could be available
to the opponent, and all the possible ways the opponent may behave during
the dialogue given each set of arguments that may be available to them. In
the worst case, where one has complete uncertainty over which arguments are
available to the opponent, there are 2" — where n is the number of arguments
in the problem domain — sets of arguments that may be available to the op-
ponent. For each of these sets, the number of ways the opponent may behave
in the dialogue grows factorially with the number of arguments (since, in the
general case, agents can choose to assert any number of those arguments, in
any order). Similarly, the number of potential strategies to consider for the
strategising agent grows factorially with the number of arguments in the prob-
lem domain. This scalability challenge is compounded if one is considering
multiple opponents. It can be possible to exploit the structured nature of ar-
gumentation in order to prune the problem instance and improve scalability.
For example, in persuasion dialogues one may be able to remove dominated
arguments (arguments that are known to be attacked by an argument that is
itself not attacked by anything) from the problem [Hadoux et al., 2015].
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Figure 7. Example of a problem that is particularly challenging for a persuader

Another approach to improving scalability can be to restrict the potential
strategies for consideration. The automated planning approach of Black et
al. [2017] considers only what they refer to as simple strategies (a sequence
of moves to be made by the agent regardless of how the opponent behaves
in the dialogue, in contrast to a policy where the move to be made by the
strategising agent depends on the opponent’s moves) returning a simple strat-
egy that maximises — according to the opponent model — the probabil-
ity of guaranteed success no matter which strategy the opponent employs.
One may also consider approaches that, rather than guaranteeing a strat-
egy that is optimal given the opponent model (such as [Hadoux et al., 2015;
Hadoux and Hunter, 2017]??) aim to return a near optimal strategy. For ex-
ample, Murphy et al. [2018] show how the problem of determining a strategy
for one-to-many persuasion can be encoded using techniques from search-based
model engineering, such that evolutionary search can be applied to find a near
optimal strategy. This also allows for optimisation of multiple objectives, such
as maximising the number of opponents who are persuaded while also minimis-
ing the number of arguments shared.

The structure of the underlying argumentation framework — representing
the domain knowledge — can also have a significant effect on the time taken
to find an effective strategy. Black et al. [2017] consider different structures
of frameworks, representing the arguments potentially available to a persuader
and its opponent. They show that it is significantly faster to find strategies for
bipartite graphs, where the persuader does not need to worry about undermin-
ing its own arguments, than it is for graphs that contain cycles, where whether
asserting a particular argument is helpful or harmful for the persuader depends
on the arguments available to the opponent. Consider for example the argu-
mentation framework shown in Figure 7 [Black et al., 2017], where the greyed
out nodes are the arguments available to the persuader, the white nodes are the

22[Black et al., 2017] guarantee an optimal simple strategy, but such strategies may be
outperformed by an optimal policy.
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arguments that may be known by the opponent (and so we are assuming that
the arguments known to the opponent are some element of 2{b0*b1’b27b3}), and
the edges represent attacks between arguments. The persuader aims to con-
vince its opponent of the acceptability of argument a. In this case, asserting
the argument ¢y could be beneficial to the proponent if the opponent knows the
argument by (as ¢y attacks bg) but if the opponent knows b; then asserting cg
could be detrimental to the proponent’s goal (since ¢ attacks ¢1, which is the
only argument available that attacks b;). The proponent must therefore take
care to consider all the possibilities captured by its opponent model in order
to determine whether an argument is likely to be detrimental to achieving its
goal.

5.2.3 Benchmarks for evaluating dialogue strategies

The discussion above about about how the structure of the underlying argumen-
tation framework can affect the difficulty of finding effective strategies high-
lights another challenge for argument dialogues: the lack of benchmark prob-
lems for evaluation. The International Competition on Computational Models
of Argumentation (ICCMA) provides benchmark problems for the evaluation
of abstract argument solvers (see for example [Gaggl et al., 2020]). However,
while there are a standard set of decision problems addressed by argument
solvers (for example: is a particular argument credulously accepted under the
preferred semantics; or return the grounded extension) identifying meaningful
benchmarks for argument dialogue systems is more challenging because: these
systems are designed with different goals in mind (and even dialogue systems
for the same type of dialogue typically employ different protocols); there is
no standardised way of representing dialogue systems (see Section 3); there
is no agreement on the underlying argumentation formalism used for reason-
ing; and different assumptions are made about the knowledge available to the
strategising agent.

5.3 Using enthymemes in dialogues

Enthymemes are incomplete arguments, where some of the premises and/or the
claim of the intended complete argument are omitted. Arguments presented by
humans are normally enthymemes [Walton, 1989], and so if we want to support
human-agent communication we need to be able to handle enthymemes in di-
alogues.?? Humans normally find it easy to understand the intended meaning
of an enthymeme. Consider the following example (adapted from [Sperber and
Wilson, 1986)):

A: Would you like a coffee?
B: Coffee will keep me awake.

Here, B presents an enthymeme that is missing its claim (since it does not
explicitly answer A’s question) and also some premises. If A knows that B

23Even if only considering agent-agent communication, we may want to handle enthymemes
in order to improve efficiency of the dialogue.
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wants to go to sleep (perhaps B is in their pyjamas ready for bed) then A can
infer that B’s intended argument was “Coffee will keep me awake, I want to go
to sleep, so I would not like a coffee”. If, however, A knows that B needs to
stay awake (because they have a paper deadline to meet) then A can infer that
B’s intended argument was “Coffee will keep me awake, I need to stay awake,
so I would like a coffee”. This illustrates how common knowledge between
the participants (specifically, whether B wants to go to sleep or needs to stay
awake) can be used to reconstruct the intended complete argument from an
enthymeme.

The context can also be important for correctly understanding enthymemes.
Consider the following example (also adapted from [Sperber and Wilson, 1986]):

A: Sarita bought The Times.

It is common knowledge?* that The Times can refer to a copy of the British
newspaper The Times, or to the company that publishes The Times, and so
there are two possible intended arguments to consider: “Sarita bought The
Times, The Times refers to a copy of The Times newspaper, so Sarita bought
a copy of The Times newspaper” and “Sarita bought The Times, The Times
refers to the company that publishes The Times newspaper, so Sarita bought
the company that publishes The Times newspaper”. If the statement “Sarita
bought the Times” was made during a conversation about how successful a
businesswoman Sarita is, one can infer that the most relevant intended argu-
ment is the one that concludes that Sarita bought the company that published
the The Times. If it was made in response to the statement “I must get a
newspaper today”, one can infer that the most relevant intended argument is
the one claiming that Sarita bought a copy of the newspaper The Times.

Despite their ubiquity in human communication, there are few formal pro-
posals of how enthymemes can be used in computational argumentation dia-
logues. Key questions to be addressed include:

e How can an agent determine an appropriate enthymeme to put forward,
so that the receiver of the enthymeme can accurately reconstruct the
intended complete argument?

e How can an agent receiving an enthymeme accurately identify the in-
tended complete argument?

We have seen in the examples above that common knowledge is important
for understanding enthymemes. In [Hunter, 2007] a proposal is made for how
the common knowledge can be used both to determine an appropriate en-
thymeme to send and to identify the intended complete argument. This work,

24For members of some groups — in New York and much of the rest of the United States
most people would take “The Times” to refer to the New York Times, and would call the
similarly named British newspaper “The London Times”, even though that is not its name.
For those people, the reference in the example changes to the New York Times, but is
otherwise unchanged since the company that publishes it is also known as “The Times”.
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which considers only enthymemes with missing premises (and so cannot han-
dle enthymemes with missing claims), assumes that both the proponent and
the receiver of an enthymeme have a model of what they believe is common
knowledge between the two. This model assigns a value between 0 and 1 to
each element of the domain language, representing the degree to which the
agent believes the element can be used as common knowledge, and so anything
with a value over a particular threshold can be used as common knowledge.
Determining an enthymeme to present is straightforward, one simply removes
from the premises of the intended argument anything that one believes can be
used as common knowledge. Reconstructing the intended argument involves
adding to the enthymeme elements from what is perceived to be the common
knowledge in order to build up a complete argument. However, it is not guar-
anteed that the reconstruction will result in the correct intended argument:
the agents’ perceptions of the common knowledge may differ, or there may be
multiple possible intended arguments to select from.

In the “The Times” example above, where there are multiple possible in-
tended arguments that can be reconstructed from the enthymeme put forward,
we see how contextual information about the relevance of arguments can be
useful when selecting the appropriate intended argument. Black and Hunter
[2012b] extend the proposal discussed above to also support enthymemes with
missing claims, taking into account not only the common knowledge but also
the relevance of arguments. In addition to modelling what each agent believes
can be used as common knowledge, a public agenda is assumed for each agent,
which represents a ranking of the agent’s information requirements (i.e., propo-
sitions such that the agent would like to know if there are reasons to believe they
do or do not hold). By harnessing some of the principles of relevance theory
[Sperber and Wilson, 2004] (essentially that “relevance of an utterance de-
pends on maximising cognitive effect while minimising cognitive effort” [Black
and Hunter, 2012b, p. 56]) Black and Hunter show how one can use both the
common knowledge and the agenda to determine enthymemes that are relevant
to their recipient, and to overcome some of the ambiguities that arise in select-
ing the most appropriate intended argument when receiving an enthymeme.
Argumentation schemes [Walton and Krabbe, 1996; Macagno et al., 2018] may
also be helpful in providing more contextual information that can be used to
help determine the appropriate intended argument [Walton and Reed, 2005;
Panisson and Bordini, 2017].

Although not the focus of Black and Hunter’s work [2012b], they briefly
discuss how the information requirements might be obtained. A straightforward
case is where an agent asks a specific question, and so explicitly states an
information requirement (as in the coffee example above). One might also
assume that an agent will typically always be concerned with aspects such
as its own welfare and safety, and so will have information requirements to
reflect this. It may also be possible to derive information requirements from
the context of the dialogue: if an agent is discussing Sarita’s success as a
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businesswoman, one might infer information requirements relating to Sarita’s
business achievements.

There is also the question of how an agent can develop a view of what can be
used as common knowledge. Again, there are some seemingly straightforward
cases. If an agent has uttered a proposition, or been present in a dialogue
where the proposition was uttered, one may consider that the proposition can
be regarded as common knowledge with that agent. However, what if the
agent uttered the proposition last week, or last year; can we assume it still
remembers, or believes in, the proposition? [Hosseini et al., 2014] considers
how an agent x might develop a model of the common knowledge with an agent
y taking into account both the direct and indirect information gained about y’s
knowledge (for example, if y uses some proposition « in a dialogue with z, or
some other agent z informs x that y knows «), as well as considering whether
there are things that one would typically expect y to know (for example, if y
works at a university, one might assume they are familiar with the regulations
of that university). [Black and Hunter, 2008] also looks at how an agent z
might update its view of the common knowledge with agent y based on their
dialogue behaviour. Neither of these works considers the temporal persistence
of common knowledge.

So far, our discussion of enthymemes has focused on how an agent can deter-
mine an appropriate enthymeme to send such that the receiver is likely to be
able to accurately reconstruct the intended argument, and how an agent who
receives an enthymeme can identify the argument that was intended; we have
not yet said anything about how these enthymemes might actually be used in
a dialogue system. The use of enthymemes in dialogues implies the need for
locutions that allow agents to recover from misunderstandings: while we hope
our processes — for identifying an enthymeme to send and for reconstructing
the indented argument — will perform well, misunderstandings will inevitably
occur (for example, if there are errors in the common knowledge, or the agents
have different perceptions of the relevance of an argument).

There are very few proposals for dialogue systems that support the use of
enthymemes. Black and Hunter [2008] present a system for inquiry dialogues
that handles enthymemes with missing premises, which includes a quiz locu-
tion that agents can use to ask for clarification when they cannot reconstruct
any complete arguments from a received enthymeme. [Dupin de Saint-Cyr,
2011] and [Xydis et al., 2020] each present a dialogue system that supports
enthymemes which may miss premises or their claim, and show that differ-
ent locutions are needed to handle the misunderstandings that can occur from
these different cases. The use of enthymemes in dialogue raises the question
of whether, and how, they can be used to give a strategic advantage. When
an enthymeme e is moved against an argument a, by omitting some elements
of e’s intended argument one makes it harder for the receiver of e to identify
counter arguments, and to identify whether e is indeed a counter argument for
a. Consider the following example from Schopenhauer [1831] (also discussed in
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[Dupin de Saint-Cyr, 2011]):

I asserted that the English were supreme in drama. My opponent
attempted to give an instance to the contrary, and replied that
it was a well-known fact that in music, and consequently in opera,
they could do nothing at all. I repelled the attack by reminding him
that music was not included in dramatic art, which covered tragedy
and comedy alone. This he knew very well. What he had done was
to try to generalise my proposition, so that it would apply to all
theatrical representations, and, consequently, to opera and then to
music, in order to make certain of defeating me.

Schopenhauer’s interpretation here is that his opponent presents an enthymeme
in the full knowledge that the enthymeme’s intended argument does not in
fact counter Schopenhauer’s claim, hoping this will go unnoticed by Schopen-
hauer. As far as we are aware, there are no existing works that explore how
enthymemes can be used to give such a strategic advantage in computational
argumentation-based dialogues.

6 Conclusions

This chapter has given an introduction to work on argumentation-based dia-
logue, focusing on what we believe are the key aspects that have been studied
so far. We started with an overview of the basic elements of argumentation-
based dialogues, the speech acts from which dialogues are formed, the protocols
that govern them, the strategies that can be employed within them, and ways
that dialogues can be evaluated. We illustrated these ideas with a simple
Hamblin-style dialogue game. This was followed by a discussion of approaches
to representing dialogues, something that is necessary if we are going to be
able to compare different approaches formally, and if we are going to be able
to examine the properties of dialogues at a suitably abstract level. We then
gave a detailed example of a dialogue system — the value-based deliberation
system of [Black and Atkinson, 2011a; Black and Atkinson, 2011b] — before
discussing what we believe are the major current challenges in argumentation-
based dialogue. These challenges are: multiparty dialogues, dialogue strategy,
and handling enthymemes.

There are also a number of other topics that we think are important for
achieving the full potential of argumentation-based dialogue systems, but which
we have not had the space to discuss here in detail. One thing we have not con-
sidered here is where an agent gets its arguments from. For some applications,
it may be feasible for a domain expert to manually provide the knowledge that
agents can use to construct arguments. However, this is not always practical
and in some cases we may need agents that are capable of discovering arguments
for themselves, for example using argument mining techniques to identify ar-
guments from text on the web (see, for example, [Budzynska and Villata, 2018;
Lawrence and Reed, 2020]). We briefly discussed earlier in this chapter the need
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for benchmark problems for evaluation of argumentation-based dialogue sys-
tems, and argument mining techniques may also help us to identify real-world
examples for this. Also on the subject of evaluation, if we aim for dialogue
systems that can support human-agent interaction then we need to perform
experiments with humans in order to ensure, for example, that our formal
models of reasoning align with human behaviour (see Chapter 18 of this vol-
ume for a survey of work in this area) and that the dialogue systems we develop
do indeed benefit human users in the ways we envisage. We need also to con-
sider the broader ethical issues associated with developing argumentation-based
dialogue systems that can, potentially, affect human users’ beliefs or decision
making, for example: is it ethical for an agent to withhold some relevant ar-
guments from a human — or even to lie?®> — in order to reach what might be
viewed as a better dialogue outcome; is it responsible to develop agents that
are capable of persuading a human to change their behaviour; are the dialogue
systems we develop likely to disadvantage some subgroups of the population?

As artificial intelligence systems become increasingly ubiquitous, we believe
that argumentation-based dialogues have great potential for allowing such sys-
tems to engage with each other and with human users in joint reasoning and
decision making. An example of the former is [Kodeswaran et al., 2010], and
the latter is [Sklar and Azhar, 2015]. In both cases a key advantage is the ease
with which such systems can be understood, indeed in [Sklar and Azhar, 2015;
Azhar and Sklar, 2017] the system explicitly uses argumentation to explain
their reasoning to human users. This ability to support explainable decisions
is crucial if we are to be able to trust that artificial intelligence systems are
acting in our best interests.
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