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Transfer of conservative discrete differential operators
between staggered grids: construction and duality

relations

Thierry Goudon∗, Stella Krell †, Julie Llobell‡, Sebastian Minjeaud§

Université Côte d’Azur, Inria, CNRS, LJAD
Parc Valrose, F-06108 Nice, France

Abstract

This paper is concerned with the construction of a discrete conservative operator on
a mesh, knowing a conservative operator on a different mesh. We analyse the possibility
of defining such a transfer based on the preservation of conservation properties, and
provide practical procedures, which can be effectively implemented for schemes that
work on staggered grids. We show that such a transfer can be applied to obtain
a discrete balance equation on a mesh starting from a discrete balance equation on
a different mesh and to prove local discrete duality relations for standard discrete
operators defined on staggered grids.

Keywords: Staggered grids. Finite Volume method. Discrete Duality Finite Volume.
Divergence problem.
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1 Introduction
This work is motivated by a general question which arises in the design and analysis
of numerical schemes that work on staggered grids. We focus on the two-dimensional
framework: the computational domain Ω is covered by several tessellations, say

Ω =
⋃
K∈T

K and Ω =
⋃
D∈D

D.

We wish to numerically compute several quantities which are naturally stored on the
different grids T and D. We specifically have in mind Finite Volume approaches where
the numerical unknowns are constant over the cells. For instance, we are interested in
the velocity uD and the density ρK of a fluid, governed by the (barotropic) Euler or
Navier-Stokes equations. The method updates the quantities through a suitable defini-
tion of numerical fluxes, which mimics the exchanges (of mass, of momentum...) at the
boundaries of the cells. Hence, in the example of Euler or Navier-Stokes equations, we
have to design momentum fluxes GD,s and mass fluxes FK,σ on the interfaces (s and σ)
of the cells of both grids. The construction and the analysis of the scheme require to
transfer the balance equations from one mesh to the other one. This is specifically the
case when we aim at establishing a local energy balance since the total energy involves
quantities that are discretized on both meshes [19, 23]. We propose in this article a
general solution to define a divergence operator on a mesh based on a suitable average
of a divergence operator known on another mesh.

Assume that we have at hand fluxes FK,σ defined on the edges σ of the cells K that
belong to the mesh T. We denote by divK the following operator

divK = 1
|K|

∑
σ∈∂K

FK,σ.

From FK,σ, we aim at defining fluxes FD,s on the edges s of the cells D of the mesh D
such that the operator

divD = 1
|D|

∑
s∈∂D

FD,s
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can be expressed as the average on the cell D of the operators divK for the cells K ∈ T
such that K ∩D 6= ∅. This construction is governed by the following concerns:

(Q1) Can we define consistently a transfer of information between the grids ? The
consistency here refers to the preservation of certain fundamental properties on
both grids. To be more specific, we consider a quantity ρ (the mass density,
say) discretized on the mesh T: it is updated on each cell K ∈ T according to a
conservation equation

ρK − ρK
∆t + divK = 0,

where ∆t stands for the time step, with given conservative numerical fluxes FK,σ.
Namely, if σ = K|K ′ is the interface between two cells K and K ′, we have

FK,σ = −FK′,σ.

We now define an averaged quantity on the twin grid D as follows

ρD =
∑
K∈T

K∩D 6=∅

|K ∩D|
|D|

ρK .

We wish to define new numerical mass fluxes FD,s on D such that a discrete mass
conservation

ρD − ρD = −∆t
∑
s∈∂D

FD,s,

still holds, with FD,s satisfying the conservation property

FD,s = −FD′,s

for any interface s = D|D′.
(Q2) Can we derive discrete duality relations that mimic the equalities∫

O
u · ∇φ dx+

∫
O

divu φ dx =
∫

O
div(uφ) dx =

∫
∂O
uφ · ν dσ (1)

at the discrete level (with O an open set of Ω) ? We expect to recover such duality
relations on the grids T and D, involving the discrete operators divK and divD,
and numerical quantities u, φ that live on the different grids.

Question (Q1) is addressed in [3] and solutions are proposed in the framework of
Crouzeix-Raviart and Rannacher-Turek discretizations. We also refer the reader to [5]
which deals with quadrilateral cells, and to [17] where the problem is addressed in the
framework of Discrete Duality Finite Volume (DDFV) methods for non-homogeneous
Navier-Stokes equations. Question (Q2) appears when discretizing the Euler system
on staggered grids: the full energy mixes up quantities stored on different grids, and
checking the consistency of the scheme with the total energy conservation relies on
such duality relations [19, 23].

In Section 2, we consider the construction of the fluxes FD,s from the FK,σ’s,
dealing with fully general meshes T and D. We thus generalize the solutions proposed
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in [3, 5, 17]. In fact, our argument is two-fold. On the one hand the construction relies
on the capability of solving a boundary-value problem for the divergence operator, and
properties of the solution can be deduced from general PDEs statements coming from
[4]. On the other hand, we also propose approaches to compute effectively the new
fluxes, which is important in the perspective of designing schemes on staggered grids.
Complementary to the general strategy, these simple and explicit constructions provide
practical tools, possibly applicable for particular subclasses of meshes.

In Section 3.2 we go back to the conservation issue (Q1) and the local discrete
duality relation (Q2) is addressed in Section 3.3. The latter requires some geometric
relations in the construction of the two meshes T and D, which in particular apply to
the Two-Point Flux Approximation (TPFA) and the DDFV discretizations.

2 Cell-average of divergence operators
We prove in this section the main result of the article. It is presented in Section 2.1
and it states the existence of the fluxes FD,s mentionned in the introduction. The proof
is based on regularity results for the inverse of the (continuous) divergence operator
and does not offer a practical construction of the fluxes. Such a construction becomes
important if these fluxes are not only used for the purpose of numerical analysis but
also they are incorporated in the definition of the scheme which effectively runs to
approximate the solutions of the equations. Several constructions are presented in
Section 2.2. The discussion makes repeated use of the following elementary claim.

Lemma 2.1. Let K be a polygon in R2, with edges σ1, ..., σn. We denote by nj the
unit outward normal on the edge σj. Then, we have

n∑
j=1
|σj |nj = 0.

Proof. We denote nj = (nj,1,nj,2). Let e1 = (1, 0), e2 = (0, 1). Denoting similarly the
constant function over K, the Green formula yields∫

K
∇ · (ei) = 0 =

n∑
j=1

∫
σj

ei · nj =
n∑
j=1
|σj |nj,i,

which is the componentwise expression of the statement.

2.1 Existence of the average operator
The proof of the existence of the average operator relies on the following lemma. This
statement is reminiscent of ideas presented in [3] where the case of triangular or rectan-
gular cells is treated. Here and in Section 2.2, we consider general polygonal domains.
We shall work with the space Hdiv(O), which contains the vector fields v defined on
an open set O and such that v ∈ L2(O), ∇ ·v ∈ L2(O). In what follows we shall work
with closed subsets X in R2 (typically cells of different meshes) and X̊ stands for the
topological interior of X.
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Lemma 2.2. Let us consider a (bounded, simply-connected) star-shaped polygon K in
R2. We denote by EK the set of the edges σ of K. For all edge σ ∈ EK , we denote
by nK,σ the unit normal vector to σ pointing outwards the cell K. At each σ ∈ EK

it is associated a given scalar (flux-type) quantity XK,σ. Then, there exists a function
ωK ∈ Hdiv(K̊) such that

∇ · ωK = 1
|K|

∑
σ∈EK

XK,σ a.e. on K (2)

and ∫
σ
ωK · nK,σ = XK,σ, ∀σ ∈ EK . (3)

Proof. A natural approach consists in looking for ωK as the gradient of a scalar poten-
tial function Φ, which is thus defined as the solution of a Poisson problem with suitable
Neumann boundary conditions. This approach provides, by the standard variational
argument, a solution Φ ∈ H1(K̊) and thus ωK = ∇Φ ∈ Hdiv(K̊).

In the specific case of a convex domain K, the regularity is strengthened: the
potential Φ lies in H2(K̊), and thus ωK has the full H1 regularity. This argument fails
when the domain K is not convex, see [20, Theorem 2.3.7 (case ii), Theorem 2.4.3 and
Remark 2.4.5].

It is worth noting that solutions of (2)-(3) are not uniquely defined in general
(for instance on the unit square with the four fluxes XK,σ = 0, ωK = (0, 0) and
ωK =

(
x1(1− x1)(1− 2x2), x2(1− x2)(1− 2x1)

)
are both solutions.

Remark 2.3. The Hdiv regularity for ωK as stated in Lemma 2.2 turns out to be
enough for our purposes. However, it is possible to find a solution ωK with the H1

regularity. Indeed, let us consider the solution u of the following boundary value
problem for the divergence operator{

∇·u = f, in K̊,
u = g, on ∂K.

This problem admits solutions under suitable regularity and compatibility assumptions
on the functions f and g [4, Theorem 7.1]. Suitable functions f and g which will lead to
the desired conclusion are given in Appendix A. In some cases, practical constructions
of the function ωK provided in Section 2.2.1 also lead to full H1 regularity.

Remark 2.4. The proof does not use any condition on the orientation of one edge
compared to the others. Thus the result still applies for degenerate polygonal domains
with several (consecutive) aligned vertices.

Remark 2.5. The construction of a function with the Hdiv or H1 regularity defined
by given fluxes on the boundary of a domain naturally appears for defining efficient a
posteriori estimators. Indeed, a finite volume scheme constructs a piecewise constant
function ph intended to approximate the solution of an elliptic equation∇·(A∇p) = f ∈
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L2; this quantity does not satisfy the natural regularity of the solution of the problem:
in general it does not belong to H1 and A∇ph /∈ Hdiv neither. From the discrete
unknowns ph, one needs to define a more regular function which can be used to evaluate
the error [16]. Except on particular mesh geometries, the practical construction of such
functions, and its robustness, is a delicate issue. We refer the reader to [13, 14, 26, 27]
for the development of a unified viewpoint on these questions. Despite a natural
connection, it is not direct to adapt these results to the present purpose. Here, we
both use the general statement Lemma 2.2 to derive useful formula for the transfer of
information between different grids, and we propose practical constructions, which have
been effectively implemented for solving PDE systems of fluid mechanics [17, 18, 19, 23]

With Lemma 2.2 at hand, we now consider, as mentioned in the introduction, two
meshes T and D of the 2D computational domain Ω:

Ω =
⋃
K∈T

K and Ω =
⋃
D∈D

D.

For the time being, we do not assume that the construction of D depends on the
geometry of T. We only assume that the interior edges of T and D do not overlap (see
Assumption 2.6). For an element K ∈ T (resp. D ∈ D), we denote by EK (resp. ED)
the set of the edges σ of K (resp. the edges s of D). We denote by E T and E D the set
of all edges of the elements in T and in D respectively:

E T =
⋃
K∈T

EK and E D =
⋃
D∈D

ED.

The edges on the boundary of the domain Ω are gathered in E T,ext and E D,ext

E T,ext =
{
σ ∈ E T; σ ⊂ ∂Ω

}
and E D,ext =

{
s ∈ E D; s ⊂ ∂Ω

}
,

while E T,int = E T \ E T,ext and E D,int = E D \ E D,ext stand for the sets of interior edges.
The mesh D splits the edges of a cell K ∈ T in several sub-edges (see Fig. 1). We

will consider that it gives rise to a “degenerate” polygonal cell KD which coincides
with K, “degenerate” meaning here that several vertices may be aligned. Hence, we
define the following set of edges

EKD =
⋃

σ∈EK

EσD with EσD =
{
σ ∩D,D ∈ Dσ

}
,

where Dσ is the set of the cells D ∈ D intersecting the edge σ

Dσ =
{
D ∈ D;σ ∩D 6= ∅

}
.

Thus, the boundary of K ∈ T can be described as the boundary of KD (since the two
cells coincide)

∂K =
⋃

σ∈EK

σ =
⋃

σD∈EKD

σD = ∂KD.
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Figure 1: Sub-edges σD (splitting of the edges σ ∈ E T by the mesh D).

We define ET
D as the set of all sub-edges and we gather in ET,ext

D all the sub-edges on
the boundary of the domain Ω

ET
D =

⋃
σ∈E T

EσD, ET,ext
D =

⋃
σ∈E T,ext

EσD, ET,int
D = ET

D \ E
T,ext
D .

Remark that we denote the elements of ET
D by σD with a label D ∈ D such that

σD ⊂ D. This label is actually uniquely determined since in the sequel we adopt the
following assumption which ensures that an element of ET

D can not be shared by several
cells of D.

Assumption 2.6. We assume that the interior edges of T and D do not overlap

∀σD ∈ ET,int
D , ∀s ∈ E D, σD 6⊂ s.

The main result of the article can be stated as follows.

Theorem 2.7. Let T and D two meshes satisfy Assumption 2.6. Assume that (flux-
type) quantities FK,σD ∈ R are given for all K ∈ T, for all σD ∈ EKD . For K ∈ T and
σ ∈ EK , we denote by FK,σ the sum

FK,σ =
∑

σD∈EσD

FK,σD .
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Then, there exist (flux-type) quantities FD,s ∈ R for all D ∈ D, for all s ∈ ED such
that

FD,s = −FD′,s if s = D|D′ ∈ E D,int is the edge between D and D′ (conservativity),

FD,s =
∑
K∈T

∑
σD∈ET,ext

D ∩EKD
σD⊂s

FK,σD , if s ∈ E D,ext ∩ ED,

and
|D|divD =

∑
K∈T
|K ∩D|divK −

∑
K∈T

∑
σD∈EKD

σD⊂D, σD 6⊂∂D

FK,σD , ∀D ∈ D, (4)

where
divD = 1

|D|
∑
s∈ED

FD,s and divK = 1
|K|

∑
σ∈EK

FK,σ.

Proof. Let us consider a cell K ∈ T. Since the cells K and KD coincide, we can apply
Lemma 2.2 (see also Remark 2.4) to prove the existence of a function ωK ∈ Hdiv

(
K̊
)

such that
∇ · ωK = 1

|K|
∑

σD∈EKD

FK,σD ,

and ∫
σD
ωK · nK,σD = FK,σD , ∀σD ∈ EKD .

Since the edges σD ∈ EKD are defined by σD = σ ∩D, σ ∈ EK , D ∈ Dσ, we have∑
σD∈EKD

FK,σD =
∑
σ∈EK

∑
σD∈EσD

FK,σD

=
∑
σ∈EK

FK,σ

= |K|divK .

Thus, the function ωK satisfies

∇ · ωK = divK . (5)

We can now set
FD,s =

∑
K∈T

∫
K∩s

ωK · nD,s. (6)

These fluxes are well defined since they involve the normal trace of the Hdiv func-
tion ωK . The conservativity of these fluxes directly comes from the definition of the
normal nD,s. Indeed, if s = D|D′ is the edge betweenD andD′, we have nD,s = −nD′,s.
Moreover, if s ∈ E D,ext ∩ ED then{

K ∩ s 6= ∅;K ∈ T
}

=
{
σD ∈ ET,ext

D ; σD ⊂ s
}
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and, if σD = K ∩ s, the normal vectors nD,s and nK,σD both coincide with the outward
normal vector to the boundary of the domain. Thus, if s ∈ E D,ext ∩ ED, we have

FD,s =
∑

σD∈ET,ext
D

σD⊂s

∫
σD
ωK · nK,σD ,

=
∑

σD∈ET,ext
D

σD⊂s

FK,σD .

Let us now turn to the proof of (4). We consider a cell D ∈ D. For all K ∈ T, the
Green formula applied on the polygonal domain K ∩D (see Fig. 2) yields∫

K∩D
∇ · ωK =

∑
s∈ED

∫
K∩s

ωK · nD,s +
∑
σ∈EK

∫
D̊∩σ

ωK · nK,σ.

Note that in the second term of the right hand side, we exclude the edges σ ∈ EK

embedded in ∂D since they are already taken into account in the first sum. This
situation (see Fig. 2 right) cannot occur in the interior of the domain since T and D
satisfy Assumption 2.6 but it may occur on the boundary of the domain. Note also
that Assumption 2.6 is important here since it excludes the case where K ∩D is not a
polygonal domain but an union of segments. Owing to (5), the left hand side can be
cast as ∫

K∩D
∇ · ωK = |K ∩D|divK .

Since
{
D̊ ∩ σ;σ ∈ EK

}
=
{
σD ∈ EKD ;σD ⊂ D,σD 6⊂ ∂D

}
, for all K, we arrive at

|K ∩D|divK =
∑
s∈ED

∫
K∩s

ωK · nD,s +
∑

σD∈EKD
σD⊂D, σD 6⊂∂D

∫
σD
ωK · nK,σD , ∀K ∈ T.

Summing these equalities for K ∈ T, we find∑
K∈T
|K ∩D|divK =

∑
K∈T

∑
s∈ED

∫
K∩s

ωK · nD,s +
∑
K∈T

∑
σD∈EKD

σD⊂D, σD 6⊂∂D

FK,σD .

The conclusion is obtained by inverting the two sums in the first term of the right hand
side ∑

K∈T

∑
s∈ED

∫
K∩s

ωK · nD,s =
∑
s∈ED

∑
K∈T

∫
K∩s

ωK · nD,s

=
∑
s∈ED

FD,s.

Remark 2.8. The following comments are worthwhile:
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Figure 2: Two examples of intersection D ∩K between a cell D ∈ D and a cell K ∈ T.

• in Theorem 2.7, we do not assume the conservativity of the fluxes FK,σD or fluxes
FK,σ but the resulting fluxes FD,s are conservative.

• this conservatity requirement (or even an additional consistency property) is not
enough to ensure the uniqueness of fluxes FD,s in Theorem 2.7. Indeed, adding
the same quantity (possibly proportional to the mesh size) to all fluxes going
through the edges which share a given vertex does not modify the final result.

• in the second sum in the right hand side of (4), the edges σD embedded in ∂D are
excluded. As a matter of fact, this implies that this sum does not contain fluxes
through the boundary of the domain ∂Ω. The boundary conditions are included
in the operators divK and divD.

• in practice, if we have only at hand the fluxes FK,σ associated to the entire edge
σ ∈ EK , it is possible to apply Theorem 2.7 by simply setting

FK,σD = |σ ∩D|
|σ|

FK,σ, ∀D ∈ Dσ.

Then, the conclusion of Theorem 2.7 can be cast as

|D|divD =
∑
K∈T
|K ∩D|divK −

∑
K∈T

∑
σ∈EK

|σ ∩ D̊|
|σ|

FK,σ, ∀D ∈ D.

2.2 Practical construction of the average operator
In this section, we detail practical constructions of the transfer fluxes FD,s that can
replace those constructed in Theorem 2.7. Since we have in mind applications to time
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dependent problems in fluid mechanics, where the transfer should be proceeded at
each time step, it is crucial to design a construction which remains computationally
affordable.

In the proof of Theorem 2.7, we note that the transfer fluxes are entirely determined
by the function ωK having the properties required in the statement of Lemma 2.2,
see (6). We thus propose in Section 2.2.1, several practical constructions of this func-
tion depending on the geometry of the considered cell K. There exist nevertheless
several situations, of practical interest, in which the transfer fluxes FD,s can be di-
rectly expressed as linear combination of FK,σ. We detail the case of quadrangular
cells in Section 2.2.2.

2.2.1 Construction of the function ωK
In this Section, we are going to detail several ways to define the function ωK whose
existence is ensured by Lemma 2.2. These constructions thus provide alternative proofs
of this statement in the restricted situations where they apply, and with regularity
properties that depend on the framework. Thus, we assume to have at hand a polygonal
domain K and fluxes FK,σ associated to each edge σ ∈ EK . We look for a function
ωK ∈ Hdiv(K̊) such that ∇ · ωK is constant and∫

σ
ωK · nK,σ = FK,σ, ∀σ ∈ EK . (7)

Our constructions rely on the definition of piecewise polynomial functions reminiscent
of finite element approximation spaces based on a convenient tessellation of K. Since
we will use P1 polynomial function it is useful to associate to flux-quantities, stored on
the edges, a vector field which is associated to the vertices in the following way.

Lemma 2.9. Let K be a polygon in R2 with n vertices denoted P1,...,Pn. For all
σ ∈ EK , we consider a given quantity FK,σ. There exist vector quantities wi ∈ R2,
i = 1, .., n associated to the vertices of K such that, for all σ ∈ EK ,

wi + wj

2 · nK,σ = 1
|σ|
FK,σ,

where i and j are the two indexes of Pi and Pj the vertices of σ = [Pi, Pj ].

For the sake of completeness, the proof of this Lemma is detailed in Appendix B. This
statement is useful for the first two constructions presented below. Further we observe
that, if ωK is P1 on σ ∈ EK , then we have∫

σ
ωK · nK,σ = |σ|ωK

(
Pi + Pj

2

)
· nK,σ,

= |σ|ωK (Pi) + ωK (Pj)
2 · nK,σ,

where Pi and Pj stand for the vertices of σ = [Pi, Pj ]. Thus, in the case where we look
for a piecewise P1 function ωK , denoting by wi the vectors provided by Lemma 2.9
from FK,σ, we observe that it is sufficient to ensure that

ωK (Pi) = wi, ∀i ∈ {1, .., n}, (8)
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to guarantee that (7) holds. A key (but basic) observation is the fact that if ωK
has a constant divergence over a domain K and it satisfies (7), then the value of the
divergence is automatically given by ∇ · ωK = 1

|K|
∑

σ∈EK FK,σ since∫
K
∇ · ωK = |K|∇ · ωK since ∇ · ωK is constant over K

=
∑
σ∈EK

∫
σ
ωK · nK,σ by Green’s formula

=
∑
σ∈EK

FK,σ by (7).

Triangular domains: the P1 approach As a warm up, observe that when K
is a triangle, we readily find a P1 function ωK (ensuring that ∇ ·ωK constant) which
fulfils (8). Let P1, P2, P3 be the vertices of K. Let φ1, φ2, φ3 be the P1 interpolation
functions defined by φi(Pj) = δi,j . We simply set ωK =

∑3
i=1 wiφi where wi are the

vectors provided by Lemma 2.9 from FK,σ. It clearly satisfies ωK(Pi) = wi.

Quadrilateral domains: the Nagtegaal approach The case of quadrilateral
and convex cells is investigated in [17]; in this specific case, the proof is reminiscent
of the construction of the Nagtegaal finite element [24]. Let P1, P2, P3, P4 be the four
vertices of K. We are going to prove the existence of a piecewise P1 function ωK
belonging to H1(K̊), satifying (8) and such that ∇ · ωK is constant. We denote by
P0 the intersection of the diagonals [P1, P3] and [P2, P4], which defines a subdivision of
K into four triangles T1,2, T2,3, T3,4 and T4,1 see Fig. 3. Let φ0, ..., φ4 be the usual P1

Lagrange basis on K, defined by the points P0, ..., P4: the functions φk’s are P1 on each
triangles Ti,j in Fig. 3, and satisfy φi(Pj) = δij , for all i, j = 0, .., 4. For any piecewise
P1 function p, we have p =

∑4
i=0 p(Pi)φi. In particular, we have

4∑
i=0

φi = 1. (9)

Further useful details about the gradient of the basis functions φk can be found in
Appendix C.

P1

P2

P3P4

P0

T1,2
T2,3

T3,4

T4,1

Figure 3: Case of a convex quadrangle K.

We turn to the determination of the vector field ωK under the form

ωK : (x, y) ∈ K 7−→ ω(x, y) =
4∑
i=0

wiφi(x, y),
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which is P1 on each subdomain Ti,j (see Fig. 3) and belongs to H1(K̊). The coefficients
w1, ...,w4 are provided by Lemma 2.9 from FK,σ, so that (8) holds, and we seek w0
such that ∇ · ωK is constant on K. Owing to (9), we write

ωK =
4∑
i=1

wiφi + w0

(
1−

4∑
i=1

φi

)
,

and thus

∇ · ωK =
4∑
i=1

wi ·∇φi −w0 ·
4∑
i=1

∇φi.

This leads to four equations, one for each triangle Tj,k:
(eT1,2) : ∇ · ωK = w1 ·∇φ1 + w2 ·∇φ2 −w0 ·∇(φ1 + φ2),
(eT2,3) : ∇ · ωK = w2 ·∇φ2 + w3 ·∇φ3 −w0 ·∇(φ2 + φ3),
(eT3,4) : ∇ · ωK = w3 ·∇φ3 + w4 ·∇φ4 −w0 ·∇(φ3 + φ4),
(eT4,1) : ∇ · ωK = w4 ·∇φ4 + w1 ·∇φ1 −w0 ·∇(φ4 + φ1).

(10)

We bear in mind that not only ∇φi is constant over each of these triangles, but,
furthermore, due to the specific geometric configuration, since P4, P0 and P2 are
aligned, ∇φ1 is the same in T1,2 and T4,1 (see Appendix C). Similarly, since P1,
P0 and P3 are aligned, ∇φ2 is the same in T1,2 and T2,3, etc. We thus remark that
(eT1,2)− (eT2,3) + (eT3,4)− (eT4,1) = 0. We deduce from this equality that ∇ ·ωK takes
a single value over K iff we have on the one hand (eT1,2)− (eT2,3) = 0 and on the other
hand (eT2,3)− (eT3,4) = 0, that is, in other words,{

w1 ·∇φ1 −w3 ·∇φ3 = w0 ·∇(φ1 − φ3),
w2 ·∇φ2 −w4 ·∇φ4 = w0 ·∇(φ2 − φ4).

(11)

This is a linear system of two equations for the components of w0 and we are wondering
whether or not it is invertible. We know that ∇φ1 and ∇φ3 are both colinear to
[P2, P4] but of opposite sign (see Appendix C), so that ∇(φ1 − φ3) 6= 0. Similarly,
∇(φ2 − φ4) 6= 0 is colinear to [P1, P3]. Therefore ∇(φ1 − φ3) and ∇(φ2 − φ4) are
linearly independent which implies that the system (11) admits a unique solution. It
determines w0. Eventually, we have found a piecewise P1 function ωK ∈ H1(K̊) such
that (8) holds and ∇ · ωK is constant on K.

Star-shaped polygonal domains: the Raviart-Thomas (RT0) approach
In this section, we consider that K is a star-shaped polygonal domain. We denote by
n the number of edges of K. The edges σi, i ∈ 1, ..., n, are labelled by browsing ∂K
clockwise (see Fig. 4). At each edge σi, it is associated the given flux FK,σi . We pick a
point in the domain so that joining the vertices to this point (this is where we use the
star-shaped assumption) we construct a tessellation of the domain by n triangles. We
denote by Ti, i ∈ {1, ..., n}, these triangles (with σi ⊂ ∂Ti) and ti = |Ti|, i ∈ {1, ..., n},
the volume of Ti.

13



T1

T2

T3

T4

T5

T6

T7

FK,σ1

FK,σ2 FK,σ3

FK,σ4

FK,σ5

FK,σ6

FK,σ7

f1,2

f2,3

f3,4

f4,5

f5,6

f6,7

f7,1

Figure 4: Construction of the auxiliary fluxes

We wish to define fluxes fi,i+1, i ∈ {1, ..., n} from Ti to Ti+1 on the interfaces
between these triangles with the convention that fn,n+1 = fn,1 stands for the flux
from Tn to T1. We consider these fluxes as defining an RT0 function ωK [25] over the
triangular tessellation of K. Over the triangle Ti, the divergence of ωK is constant,
and we get ∫

Ti

∇ ·
(
ωK |Ti

)
= ti∇ ·

(
ωK |Ti

)
= FK,σi + fi,i+1 − fi−1,i.

Accordingly, the divergence of ωK on the triangle Ti reads

∇ ·
(
ωK |Ti

)
= 1
ti

(FK,σi + fi,i+1 − fi−1,i).

We wish to define the internal fluxes fi,i+1 by requesting that this quantity remains
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constant over all the domain. It leads to the following linear system
t1 + t2 −t1 0 · · · 0 −t2
−t3 t2 + t3 −t2 0 · · · 0 0

−tn 0 · · · 0 0 −t1 t1 + tn



f1,2
f2,3
...

fn,1



=


−t2 t1 0 0 · · · 0
0 −t3 t2 0 · · · 0

tn 0 0 · · · 0 −t1



FK,σ1

FK,σ2
...

FK,σn

 ,

(12)

that we denote Af = BF .
Let e be the vector in Rn with all components equal to 1. We claim that Ker(A) =

Span(e). It is clear that Ae = 0. Now, let u be such that Au = 0 and consider
i ∈ {1, ..., n} such that ui = min{uj , j ∈ {1, ...n}}. We have

ti (ui − ui+1)︸ ︷︷ ︸
60

+ti+1 (ui − ui−1)︸ ︷︷ ︸
60

= 0,

which imposes ui = ui+1 = ui−1. Repeating this process with i− 1 instead of i and so
on, we conclude that u is colinear to e. It follows that Ker(Aᵀ) has dimension 1 and
we check that it is spanned by u the vector whose components are given by

ui = t1...ti−1ti+2...tn.

Wemoreover observe thatBᵀu = 0, so that for any F ∈ Rn, BF belongs to
(
Ker(Aᵀ)

)⊥ =
Ran(A). We conclude that the system Af = BF admits a solution, which can be
uniquely defined by imposing for instance that it is also orthogonal to e. Thus, by
construction, the function ωK belongs to Hdiv(K̊), satisfies (7) and ∇ ·ωK is constant
over the domain K.

As pointed out by one of the reviewers, the solution selected by the criterion
n∑
i=1

fi,i+1 = 0

might be not the most relevant. It is possible to improve the consistency of this
construction. Indeed, for any constant c (independent of i)

f̃i,i+1 = fi,i+1 + c (13)

still provides a solution of the linear system. We define this constant from the set of
the FK,σ’s by setting

c =
n∑
i=1

P0P
⊥
i,i+1 · v, v = 1

|K|

n∑
i=1

FK,σi(Pσi − P0) (14)

where Pσi is the midpoint of the edge σi and Pi,i+1 is the vertex of K common to σi
and σi+1. Accordingly, the modified solution is such that

∑n
i=1 f̃i,i+1 = nc. It satisfies
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an additional relevant consistency property. Indeed, in the specific case of a velocity
field a constant over the domain, it turns out that

1
|K|

n∑
i=1

FK,σi(Pσi − P0) =
4∑
i=1

|σi|
|K|

a · nK,σi(Pσi − P0) = a

as remarked in [12] or [6, Lemma 7.1]. This statement is a direct consequence of Green’s
formula applied to P ∈ K 7→ (P − P0)ja for j ∈ 1, 2. If we then consider the fluxes
FK,σ = |σ|a ·nK,σ, we remark that the modified fluxes are actually given by the natural
formula

f̃i,i+1 = P0P
⊥
i,i+1 · a.

Indeed, coming back to (12) the rows of Af̃ read

(ti + ti+1)f̃i,i+1 − tif̃i+1,i+2 − ti+1f̃i−1,i = ti(f̃i,i+1 − f̃i+1,i+2) + ti+1(f̃i,i+1 − f̃i−1,i).

With f̃i,i+1 = P0P
⊥
i,i+1 · a, it becomes(

ti(P0P
⊥
i,i+1 − P0P

⊥
i+1,i+2) + ti+1(P0P

⊥
i,i+1 − P0P

⊥
i−1,i)

)
· a

=
(
ti(|σi+1|nK,σi+1 − ti+1|σi|nK,σi

)
· a,

by virtue of Lemma 2.1. It coincides with the expression of the rows of BF . Hence,
the construction provided by (12)-(14) is interesting for the purposes of Theorem 2.7
since the consistency properties of the original fluxes FK,σD (in the sense that FK,σD
tends to

∫
σD a ·nK,σD for some velocity field a as the mesh is refined) are inherited by

the new fluxes FD,s.

This discussion also gives the opportunity to further comment the role of the auxil-
iary function ωK in order to construct relevant balance on subcells of K. Indeed, differ-
ent choices of the function ωK will lead to different definitions of fluxes FD,s. However,
it turns out that, in practice, a point that can play the role of P0 in the construction
above is often naturally available in each cell by the construction of the meshes. We
get a tessellation of K by joining all the vertices to P0, as in Fig. 4 and the fluxes of
interest are the fluxes through the interfaces σi,i+1 = Ti|Ti+1. Given two functions ωK
and ω′K , we define the fluxes on the interfaces σi,i+1 by fi,i+1 =

∫
σi,i+1

ωK · nK,σi,i+1

and f ′i,i+1 =
∫
σi,i+1

ω′K · nK,σi,i+1 . By definition both satisfy the linear system (12) and
thus, for any i, fi,i+1 = f ′i,i+1 + c, for some constant c. Thus, the fluxes obtained from
ωK and those obtained from ω′K differ only from a constant.

Moreover, when performing a balance over Ti ∪ Ti+1 ∪ ... ∪ Tj ⊂ K, it makes the
following quantity appear

fi,i+1 − fj,j+1 = ti + ...+ tj
|K|

n∑
m=1

FK,σm −
j∑
k=i

FK,σk

which does not depend on ωK . It turns out that, for our purposes, we only need to
deal with such combinations, which thus do not depend on the details of the function
ωK .
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2.2.2 Expression of the transfer fluxes for quadrangular cells

We focus here on the specific case of quadrangles (convex or not). Quadrangular
meshes are often used in practice and, furthermore, they can also be encountered in
unstructured methods (e.g. DDFV methods [17]) which make use of diamond meshes
which are always constituted of quadrangles.

FK,σ4

FK,σ3

FK,σ2

FK,σ1

f4,1

f3,4

f2,3
f1,2

T1

T2

T3

T4

Figure 5: Spectific case of quadrangle

In these cases, a point lies in the quadrangle and we have to compute the transfer
fluxes through the lines joining this point to the vertices of the quadrangle, the fluxes
through the edges of the quadrangle being known (see Fig. 5). In the case of quadran-
gular meshes, the interior lines often correspond to the edges of a diamond mesh (see
e.g. [3, 5]) whereas in the case of the diamond meshes it corresponds to the edges of
the primal or the dual mesh (as in the DDFV framework [17], see also Section 3.3.2).
It turns out that the corresponding linear system, as described in the previous section,
can be solved by hands.

Using the same notation as in the previous section, we know the boundary fluxes
FK,σi , i = 1, .., 4 and we aim at defining the interior fluxes f1,2, f2,3, f3,4 and f4,1. It is
not necessary to give the expression of the function ωK in this case, we obtain directly
the expression of the transfer fluxes by solving the linear system (12). We obtain the
following formula with t1, t2, t3 and t4 the volumes of the four triangles Ti splitting K:

f1,2 = 1
4(t1 + t2 + t3 + t4)

[
− (3t2 + 2t3 + t4)FK,σ1 + (3t1 + t3 + 2t4)FK,σ2

+ (2t1 − t2 + t4)FK,σ3 − (−t1 + 2t2 + t3)FK,σ4

]

17



f2,3 = 1
4(t1 + t2 + t3 + t4)

[
− (−t2 + 2t3 + t4)FK,σ1 − (t1 + 3t3 + 2t4)FK,σ2

+ (2t1 + 3t2 + t4)FK,σ3 + (t1 + 2t2 − t3)FK,σ4

]

f3,4 = 1
4(t1 + t2 + t3 + t4)

[
(t2 + 2t3 − t4)FK,σ1 − (t1 − t3 + 2t4)FK,σ2

− (2t1 + t2 + 3t4)FK,σ3 + (t1 + 2t2 + 3t3)FK,σ4

]

f4,1 = 1
4(t1 + t2 + t3 + t4)

[
(t2 + 2t3 + 3t4)FK,σ1 + (−t1 + t3 + 2t4)FK,σ2

− (2t1 + t2 − t4)FK,σ3 − (3t1 + 2t2 + t3)FK,σ4

]
These expressions allow us to recover formula presented in previous works. If we

assume that the volumes of the four triangles are equal (that is t1 = t2 = t3 = t4) we
obtain

f1,2 = −3
8FK,σ1 + 3

8FK,σ2 + 1
8FK,σ3 −

1
8FK,σ4

f2,3 = −1
8FK,σ1 −

3
8FK,σ2 + 3

8FK,σ3 + 1
8FK,σ4

f3,4 = 1
8FK,σ1 −

1
8FK,σ2 −

3
8FK,σ3 + 3

8FK,σ4

f4,1 = 3
8FK,σ1 + 1

8FK,σ2 −
1
8FK,σ3 −

3
8FK,σ4

This is exactly the solution proposed in [3, 5] when dealing with rectangles split by
their diagonals.

When summing the fluxes along the lines joining two opposite vertices (and passing
through the interior point) we obtain

f1,2 − f3,4 = t1 + t4
t1 + t2 + t3 + t4

(
FK,σ2 + FK,σ3

)
− t2 + t3
t1 + t2 + t3 + t4

(
FK,σ1 + FK,σ4

)
f2,3 − f4,1 = − t3 + t4

t1 + t2 + t3 + t4

(
FK,σ1 + FK,σ2

)
+ t1 + t2
t1 + t2 + t3 + t4

(
FK,σ3 + FK,σ4

)
In DDFV framework, it exactly corresponds to the formula presented in [17] to transfer
the mass fluxes from diamond mesh to primal or dual meshes. In that case, the fluxes
f1,2 and −f3,4 (resp. f2,3 and −f4,1) are going out the same cell, so that their sum
(instead of their single values) is the quantity of interest. Note that this formula works
even if the internal point is not the intersection of the diagonals (as it is the case when
considering the barycentric dual mesh). Remarkably, as done in [17], this formula

18



can also be obtained using the existence of the function ωK but not the details of its
construction. Indeed, since ∇ · ωK = (FK,σ1 + FK,σ2 + FK,σ3 + FK,σ4)/|K|, a balance
on T2 ∪ T3 gives, on the one hand∫

T2∪T3

∇ · ωK = t2 + t3
t1 + t2 + t3 + t4

(FK,σ1 + FK,σ2 + FK,σ3 + FK,σ4),

and, on the other hand, by the Green formula∫
T2∪T3

∇ · ωK = −f1,2 + f3,4 + FK,σ2 + FK,σ3 .

3 Examples of applications
3.1 A simple but illuminating example
Restricting to the one-dimensional framework makes the discussion completely elemen-
tary, but it illustrates our aims (we refer the reader to [18, 23] for applications to the
analysis of schemes for the Euler equations). In this case in particular, the function ω
is nothing but the affine function connecting two given values. Let K = [xL, xR], with
given fluxes XL, and XR given at the end points. We have

ω(x) = x− xL
xR − xL

(XR −XL) + XL,

which indeed satisfies ω(xL) = XL, ω(xR) = XR and ω′(x) = XR −XL.
In order to keep the discussion less cluttered, we neglect for the time being the

difficulties related to boundaries, and we consider a set of points, denoted xj+ 1
2
on

the line. We denote Cj = [xj− 1
2
, xj+ 1

2
] the primal cells, with cell centers xj = (xj− 1

2
+

xj+ 1
2
)/2 and size δxj = xj+ 1

2
−xj− 1

2
. Next, we consider the dual cells Cj+ 1

2
= [xj , xj+1],

with size δxj+ 1
2

= xj+1 − xj . We refer the reader to Fig. 6 for an illustration of this
discretization. We deal with discrete quantities, stored on the two meshes, namely the
ρj ’s are stored at the centers xj whereas the uj+ 1

2
’s are located at the edges xj+ 1

2
. We

define the discrete “gradient” and “divergence”

(∇ρ)j+ 1
2

= ρj+1 − ρj
δxj+ 1

2

, (divu)j =
uj+ 1

2
− uj− 1

2

δxj
.

We wonder how discrete conservation laws can be transferred from a grid to another
and what is the discrete analog of the formula∫ b

a
u∂xρdx+

∫ b

a
ρ∂xudx = u(b)− u(a).

This question is ambiguous since the quantities ρ and u, and the associated differential
operators, are not defined on the same grid.

Let us suppose that the quantity ρ is updated with the discrete conservation law

ρ̄j − ρj
∆t +

Fj+ 1
2
− Fj− 1

2

δxj
= 0.
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On the dual grid, we define

ρj+ 1
2

= δxjρj + δxj+1ρj+1
2δxj+ 1

2

.

This is the mean over Cj+ 1
2
of the piecewise constant function ρ(x) =

∑
j ρj1Cj (x).

We simply get
ρ̄j+ 1

2
− ρj+ 1

2

∆t + Fj+1 − Fj
δxj+ 1

2

= 0,

with

Fj =
Fj+ 1

2
+ Fj− 1

2

2 .

It can be interpreted as Fj = ω(xj) with

ω(x) =
x− xj− 1

2

δxi
(Fj+ 1

2
− Fj− 1

2
) + Fj− 1

2

since xj − xj− 1
2

= δxj/2. Similarly, let us consider the relation

ūj+ 1
2
− uj+ 1

2

∆t + Gj+1 −Gj
δxj+ 1

2

= 0.

We go back to the primal grid with

uj =
uj+ 1

2
+ uj− 1

2

2 .

Again, this is the mean over Cj of u(x) =
∑

j uj+ 1
2
1C

j+ 1
2
(x). We obtain

ūj − uj
∆t + Gj+1 −Gj

2δxj+ 1
2

+ Gj −Gj−1
2δxj− 1

2

= 0

= ūj − uj
∆t + 1

δxj

(
δxj

2δxj+ 1
2

Gj+1 +
[

δxj
2δxj− 1

2

− δxj
2δxj+ 1

2

]
Gj −

δxj
2δxj− 1

2

Gj−1

)
.

The coefficient for Gj can be recast as

δxj+1
2δxj+ 1

2

− δxj + δxj+1
2δxj+ 1

2︸ ︷︷ ︸
=1

− δxj−1
2δxj− 1

2

+ δxj + δxj−1
2δxj− 1

2︸ ︷︷ ︸
=1

= δxj+1
2δxj+ 1

2

− δxj−1
2δxj− 1

2

.

Therefore, we arrive at
ūj − uj

∆t +
Gj+ 1

2
−Gj− 1

2

δxj
= 0

with
Gj+ 1

2
= δxjGj+1 + δxj+1Gj

2δxj+ 1
2

.
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It can be interpreted as Gj+ 1
2

= ω(xj+ 1
2
) with

ω(x) = x− xj
δxj+ 1

2

(Gj+1 −Gj) +Gj

since xj+ 1
2
− xj = δxj/2 and 2δxj+ 1

2
= δxj + δxj+1.

...

...

xj− 1
2
|

uj− 1
2

δxj

xj
•
ρj

δxj+ 1
2

xj+ 1
2
|

uj+ 1
2

xj+3/2
|

uj+3/2

δxj+1

xj+1
•

ρj+1

...

...

Figure 6: Staggered grid in dimension one.

We turn to the duality formula. We start by evaluating the discrete version of

I = 1
δxj+ 1

2

∫
C
j+ 1

2

(ρdivu+ u∇ρ) dx = ρu(xj+1)− ρu(xj)
δxj+ 1

2

.

We already have at hand the product uj+ 1
2
(∇ρ)j+ 1

2
= uj+ 1

2
(ρj+1 − ρj)/δxj+ 1

2
. The

product ρdivu is not naturally evaluated on xj+ 1
2
and we make use of the following

formula

(ρdivu)j+ 1
2

= 1
2δxj+ 1

2

(δxjρj(divu)j + δxj+1ρj+1(divu)j+1)

= 1
2δxj+ 1

2

(
δxjρj

uj+ 1
2
− uj− 1

2

δxj
+ δxj+1ρj+1

uj+ 3
2
− uj+ 1

2

δxj+1

)
.

Summing these identities, we get

Ij+ 1
2

= uj+ 1
2
(∇ρ)j+ 1

2
+ (ρdivu)j+ 1

2

= uj+ 1
2

ρj+1 − ρj
δxj+ 1

2

+ 1
2δxj+ 1

2

(
ρj(uj+ 1

2
− uj− 1

2
) + ρj+1(uj+ 3

2
− uj+ 1

2
)
)

= 1
2δxj+ 1

2

(
uj+ 1

2
(ρj+1 − ρj) + ρj+1uj+ 3

2
− ρjuj− 1

2

)
= 1

2δxj+ 1
2

(
ρj+1(uj+ 3

2
+ uj+ 1

2
)− ρj(uj+ 1

2
+ uj− 1

2
)
)

= 1
δxj+ 1

2

(ρj+1uj+1 − ρjuj) .

The other way around, we can also consider the duality relation on Cj . Now, we
have at hand the quantity ρj(divu)j = ρj(uj+ 1

2
− uj− 1

2
)/2 and we need to define the
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product (u∇ρ)j . We set

(u∇ρ)j = 1
2(uj+ 1

2
∇ρj+ 1

2
+ uj− 1

2
∇ρj− 1

2
)

= 1
2

(
uj+ 1

2

ρj+1 − ρj
δxj+ 1

2

+ uj− 1
2

ρj − ρj−1
δxj− 1

2

)
.

Therefore, the quantity 1
δxj

∫
Cj

(ρdivu + u∇ρ) dx = (ρu(xj+ 1
2
) − ρu(xj− 1

2
))/δxj is ap-

proximated by

Ij = ρj(divu)j + (u∇ρ)j

= 1
δxj

(
uj+ 1

2

[
ρj

(
1− δxj

2δxj+ 1
2

)
+ δxj

2δxj+ 1
2

ρj+1

]

−uj− 1
2

[
ρj

(
δxj

2δxj− 1
2

− 1
)
− δxj

2δxj− 1
2

ρj−1

])
.

Owing to the identity

δxj+ 1
2
− δxj/2

δxj+ 1
2

= δxj+1/2 + δxj/2− δxj/2
δxj+ 1

2

= δxj+1
2δxj+ 1

2

,

we arrive at
Ij = 1

δxj

(
uj+ 1

2
〈ρ〉j+ 1

2
− uj− 1

2
〈ρ〉j− 1

2

)
with

〈ρ〉j+ 1
2

= δxj+1ρj + δxjρj+1
2δxj+ 1

2

The weights in this formula correspond to the harmonic mean.
Hence, our goal is to extend these simple observations (which turns out to be useful

for establishing consistency and the local conservation of the energy for schemes for the
Euler equations on staggered grids [19, 23]) to the two-dimensional framework, dealing
with quite general and unstructured meshes.

3.2 Transfer of conservative equations
An important framework of application is the case where conservative fluxes FK,σ are
considered. This is precisely the situation which arises for the simulation of conser-
vation laws in fluid mechanics, with, for instance, the mass conservation equation, as
explained in (Q1). In this specific case we can prove the following corollary to Theorem
2.7.

Corollary 3.1. Let the hypotheses of Theorem 2.7 be fulfilled. Moreover, assume that
the given fluxes FK,σ are conservative, which means that FK,σ = −FL,σ if σ = K|L ∈
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E T,int is the edge between K and L. Then, there exist (flux-type) quantities FD,s ∈ R
for all D ∈ D, for all s ∈ ED such that

FD,s = −FD′,s if s = D|D′ ∈ E D,int is the edge between D and D′ (conservativity),

FD,s =
∑
K∈T

∑
σD∈ET,ext

D ∩EKD
σD⊂s

FK,σD , if s ∈ E D,ext ∩ ED,

and
|D|divD =

∑
K∈T
|K ∩D|divK , ∀D ∈ D.

where
divD = 1

|D|
∑
s∈ED

FD,s and divK = 1
|K|

∑
σ∈EK

FK,σ.

Proof. Let D ∈ D. As already pointed out in Remark 2.8, we can apply Theorem 2.7
by setting

FK,σD = |σ ∩D|
|σ|

FK,σ, ∀D ∈ Dσ.

We obtain the following equality

|D|divD =
∑
K∈T
|K ∩D|divK −

∑
K∈T

∑
σ∈EK

|σ ∩ D̊|
|σ|

FK,σ.

A reordering of the terms in the second sum of the right hand side leads to

|D|divD =
∑
K∈T
|K ∩D|divK −

∑
σ∈E T,int

σ=K|L

|σ ∩ D̊|
|σ|

(
FK,σ + FL,σ

)
.

In the case of conservative fluxes, we have FK,σ + FL,σ = 0 so that the conclusion is
obtained.

This statement allows us to go back to the question (Q1) addressed in the Intro-
duction. On the mesh T, we have the discrete conservation equation

ρK − ρK
∆t + divK = 0,

where
divK = 1

|K|
∑
σ∈EK

FK,σ

involves the conservative numerical fluxes FK,σ. We transfer the quantity ρ to the twin
grid D by setting

ρD =
∑
K∈T

K∩D 6=∅

|K ∩D|
|D|

ρK .
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Corollary 3.1 proves the existence of new numerical fluxes FD,s on ∂D such that a
discrete conservative equation

ρD − ρD
∆t + divD = 0

still holds, with divD = 1
|D|

∑
s∈ED FD,s and FD,s satisfying the conservation property

FD,s = −FD′,s if s = D|D′ ∈ E D,int.

Indeed, we have

ρD − ρD
∆t =

∑
K∈T

K∩D 6=∅

|K ∩D|
|D|

ρK − ρK
∆t from the definition of ρD

= −
∑
K∈T

K∩D 6=∅

|K ∩D|
|D|

divK from the discrete mass balance on T

= −divD from Corollary 3.1.

3.3 Local discrete duality relations
In this section, we show that Theorem 2.7 can also be useful to prove discrete du-
ality relations between divergence and gradient operators defined on staggered grids.
We have in mind finite volume discretizations of systems where the different discrete
unknowns are not defined at the same location: roughly speaking we consider dis-
cretizations where the unknowns can be defined either at the cell centers or at the
edges of a mesh T.

Therefore, in this discussion, the construction of the mesh D depends on the ge-
ometry of the primal mesh T. In contrast to the results of the previous section, which
were general, the two meshes T and D do not play a symmetric role anymore and we
shall now need additional assumptions, related to this construction.

3.3.1 Framework and application of Theorem 2.7

To formulate the additional assumptions on the meshes D and T, we distinguish the
cells of D the edges of which do not intersect the boundary of the domain Ω from the
others. We set

Dint =
{
D ∈ D; E D,ext ∩ ED = ∅

}
and Dext = D \Dint.

We assume that the mesh T splits a cell D ∈ Dint in exactly two parts, so that we
can associate the cell D and the part of the edges that split it into two parts. A cell
D ∈ Dext is assumed to be split in at most two parts, the non-split cells being possibly
used to set boundary conditions. More precisely, we adopt the following hypothesis.

Assumption 3.2. We assume that there exists a partition of Dext in the form Dext =
Dext,∂ ∪Dext,∂/ such that
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DS

K2K1
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σ

σDS

Figure 7: Fictitious edges.

• for any cell D ∈ Dint ∪ Dext,∂/, there exist exactly two cells K1 and K2 which
intersect the cell D; accordingly, the edges σD ∈ ET

D intersecting the interior of
D are interfaces of K1, K2 and we suppose they form a connected set;

• for any cell D ∈ Dext,∂ , there exists a cell K1 ∈ T such that D ⊂ K1.

Remark 3.3. Assumption 3.2 induces geometrical restrictions. It covers many relevant
situations, but it excludes some cases like the covolume/FVE meshes and the MAC
schemes, where each diamond intersects three or four cells of T. It is likely that
the present framework can be adapted to handle these specific schemes, for instance
inspired from [1] for the covolume/FVE meshes, or by suitably combining formula of
the one-dimensional framework, see Section 3.1 and [23].

Thus, the interior of a cell D ∈ Dint ∪Dext,∂/ may be crossed by several consecutive
edges σD ∈ ET

D but all these edges must share the same elementsK1 and K2. To handle
all these edges at the same time, it is possible and useful to introduce a fictitious edge,
denoted S, which is defined as the segment joining the starting and ending points of
the sequence of the consecutive edges in ET

D crossing D (see Fig. 7). There exists a
one-to-one application between the fictitious edges S and the cells D of Dint ∪Dext,∂/.
To bring forward this connection we use the notation DS and, with a slight abuse of
notation, S = K1|K2 means that K1 and K2 are the two cells that intersect the interior
of DS. We denote by nK1,S (resp. nK2,S) the unit normal vector to S from K1 to K2
(resp. from K2 to K1). Note that we have

nK1,S = −nK2,S (15)

and, using Lemma 2.1,

|S|nKi,S =
∑

σD∈EKiD

σD⊂DS, σ
D 6⊂∂DS

|σD|nKi,σD , i = 1, 2.
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sK1 = ∅, sK2 = S
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K2K1

S

sK1 sK2

s = sK1 ∪ sK2
∂Ω

Figure 8: Two types of cells at the boundary.

By convention, we denote by FKi,S the following flux

FKi,S =
∑

σD∈EKiD

σD⊂DS, σ
D 6⊂∂DS

FKi,σD , i = 1, 2.

For D ∈ Dext, it is also useful to introduce fictitious edges to gather in a single nota-
tion the boundary edges. We refer the reader to Fig. 8 for following the forthcoming
discussion.

For DS ∈ Dext,∂/, S = K1|K2, we use the notation S∂,Ki , i = 1, 2 to handle the part
of boundary edges of Ki embedded in DS, that is the edges σD ∈ ED,ext

D ∩EKiD such that
σD ⊂ DS. The fictitious boundary edges S∂,Ki are defined as the segments joining the
starting and ending points of these consecutive edges. Then, we set (see Lemma 2.1)

|S∂,Ki |nKi,S∂,Ki =
∑

σD∈ET,ext
D ∩EKiD

σD⊂DS

|σD|nKi,σD , i = 1, 2.

and
FKi,S∂,Ki =

∑
σD∈ET,ext

D ∩EKiD

σD⊂DS

FKi,σD , i = 1, 2.

For D ∈ Dext,∂ , by assumption, there exists a cell K1 ∈ T such that D ⊂ K1. For
the sake of uniformity of notation, we denote again D = DS with S = K1|K2. In this
case, K2 may be considered as a fictitious cell exterior to the domain. Associating
an unknown to the fictitious cell K2 can be useful to take into account boundary
conditions. The notation S allows us to handle the boundary edges of K1 embedded in
DS, that is the edges σD ∈ ED,ext

D ∩EK1
D such that σD ⊂ DS. Thus, S is defined here as

the fictitious boundary edge joining the starting and ending points of these consecutive
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edges. Then we set
|S|nK1,S =

∑
σD∈ET,ext

D ∩EK1
D

σD⊂DS

|σD|nK1,σD ,

and
FK1,S =

∑
σD∈ET,ext

D ∩EK1
D

σD⊂DS

FK1,σD .

This provides a way to describe all the edges of a cell K ∈ T gathering the ones which
belong to the same cell of D. Indeed, if we introduce the following sets

DK =
{
DS ∈ D;DS ∩K 6= ∅

}
,

DK,∂/ = DK ∩Dext,∂/,

we obtain a description of divK as follows

divK = 1
|K|

( ∑
DS∈DK

FK,S +
∑

DS∈DK,∂/
FK,S∂,K

)
. (16)

In the right hand side the boundary fluxes are distributed among the two sums: the
first sum contains interior fluxes but also the boundary fluxes through the edges of
the cells DS that are split into two parts; the second sum only contains the boundary
fluxes through the edges of the cells DS that are not split.

An edge s ∈ E D of a cell DS ∈ D can be split into (at most) two parts by the mesh
T. We introduce the following notation (see Fig. 8)

• for all DS ∈ Dint ∪Dext,∂/, S = K1|K2,

sKi = s ∩Ki, i = 1, 2, ∀s ∈ EDS .

• for all DS ∈ Dext,∂ , S = K1|K2,

sK1 = s, sK2 = ∅, ∀s ∈ EDS ∩ E D,int,

sK1 = ∅, sK2 = s, ∀s ∈ EDS ∩ E D,ext.

Thus, when the cell DS is split into two parts, sK1 and sK2 stand for the part of s
(possibly empty) embedded respectively in K1 and K2. If the cell DS is fully embedded
in K1, we adopt the convention that all interior edges are associated to K1 whereas
the boundary edges are associated to K2.

We can now translate the statement of Thereom 2.7 in the framework presented
above.

Corollary 3.4. Let the assumptions of Theorem 2.7 be fulfilled, so that (flux-type)
quantities FK,σD ∈ R are given for all K ∈ T, for all σD ∈ EKD . We assume moreover
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that Assumption 3.2 holds. Then, there exist (flux-type) quantities FDS,s ∈ R for all
DS ∈ D, for all s ∈ EDS such that

|DS|divDS =
∑
K∈T
|K∩DS|divK−

(
FK1,S +FK2,S

)
, ∀DS ∈ Dint∪Dext,∂/, S = K1|K2,

and
|DS|divDS =

∑
K∈T
|K ∩DS|divK , ∀DS ∈ Dext,∂ ,

where |DS|divDS =
∑

s∈EDS FDS,s and divK is given by (16). Moreover the fluxes on
the boundary of the domain satisfy

• for all DS ∈ Dext,∂/, S = K1|K2,∑
s∈EDS∩E D,ext

FDS,s = FK1,S∂,K1 + FK2,S∂,K2 .

• for all DS ∈ Dext,∂, S = K1|K2,∑
s∈EDS∩E D,ext

FDS,s = FK1,S.

Proof. Let us first consider DS ∈ Dint ∪Dext,∂/, S = K1|K2. Theorem 2.7 leads to

|DS|divDS =
∑
K∈T
|K ∩DS|divK −

∑
K∈T

∑
σD∈EKD

σD⊂DS, σ
D 6⊂∂DS

FK,σD .

Assumption 3.2 ensures that all edges σD appearing in the second sum of the right
hand side share the elements K1 and K2 so that the sum over K ∈ T reduces to a sum
over K1 and K2. Moreover, by definition, we have

FKi,S =
∑

σD∈EKD
σD⊂DS, σ

D 6⊂∂DS

FKi,σD , i = 1, 2.

This gives the conclusion. We now turn to the case where D ∈ Dext,∂ . The conclusion
follows directly from Theorem 2.7 since there exists K1 ∈ T such that D ⊂ K1 and,
consequently, there is no σD ∈ EK1

D such that σD ⊂ D and σD 6⊂ ∂D.
Concerning boundary fluxes, for all DS ∈ Dext, Theorem 2.7 gives the expression

FDS,s =
∑
K∈T

∑
σD∈ET,ext

D ∩EKD
σD⊂s

FK,σD , ∀s ∈ E D,ext ∩ EDS .

Hence, we obtain ∑
s∈E D,ext∩EDS

FDS,s =
∑
K∈T

∑
σD∈ET,ext

D ∩EKD
σD⊂DS

FK,σD .
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Now, if DS ∈ Dext,∂/, S = K1|K2, by assumption, as previously, all edges σD appearing
in the sum of the right hand side share the elements K1 and K2 so that the sum over
K ∈ T reduces to a sum over K1 and K2 and the result is obtained by definition of
FKi,S∂,Ki , i = 1, 2. If DS ∈ Dext,∂ , S = K1|K2, the sum over K ∈ T reduces to a sum
over K1 since DS ⊂ K1 and the conclusion is obtained by definition of FK1,S.

3.3.2 Discrete operators

We now consider a vector field uT = (uK)K∈T and a scalar field ΨT = (ΨK)K∈T located
at the cell centers of T. We then define the following discrete operators at cell centers
of D: for all DS ∈ D, S = K1|K2,

divDSuT = 1
|DS|

∑
s∈EDS

FDS,s with FDS,s =
(
|sK1 |uK1 + |sK2 |uK2

)
· nDS,s,

∇DSΨT = 1
|DS|

∑
s∈EDS

GDS,s with GDS,s =
(
|sK1 |ΨK1 + |sK2 |ΨK2

)
nDS,s.

(17)

Note that, when DS ∈ Dext,∂ , K2 is a fictitious cell, so that the values uK2 or ΨK2 have
to be considered as data which allows us to impose boundary conditions. The operators
divDS and ∇DS can be rewritten as explained in the following lemma, where we make
a more natural expression appear, by means of finite differences. Note however, as it
will be further discussed below, that the consistency of these discrete operators is not
guaranteed; it requires additional assumption on the mesh geometry.

Lemma 3.5. The following equalities hold

|DS|divDSuT = |S|
(
uK2 − uK1

)
· nK1,S, ∀DS ∈ D, S = K1|K2,

and
|DS|∇DSΨT = |S|

(
ΨK2 −ΨK1

)
nK1,S, ∀DS ∈ D, S = K1|K2.

Proof. Let us considerDS ∈ D, S = K1|K2. The proof relies on the following equalities:∑
s∈EDS

|sK1 |nDS,s = −|S|nK1,S and
∑

s∈EDS

|sK2 |nDS,s = −|S|nK2,S. (18)

If DS ∈ Dint ∪ Dext,∂/, S = K1|K2, the cell DS is split in two non-empty polygons
DS ∩K1 and DS ∩K2. The equalities (18) come from Lemma 2.1 applied to these two
polygons. If DS ∈ Dext,∂ , S = K1|K2, the first equality is obtained by applying the
Green formula on DS whereas, in the second equality, there is only one term in the
sum of the left hand side which coincides exactly with the right hand side by definition.

Using these equalities leads to

|DS|divDSuT =
∑

s∈EDS

|sK1 |uK1 · nDS,s +
∑

s∈EDS

|sK2 |uK2 · nDS,s

= uK1 ·
∑

s∈EDS

|sK1 |nDS,s + uK2 ·
∑

s∈EDS

|sK2 |nDS,s.
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This relation combined with the equalities (18) leads to the conclusion. In the same
vein, we have

|DS|∇DSΨT =
∑

s∈EDS

|sK1 |ΨK1 nDS,s +
∑

s∈EDS

|sK2 |ΨK2 nDS,s

= ΨK1

∑
s∈EDS

|sK1 |nDS,s + ΨK2

∑
s∈EDS

|sK2 |nDS,s.

As previously, this relation combined with equalities (18) allows us to conclude.

The other way around, we consider a vector field vD = (vDS
)DS∈D and a scalar field

ΦD = (ΦDS
)DS∈D now located at the cell centers of D. We then define the following

discrete operators at cell centers of T: for all K ∈ T,

divKvD = 1
|K|

( ∑
DS∈DK

GK,S +
∑

DS∈DK,∂/
GK,S∂,K

)

∇KΦD = 1
|K|

( ∑
DS∈DK

FK,S +
∑

DS∈DK,∂/
FK,S∂,K

) (19)

with
GK,S = |S|vDS

· nK,S and FK,S = |S|ΦDS
nK,S,

GK,S∂,K = |S∂,K |vDS
· nK,S∂,K and FK,S∂,K = |S∂,K |ΦDS

nK,S∂,K .

As said above, the operators defined in (17) (and probably (19)) are not always consis-
tent, as it is clear from the formula in Lemma 3.5. The consistency requires additional
assumptions on the mesh T, like orthogonality conditions, or it requires to combine
different operators defined on several meshes. Note that nevertheless a convergence of
these operators may hold in a weak sense, see [15].

We are going to investigate in further details the cases of the Two-Point flux ap-
proximation scheme or the discrete duality finite volume discretization.

Two-Point flux approximation (TPFA) Assume that we have at hand a
mesh T, admissible in the sense of [15, Definition 3.1]. In particular, given two control
volumes K and L in T, with common edge σ, and “representative” points xK ∈ K,
xL ∈ L, at which the information is stored (for instance the circumcenter of the cells
for triangular meshes) the axis xKxL is orthogonal to σ. We denote D the diamond
mesh associated to T which is obtained by joining the vertices of T to the xK ’s, see
Fig. 9. In this case, an interior cell of D is exactly split into two cells by a single and
whole edge of E T and a boundary cell of D is always fully embedded in a cell of T,
that is Dext,∂/ = ∅. There is a one to one application between the cells of D and the
edges σ of T. Thus, the notation S may be understood as a single whole edge σ and
the cells of D can be denoted Dσ. The operator ∇DS and divK defined in (17) and
(19) are exactly the discrete gradient and divergence of the so-called TPFA scheme,
see e. g. [11, Section 2].
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xK
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Figure 9: TPFA meshes

Discrete duality finite volume discretization (DDFV) Consider now that
we have at hand a primal mesh T, a dual mesh T∗ and a diamond mesh D, see Fig. 10.
We use the DDFV framework, for which we refer the reader to the seminal papers
[2, 7, 10, 21, 22].

Figure 10: Primal, dual and diamond meshes in the ddfv scheme.

The construction of the meshes proceeds as follows:
• The primal mesh T is made of disjoint, non-degenerate, convex polygons K called

“primal cells”. We associate to each cell K, a point xK ∈ K (see the blue cell in
Fig. 10).

• The diamond mesh D is made of quadrilateral cells obtained by joining the end-
points of the edges σ of the primal mesh to the centers xK and xL of the primal
cells that share this edge (see Fig. 10). Thus, the edge σ and the segment [xK , xL]
are the two diagonals of the diamond cells. Note that boundary diamond cells
(that is the case where σ ⊂ ∂Ω) degenerate to triangles, see Fig. 10).

• The dual mesh T∗ is made of cells built around the vertices xK∗ of the primal
mesh (see the red cell in Fig. 10). In the sequel, we consider the following two
options, depicted in Fig. 11:

• with the direct approach the interior dual mesh consists of cells K∗, built
around the vertex xK∗ /∈ ∂Ω, by joining the centers xK of all cells having
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(a) Direct dual mesh

Primal mesh

Dual mesh

∂Ω

(b) Barycentric dual mesh

Figure 11: Structured triangular mesh

K∗ as a vertex (see the red cell in Fig. 10 or Fig. 11 at left). The boundary
dual mesh is the set of cells K∗ such that xK∗ ∈ ∂Ω and in this specific case,
a dual cell is made by joining the centers of the cells that share the vertex
xK∗ and the centers of the two boundary edges containing xK∗ .

• the barycentric mesh is obtained by joining the centers xK to the midpoints
of the edges of the primal mesh [8, 9] (see Fig. 11 at right).

The three meshes cover the computational domain:

Ω =
⋃
K∈T

K =
⋃

K∗∈T∗
K∗ =

⋃
D∈D

D.

The barycentric dual mesh might have a very complex structure, but in certain circum-
stances it leads to a better numerical performance. For the analysis of DDFV schemes,
it turns out that working with the direct mesh induces geometric constraints. Hence,
we distinguish the following two situations:

• either all diamond cells are convex and we work with the direct dual mesh. In such
a case the diagonals σ and [xK , xL] are included in the diamonds. The segment
σ∗ = [xK , xL] is actually an edge of the direct dual mesh and a diamond cell is
thus associated to a couple of a primal edge σ and a dual edge σ∗ that intersect.
These edges are the diagonals of the diamond cell which is naturally denoted Dσ,
Dσ∗ , or Dσ,σ∗ when we want to specify the primal or dual edges associated to the
diamond cell.

• or we work with the barycentric dual mesh. We refer the reader to Fig. 12 for an
example where there are non convex diamond cells. In this situation, considering
a diamond cell, the diagonal σ is still included in the diamond while the segment
[xK , xL], possibly not included in the diamond, is not anymore an edge of the
dual mesh. By convention, the diamonds are still denoted Dσ, Dσ∗ or Dσ,σ∗ with
σ∗ = [xK , xL] but there are actually two edges of the dual mesh, denoted σ∗K and
σ∗L, which belong to this diamond.
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σ∗L

Figure 12: A case of non convex diamond cells: there are two edges of the dual mesh included
in the diamond cell. The shaded area is Dσ,σ∗ ∩ L∗

The formalism previously introduced takes into account both situations and allows
to retrieve the standard DDFV discrete operators from definitions (17) and (19) as
follows. Let us first consider the primal mesh T and the diamond mesh D together.
There is a one to one application between the cells of D and the edges σ of T. Thus,
the notation S may be understood as a single whole edge σ and the cells of D can be
denoted Dσ. We denote by divK the divergence operator defined by (19) and ∇Dσ the
gradient operator defined by (17). Concerning the boundary, the diamond cells of Dext

are always included in a primal cell, so that we are in the case where Dext,∂ = Dext and
Dext,∂/ = ∅. Similarly, we can also consider the dual mesh T∗ and the diamond mesh D
together. For direct dual meshes, there is a one to one application between the cells of
D and the edges σ∗ of T∗. The notation S may be understood as a single whole edge
σ∗. For barycentric dual meshes, the notation S stands for σ∗ = [xK , xL] and allows
to gather the two dual edges σ∗K and σ∗L. As explained before, for both the direct or
barycentric dual meshes, we use the notation Dσ∗ to denote the cells of D. Thus, the
divergence operator defined by (19) is denoted divK∗ and the gradient operator defined
by (17) is denoted ∇Dσ∗ . Concerning the boundary, the cells of Dext intersect two dual
cells, so that we are now in the case where Dext,∂ = ∅ and Dext,∂/ = Dext.

The discrete divergence operators divK and divK∗ on the meshes T and T∗ are
exactly the DDFV divergence operators whereas the DDFV gradient operator ∇Dσ,σ∗
on the mesh D can be recovered as follows

∇Dσ,σ∗ΨT,T∗ = 1
2|D

σ,σ∗ |

(
|σ|
(
ΨL −ΨK

)
nK,σ + |σ∗|

(
ΨL∗ −ΨK∗

)
nK∗,σ∗

)
= 1

2

(
∇DσΨT +∇Dσ∗ΨT∗

)
where ΨT = (ΨK)K∈T (resp. ΨT∗ = (ΨK∗)K∗∈T∗) is a scalar field defined on the primal
mesh (resp. dual mesh) and ΨT,T∗ = (ΨT,ΨT∗) is a DDFV scalar field.
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3.3.3 Local discrete duality relations

We now turn to prove discrete equivalents of (1) on a cell O = K ∈ T or O = DS ∈
D. Since the unknowns and the discrete operators are defined on different meshes,
these formula will involve local average quantities. We present four discrete versions:
in Proposition 3.6 the discrete counterparts of the term

∫
O divu φ dx make use of

the discrete operators naturally defined on O whereas local averages are used in the
discrete counterparts of the term

∫
O u · ∇φ dx; the other way around is presented in

Proposition 3.7. These two propositions state the existence of fluxes which represent
φu · n on the boundary of O (with n the outward normal to ∂O).
Proposition 3.6. 1) Let a vector field uT = (uK)K∈T and a scalar field ΦD =

(ΦDS
)DS∈D. There exist conservative fluxes HDS,s (for all DS ∈ D, s ∈ EDS)

such that∑
K∈T
|K∩DS|

(
uK ·∇KΦD

)
+|DS|ΦDS

divDSuT =
∑

s∈EDS

HDS,s, ∀DS ∈ D. (20)

and
• for all DS ∈ Dext,∂/, S = K1|K2,∑

s∈EDS∩E D,ext

HDS,s = |S∂,K1 |ΦDS
uK1 ·nK1,S∂,K1 + |S∂,K2 |ΦDS

uK2 ·nK2,S∂,K2 .

(21)
• for all DS ∈ Dext,∂, S = K1|K2,∑

s∈EDS∩E D,ext

HDS,s = |S|ΦDS
uK2 · nK1,S. (22)

2) Let a scalar field ΨT = (ΨK)K∈T and a vector field vD = (vDS
)DS∈D. There

exist conservative fluxes HK,σ (for all K ∈ T , σ ∈ EK) such that∑
DS∈D

|K ∩DS|
(

vDS
· ∇DSΨT

)
+ |K|ΨKdivKvD =

∑
σ∈EK

HK,σ, ∀K ∈ T, (23)

and, for all σ ∈ E T,ext, σ ∈ EK ,

HK,σ =
( ∑
DS∈Dσ∩Dext,∂

S=K|L

|σ ∩DS|ΨK vDS

+
∑

DS∈Dσ∩Dext,∂/

S=K|L

|σ ∩DS|ΨL vDS

)
· nK,σ. (24)

Proof. We begin with the proof of (20), (21) and (22). We shall make use of the
definition of the discrete operators in (19). We remark that

uK · ∇KΦD = 1
|K|

( ∑
DS∈DK

uK · FK,S +
∑

DS∈DK,∂/
uK · FK,S∂,K

)
Corollary 3.4 gives the existence of conservative fluxes H̃DS,s such that
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• for all DS ∈ Dint ∪Dext,∂/,∑
s∈EDS

H̃DS,s =
∑
K∈T
|K ∩DS|

(
uK · ∇KΦD

)
−
(

uK1 ·FK1,S + uK2 ·FK2,S

)
, (25)

• for all DS ∈ Dext,∂ ,∑
s∈EDS

H̃DS,s =
∑
K∈T
|K ∩DS|

(
uK · ∇KΦD

)
. (26)

Moreover, on the boundary of the domain we have
• for all DS ∈ Dext,∂/, S = K1|K2,∑

s∈EDS∩E D,ext

H̃DS,s = uK1 · FK1,S∂,K1 + uK2 · FK2,S∂,K2 ,

• for all DS ∈ Dext,∂ , S = K1|K2,∑
s∈EDS∩E D,ext

H̃DS,s = uK1 · FK1,S. (27)

However, for all DS ∈ Dint ∪Dext,∂/, S = K1|K2, by definition and owing to (15), we
have

uK1 · FK1,S + uK2 · FK2,S = |S|ΦDS

(
uK1 − uK2

)
· nK1,S.

Owing to Lemma 3.5, for all DS ∈ Dint ∪Dext,∂/, S = K1|K2, we arrive at

uK1 · FK1,S + uK2 · FK2,S = −|DS|ΦDS
divDSuT.

Thus we can define HDS,s = H̃DS,s for all DS ∈ Dint ∪Dext,∂/, for all s ∈ EDS but also
for all DS ∈ Dext,∂ , for all s ∈ EDS ∩ E D,int. We modify the boundary fluxes so that∑
s∈EDS∩E D,ext

HDS,s =
∑

s∈EDS∩E D,ext̃

HDS,s −
(
uK1−uK2

)
·FK1,S, ∀DS ∈ Dext,∂ , S = K1|K2.

For instance, for DS ∈ Dext,∂ , S = K1|K2, the modified fluxes can be obtained by
substracting the term

(
uK1 − uK2

)
· FK1,S to an arbitrarily selected boundary flux,

the others remaining unchanged. The conservativity of the fluxes HDS,s directly comes
from the conservativity of the fluxes H̃DS,s since we only modify boundary fluxes (each
s ∈ E D,ext belongs to only one cell DS ∈ D). We can then readily verify that equalities
(20), (21) and (22) hold as a consequence of the definition of the fluxes HDS,s and of
equalities (25), (26) and (27).

We now turn to the proof of (23). The result is obtained by applying Theorem 2.7
while reversing the role of T and D. An edge s of a cell DS ∈ Dint∪Dext,∂/, S = K1|K2,
is splitted at most in two parts: sK1 and sK2 . Since we have the following equality

vDS
· ∇DSΨT = 1

|DS|
∑

s∈EDS

vDS
·GDS,s

= 1
|DS|

∑
s∈EDS

(
|sK1 |ΨK1vDS

· nDS,s + |sK2 |ΨK2vDS
· nDS,s

)
,
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it is natural to write

vDS
· ∇DSΨT = 1

|DS|
∑

s∈EDS

(
HDS,s

K1 + HDS,s
K2

)
where the fluxes HDS,s

Ki are defined by

HDS,s
Ki = |sKi |ΨKivDS

· nDS,s.

Then, Theorem 2.7 leads to the existence of conservative fluxes HK,σ such that∑
σ∈EK

HK,σ =
∑
DS∈D

|DS ∩K|
(

vDS
· ∇DSΨT

)
−

∑
DS∈DK

∑
s∈EDS

sK 6⊂∂K

HDS,sK
, ∀K ∈ T.

It remains to identify the second term in the right hand side∑
DS∈DK

∑
s∈EDS

sK 6⊂∂K

HDS,sK
= ΨK

∑
DS∈DK

vDS
·
∑

s∈EDS

sK 6⊂∂K

|sK |nDS,s.

We now remark that:
• if DS ∈ DK ∩Dint and sK ∈ EDS then s cannot belong to ∂K since interior edges

of T and D do not overlap by Assumption 2.6.
• if DS ∈ DK ∩ Dext,∂ and s ∈ EDS then sK ⊂ ∂K implies that sK = ∅ since

by convention boundary edges are associated to the exterior fictitious cell in this
case.

Thus we can write∑
DS∈DK

∑
s∈EDS

sK 6⊂∂K

HDS,sK
= ΨK

∑
DS∈DK

vDS
·
∑

s∈EDS

|sK |nDS,s

−ΨK

∑
DS∈DK,∂/

vDS
·
∑

s∈EDS

sK⊂∂K

|sK |nDS,s.

Owing to (18), we have ∑
s∈EDS

|sK |nDS,s = −|S|nK,S,

and since {sK ; s ∈ EDS , s ⊂ ∂K} = {σD;σD ∈ EKD ∩ ET,ext
D , σD ⊂ DS} when DS ∈

DK,∂/, we have, by definition,∑
s∈EDS

sK⊂∂K

|sK |nDS,s = |S∂,K |nK,S∂,K .
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We arrive at∑
DS∈DK

∑
s∈EDS

sK 6⊂∂K

HDS,sK
= −ΨK

∑
DS∈DK

|S|vDS
· nK,S −ΨK

∑
DS∈DK,∂/

|S∂,K |vDS
· nK,S∂,K

= −|K|ΨKdivKvD.

This gives the conclusion. The expression of the fluxes on the boundary comes directly
from the corresponding result in Theorem 2.7.

We can also prove the following equivalent duality result which is obtained by
reversing the role of the divergence and gradient operators.

Proposition 3.7. 1) Let a scalar field ΨT = (ΨK)K∈T and a vector field vD =
(vDS

)DS∈D. There exist conservative fluxes HDS,s (for all DS ∈ D, s ∈ EDS)
such that∑
K∈T
|K ∩DS|

(
ΨK divKvD

)
+ |DS|vDS

· ∇DSΨT =
∑

s∈EDS

HDS,s, ∀DS ∈ D,

(28)
and

• for all DS ∈ Dext,∂/, S = K1|K2,∑
s∈EDS∩E D,ext

HDS,s = |S∂,K1 |ΨK1vDS
·nK1,S∂,K1 + |S∂,K2 |ΨK2vDS

·nK2,S∂,K2 ,

(29)
• for all DS ∈ Dext,∂, S = K1|K2,∑

s∈EDS∩E D,ext

HDS,s = |S|ΨK2vDS
· nK1,S. (30)

2) Let a vector field uT = (uK)K∈T and a scalar field ΦD = (ΦDS
)DS∈D. There exist

conservative fluxes HK,σ (for all K ∈ T , σ ∈ EK) such that∑
DS∈D

|K ∩DS|
(

ΦDS
divDSuT

)
+ |K|uK · ∇KΦD =

∑
σ∈EK

HK,σ, ∀K ∈ T, (31)

and, for all σ ∈ E T,ext, σ ∈ EK ,

HK,σ =
( ∑
DS∈Dσ∩Dext,∂

S=K|L

|σ ∩DS|ΦDS
uK

+
∑

DS∈Dσ∩Dext,∂/

S=K|L

|σ ∩DS|ΦDS
uL
)
· nK,σ. (32)
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Proof. Proposition 3.7 is obtained by applying Proposition 3.6 twice. We denote e1 =
(1, 0) ∈ R2 and e2 = (0, 1) ∈ R2. Set u(i)

K = ΨKei and Φ(i)
DS

= vDS
· ei. We observe

that
2∑
i=1

ei · ∇KΦD,(i) = divKvD

and
divDSuT,(i) = ∇DSΨT · ei

hold. We then apply Proposition 3.6 twice for i = 1 and 2 and sum the obtained
results. Equations (28), (29) and (30) are readily deduced from (20), (21) and (22)
respectively.

In the same vein, we can prove (31) and (32) by setting vDS
= ΦDS

ei and ΨK =
uK · ei.

Two-point flux approximation (TPFA) Proposition 3.6 and 3.7 give local
discrete duality relations between these two operators through equations (23) and (28),
which can be seen as discrete counterparts of the equality stated in (Q2). Of course,
the local duality equations imply the following more standard global discrete duality
relation∑

Dσ∈D
|Dσ|vDσ · ∇DσΨT +

∑
K∈T
|K|ΨKdivKvD =

∑
σ∈E ext

σ=K|L

|σ|ΨL vDσ · nK,σ.

Discrete duality finite volume discretization (DDFV) Proposition 3.7 al-
lows us to justify the following local discrete duality relations, for all Dσ ∈ D,∑

K∈T
|K ∩Dσ|

(
ΨKdivKvD

)
+ |Dσ|vDσ · ∇DσΨT =

∑
s∈EDσ

HDσ ,s, (33)

and, for all Dσ∗ ∈ D,∑
K∗∈T∗

|K∗ ∩Dσ∗ |
(

ΨK∗divK∗vD
)

+ |Dσ∗ |vDσ∗ · ∇
Dσ∗ΨT∗ =

∑
s∈EDσ∗

H∗Dσ∗ ,s. (34)

Summing up these two relations gives a local duality relation for the discrete DDFV
operators

1
2

(∑
K∈T
|K ∩Dσ|

(
ΨKdivKvD

)
+
∑

K∗∈T∗
|K∗ ∩Dσ∗ |

(
ΨK∗divK∗vD

))

+ |Dσ,σ∗ |vDσ,σ∗ · ∇
Dσ,σ∗ΨT,T∗ =

∑
s∈E

D
σ,σ∗

HDσ ,s +H∗Dσ∗ ,s
2 , ∀Dσ,σ∗ ∈ D.

Obviously, we can also prove global relations from these equalities. A sum of equations
(33) over the cells Dσ ∈ D leads to∑

K∈T
|K|
(

ΨKdivKvD
)

+
∑
Dσ∈D

|Dσ|vDσ · ∇DσΨT =
∑

Dσ∈Dext

|σ|ΨLvDσ · nK,σ.
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Indeed, by conservativity, the interior fluxes HDσ ,s vanish whereas the boundary fluxes
are given by (30) since Dext,∂/ = ∅ in this case. Similarly, a sum of equations (34) over
the cells Dσ∗ ∈ D leads to∑

K∗∈T∗
|K∗|

(
ΨK∗divK∗vD

)
+

∑
Dσ∗∈D

|Dσ∗ |vDσ∗ · ∇
Dσ∗ΨT∗

=
∑

Dσ∗∈Dext

|σ|
2

(
ΨK∗ + ΨL∗

)
vDσ∗ · nK,σ.

Indeed, in this case, we have Dext,∂ = ∅ so that the boundary fluxes are given by (29).
Summing up these two relations we find the well-known global discrete duality for
DDFV operators

1
2

(∑
K∈T
|K|
(

ΨKdivKvD
)

+
∑

K∗∈T∗
|K∗|

(
ΨK∗divK∗vD

))
+

∑
Dσ,σ∗∈D

|Dσ,σ∗ |vDσ,σ∗ · ∇
Dσ,σ∗ΨT,T∗

=
∑

Dσ,σ∗∈Dext

|σ|2ΨL + ΨK∗ + ΨL∗

4 vDσ,σ∗ · nK,σ.

A Proof of Lemma 2.2 with H1 regularity
In this section, we prove Lemma 2.2 with H1 regularity for ωK (see Remark 2.3). Let
us denote by sj , j ∈ {1, .., n}, the n vertices of K listed in order as ∂K is traversed
counterclockwise and by σj the open line segment connecting sj−1 and sj . The sub-
scripts j are interpreted modulo n. We first introduce the constant function f defined
by

f : x ∈ K 7−→ 1
|K|

∑
σ∈EK

XK,σ.

We then consider two functions ϕ0, ϕ1 of class C∞ such that
• ϕ0 has a compact support in (sj−1, sj) and∫

σj

ϕ0 = 1.

• ϕ1 has a compact support in [sj−1, sj) and is identically equal to 1 in a neighbor-
hood of sj−1.

We define the function gj on σj by

s ∈ σj 7−→ gj(s) = f
(
sj−1

)
‖s− sj−1‖ϕ1(s)τK,σj + XK,σjϕ0(s)nK,σj ,
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where τK,σj stands for the unit vector, tangent to the edge σj , and such that τK,σj ·
nK,σj > 0. We readily verify that, for any j ∈ {1, ..., n},

gj(sj−1) = 0, gj(sj) = 0, and
∫
σj

gj · nK,σj = XK,σj . (35)

Moreover we have

∂gj
∂τK,σj

(s) = f
(
sj−1

)(
ϕ1(s) + ‖s− sj−1‖∇ϕ1(s) · τK,σj

)
τK,σj

+ XK,σj
(

∇ϕ0(s) · τK,σj
)

nK,σj , ∀s ∈ σj .

Hence, evaluating this expression at sj−1 and sj we find

∂gj
∂τK,σj

(sj) = 0 and ∂gj+1
∂τK,σj+1

(sj) = f(sj)τK,σj+1 .

We arrive at(
∂gj+1
∂τK,σj+1

· nK,σj −
∂gj

∂τK,σj
· nK,σj+1

)
(sj) = f(sj)τK,σj+1 · nK,σj . (36)

Equations (35) and (36) are exactly the compatibility conditions required to apply [4,
Theorem 7.1] which proves the existence of a function ωK ∈ Hs

(
K̊
)
, with s > 1, such

that {
∇·ωK = f, in K̊,
ωK = g, on ∂K.

The first equation corresponds to equality (2). Equality (3) is satisfied too since, for
all j, ∫

σj

ωK · nK,σj =
∫
σj

gj · nK,σj = XK,σj .

B Proof of Lemma 2.9
We denote P1, P2, ... Pn the n vertices of K, numbered clockwise, and (xj , yj) stands
for the coordinates of Pj . For Pi and Pj two consecutive vertices of K, we set(

ai,j
bi,j

)
=
(
xj − xi
yj − yi

)
.

We introduce the unit normal vector nij to the edge [Pi, Pj ]: nij = 1√
a2
i,j+b2

i,j

(
−bi,j
ai,j

)
.

We consider a certain quantity wi = (wxi , w
y
i ) ∈ R2 stored at the vertices. We associate

to such a quantity the vector

W =


w1
w2
...
wn

 ∈ R2 × Rn ' R2n.
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Let U be the square matrix

U =
(1

2 0
0 1

2

)
.

We denote A ∈M2n,2n the non invertible matrix defined blockwise by

A =



U U 0 0 . . . 0
0 U U 0 . . . 0
... . . . . . . . . . ...
0 . . . 0 U U 0
0 . . . 0 0 U U
U 0 0 . . . 0 U


.

For Pi and Pj two consecutive points of P, we set zi,j = wi+wj

2 ∈ R2 and we introduce
the vector

Z =


z1,2
z2,3
...

zn−1,n
zn,1

 = AW ∈ R2n.

Finally, let N ∈Mn,2n be the matrix with n rows and 2n columns

N =


nx1,2 ny1,2 0 0 . . . . . . 0 0

0 0 nx2,3 ny2,3 0 0 . . . 0 0
...

...
...

...
0 0 . . . . . . 0 nxn−1,n nyn−1,n 0 0
0 0 . . . . . . 0 0 0 nxn,1 nyn,1

 .

We consider the linear application
Φ : R2n −→ Rn

W 7−→ NAW
The statement in Lemma 2.9 is equivalent to the claim: Φ is surjective. We introduce
its transpose operator

Φᵀ : Rn −→ R2n

q 7−→ AᵀN ᵀq
We are going to show that Φᵀ is injective. To this end let q ∈ Rn such that Φᵀ(q) = 0,
that is to say

Φᵀ


q1
q2
...
qn

 = 1
2


q1n1,2 + qnnn,1
q1n1,2 + q2n2,3

...
qn−1nn−1,n + qnnn,1

 = 0.

As K is a polygon with n edges, there exist two consecutive edges [Pi, Pj ] and [Pj , Pk]
that are not on the same line; it follows that ni,j and nj,k are linearly independent.
From the line qini,j+qjnj,k = 0 of the above vector equality, we first deduce that qi = 0
and qj = 0 and then we successively obtain from the other lines that q = 0, therefore
Ker(Φᵀ) = {0} and Φᵀ is injective. Consequently, Φ is surjective and Lemma 2.9 is
proved.
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C A few basic facts on P1 basis functions
Let us remind the reader a few basic facts about the P1 basis functions used in Sec-
tion 2.2.1. We consider a triangle T whose vertices are denoted P0, P1 and P2, see
Fig. 13 at left. We are interested in the basis function φ0, which is P1 on the triangle
T and takes value 1 at P0, while it vanishes on the other vertices P1 and P2. We thus
have

φ0(x, y) = ax+ by + c for (x, y) ∈ T ,

The constants (a, b, c) are determined by solving the linear system

ax0 + by0 + c = 1,
ax1 + by1 + c = 0,
ax2 + by2 + c = 0.

We are thus led to compute the following determinants

D =

∣∣∣∣∣∣
x0 y0 1
x1 y1 1
x2 y2 1

∣∣∣∣∣∣ ,
and

Da =

∣∣∣∣∣∣
1 y0 1
0 y1 1
0 y2 1

∣∣∣∣∣∣ , Db =

∣∣∣∣∣∣
x0 1 1
x1 0 1
x2 0 1

∣∣∣∣∣∣ , Dc =

∣∣∣∣∣∣
x0 y0 1
x1 y1 0
x2 y2 0

∣∣∣∣∣∣ .
We arrive at

a = Da

D
, b = Db

D
, c = Dc

D
.

Note that D is nothing but twice the area of the triangle T . Consequently, the gradient
of φ0 is the constant vector given by

∇φ0 =
(
Da/D
Db/D

)
= 1

2|T |

(
y1 − y2
x2 − x1

)
= 1

2|T |(
−−−→
P1P2)⊥,

which is therefore orthogonal to P1P2. This corresponds to the intuition: (x, y) 7→
φ0(x, y) is non negative and it vanishes on the segment [P1, P2] so that its gradient has
no component along (P1P2) and it points inward T .
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h
T ′

T

Figure 13: Properties of the piecewise P1 basis

We now consider two adjacents triangles T = (P0P1P2) and T ′ = (P0P2P3) with
P1, P2 and P3 aligned as presented in Fig. 13 at right. We are again interested in the
basis function φ0, which is piecewise P1 on the triangles T , T ′ and takes value 1 at P0,
while it vanishes on the other vertices P1, P2 and P3. The computation above leads to

∇φ0|T = 1
2|T |(

−−−→
P1P2)⊥, and ∇φ0|T ′ = 1

2|T ′|(
−−−→
P2P3)⊥.

In the specific case we are interested in, the three points P1, P2, P3 are aligned, and
thus ∇φ0|T and ∇φ0|T ′ are colinear. Moreover, the two triangles T and T ′ share the
same height h and we have 2|T | = h‖

−−−→
P1P2‖ and 2|T ′| = h‖

−−−→
P2P3‖. Let ~u be the unit

vector, orthogonal to the axis P1P3 and pointing inward T (and T ′). It follows that

∇φ0|T = ~u

h
= ∇φ0|T ′ .
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