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Abstract—This paper presents a fully adaptive Minimum Mean
Square Error (MMSE) iterative equalization with a joint phase
estimation, using various adaptive step-sizes scheme. To meet the
requirement of fast convergence and low MSE over time-varying
channels, we propose an original self-optimized algorithm whose
step-sizes are updated adaptively and assisted by soft-information
provided by the channel decoder in an iterative manner. Simula-
tion results show that our proposal achieves better performance
over various multipath time-varying channels, compared to the
conventional equalizer using a fixed step-size.

Index Terms—turbo equalization, phase estimation, adaptive
algorithms

I. INTRODUCTION

The choice of step-sizes for adaptive algorithms has a
considerable impact, in particular on the UnderWater Acous-
tic (UWA) communication system performance; however, by
essence, this choice is difficult in practice and often leads to
severe performance degradation.
We consider this issue for two adaptive algorithms that are cru-
cial at the receiving side when the channel is doubly selective:
equalization and phase synchronisation. Indeed, iterative turbo
equalization [1]–[3] can be difficult when the InterSymbol
Interference (ISI) due to multipath propagation is severe; also,
accurate adaptive phase recovery may be critical in the case
of high Doppler frequency variations [4]–[10].

The performance of the standard Minimum Mean Square
Error (MMSE) iterative equalization depends on its constant
step-size [3], [11]–[14]; in particular, the step-size controls
both the convergence speed and the steady-state MSE of the
algorithm; hence it affects significantly the performance of
the adaptive equalizer. Furthermore, for time-varying chan-
nels such as underwater acoustic channels, algorithms using
constant step-sizes are unable to achieve a good trade-off
between the performance and the convergence speed. However,
most of the existing literature concerned with MMSE adaptive
step-size filters [8], [9], [15]–[17] did not consider the case
of turbo equalization; [18] (resp. [19]) proposed an iterative
equalization scheme based on the least-symbol-error-rate [20]
with a constant (resp. variable) step-size; besides it was not
designed to track phase drifts of challenging channels, its high
complexity makes it poorly suited for both embedded systems
and fast time-varying channels.

In this paper, we propose an original adaptive step-size
algorithm for joint equalization and phase estimation for
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Fig. 1. System model.

which the soft information exchanged between the equalizer
and the channel decoder can also be used for adjusting the
adaptive step-size, as it is an appealing indicator of the symbol
reliability. The proposed algorithm for joint phase recovering
and equalization allows a faster convergence speed, a better
tracking performance over time-varying channel and a lower
mean square error compared to the constant step-size case.

The paper is organized as follows. Section II describes
the system model. Section III presents the adaptive step-size
equalization - phase estimation algorithm. Numerical results
obtained over some time-varying channels and a real UWA
channel are displayed in Section IV. At last, some conclusions
are made in Section V.

II. SYSTEM MODEL

The transmission scheme is displayed in Fig. 1. A binary
information sequence b is encoded by a channel encoder into
a sequence of coded symbols c [21], [22]. A bit interleaver
Π is then performed to increase the code diversity, and each
set of m = log2M interleaved coded bits are mapped into
a M-QAM complex symbol sk in the alphabet χ. A known
training sequence is added to the coded symbols, which allows
the receiver to perform several baseband processing such
as synchronization and frame detection [2], [23]–[27]. The
obtained signal s is finally transmitted through a doubly-
selective channel. In our simulations, we tested our proposal
over an underwater channel provided by [28] (e.g. Fig. 2 shows
some impulse responses of a BCH1 channel measured off the
commercial harbour of Brest in France, over a distance of 800
m at different times) and also a synthetic channel provided by
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Fig. 2. Impulse responses at time t = 5, 10 s of BCH1 channel.

[2]. The received symbols can be written as:

rk =
∑
l

hl (k) sk−l + wk, (1)

where at time index k, hl (k) indicates the channel response,
and wk is an Additive White Gaussian Noise (AWGN).

At the receiver side of Figure 1, both the phase variation and
ISI caused by the time-varying multipath channel need to be
combated to achieve good performance through several signal
processing algorithms. Therefore, the receiver performs the
equalization and phase synchronization algorithm as described
in the next section. Thereafter, the obtained symbols zk are fed
into the Symbol to Bit Converter (SBC) in order to compute
the Log-Likelihood Ratio (LLR) values from the equalized
symbol zk [2]:

zk = β0s̃k + νk, (2)

where β0s̃k is the desired signal with a constant bias factor
β0 and νk is a Gaussian noise of variance σ2

v . The LLRs of
the mapped bits li(s), (i = 0, 1, ..., log2M − 1) is given by:

LLR
(
li(s)

)
= ln

∑
x∈χ1

b

exp
(
− |zk−β0x|2

σ2
v

)
∑
x∈χ0

b

exp
(
− |zk−β0x|2

σ2
v

) , (3)

where li(s) is the i-th bit of symbol s and χib denotes the set
of the constellation points whose i-th bit is b = 1 or 0.

Then, the channel decoder is applied; its extrinsic soft
information output is used by the Bit to Symbol Converter
(BSC) to obtain the soft estimated symbol s̄k [2]. Finally,
the symbols s̄k are used in the next iteration of our proposed
joint equalization - phase synchronization algorithm. Finally,
after pmax iterations (i.e. equalization/channel decoder), a hard
decision on the LLRs at the output of the decoder is made to
estimate the user information bits.

III. THE PROPOSED ADAPTIVE TURBO EQUALIZER

A. Equalizer structure

Fig. 3 presents the equalizer - phase estimator structure;
two filters fk and gk are fed by the output channel sequence
Rk = [rk+L1

, · · · , rk−L1
]
T and the symbol sequence S̃k =

[s̃k+L2 , · · · , s̃k−L2 ]
T respectively, where s̃k denotes either the
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Fig. 3. Joint equalizer - phase estimator structure.

known preamble or the soft estimated symbol at the previous
iteration for p > 0. The equalized symbol at time k is:

zk = fTkRke
−jθk − gTk S̃k, (4)

where fk = [f−L1
(k) , · · · , fL1

(k)]T (resp. gk =
[g−L2

(k) , · · · , g0 (k) = 0, · · · , gL2
(k)]T ) is a transversal

filter equalizer of length 2L1 + 1 (resp. 2L2 + 1), and θk is
the estimated phase error; at each iteration p (less than pmax)
the transversal filter gk aims at filtering the residual ISI on
the equalized symbol at the previous iteration. The index (p)
is dropped in the sequel.

The coefficients of the filters are updated in order to
minimize the MSE given by:

J (fk, gk, θk) == E
k

(
E
x

(
Pr (x | zk) | x− zk |2

))
, (5)

where E (d) designates the expectation of d and:

Pr (x | zk) =
Pr (x) Pr (zk | x)∑

x′∈χ
Pr (x′) Pr (zk | x′)

, (6)

with:

Pr (zk | x̃) =
1

πσ2
v

exp

(
−| zk − β0x̃ |

2

σ2
v

)
. (7)

It is important to note that in contrast to previous works [2],
[8], [9], [11]–[13], the calculation of the MSE of equation
(5) encompasses all synchronisation modes (Data-Aided (DA),
Non-Data-Aided (NDA) and Code-Aided(CA)); in particular,
for the CA mode, the probability of the constellation point
x ∈ χ can be computed using the LLR values (see (3)) at the
output of the channel decoder.

With some basic mathematical derivations, we can
obtain ∂J

∂fk
, ∂J
∂gk

and ∂J
∂θk

.
Using the gradient descent algorithm, the filter coefficients fk,
gk and the estimated phase error θk are updated as:

fk+1 = fk −
µ
2
∂J
∂fk

,

gk+1 = gk −
µ
2
∂J
∂gk

,

θk+1 = θk − γ
2
∂J
∂θk

,

(8)

where µ and γ are the step-sizes.



B. Adaptive step-size algorithm

We propose to optimize the step-sizes µ and γ in an adaptive
manner on the coefficients trajectory so as to minimize the
MSE (see (5)). Using the gradient descent algorithm, the step-
sizes µ and γ are updated as:{

µk+1 = µk − α
2
∂J
∂µ .

γk+1 = γk − β
2
∂J
∂γ .

(9)

where ∂J
∂µ and ∂J

∂γ can easily be obtained with some basic
mathematical derivations.

It should be noted that, in contrast to state-of-the-art so-
lutions [2], the proposed adaptive step-sizes are continuously
and blindly updated on the whole information burst and exploit
the soft information of each received symbol provided by the
channel decoder at the previous iteration; this contributes to a
good equalization - phase error estimation performance. In
addition, note that for the adaptive step-size equalizer, the
values of the second-order step-sizes α and β do not influence
considerably the system performance, and can therefore be
chosen in a large range.

IV. SIMULATION RESULTS

A. Synthetic time varying channel

In our simulations, a training sequence of 100 symbols is
transmitted before each user frame. At the receiver side, pmax
is fixed to 10. We consider the synthetic channel [2]:

hl (k) =

√
Pl
I

I∑
i=1

ej(kεπ cosψl,i+ζl,i), (10)

where the Doppler shift is characterised by ε, Pl denotes
the mean power of the l-th channel path, ψl,i and ζl,i are
uniform random variables over [0, 2π[; I is fixed to 10 and
(10) has three paths having all the same mean power [2] in
our simulation.

We evaluate the performance of our proposal by considering
2 scenarios, for all of which the initial Doppler shift is equal
to 0.001 and linearly changes to reach the value εmax at the
end of the received block. In the first scenario, we consider a
relatively slow variation where ε1max = 0.002, for the second
scenario, the Doppler shift at the end of the received block is
equal to ε2max = 0.005. The number of taps for fk and gk
are equal to 13 and 19 respectively, the central coefficient of
fk is set to 1.

Fig. 4 (resp. Fig. 5) compares the BER performance be-
tween the proposed fully adaptive step-size algorithm over the
whole frame, the so-called ”CS tracking” algorithm for which
the step size is adaptive during the initial training sequence and
then fixed during the information frame to the value reached at
the end of the preamble, and finally the algorithm for which the
step size is fixed to the initial value for all symbols transmitted
over the time varying channel (10) with ε1max (resp. ε2max)
for both the QPSK and 16-QAM constellations. It can first
be observed that for all scenarii, the proposed fully adaptive
step-size algorithm achieves a considerable performance gain
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Fig. 4. BER comparison over the channel (10) for ε1max = 0.002 for both
the QPSK and the 16-QAM constellations.
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Fig. 5. BER comparison over the channel (10) for ε2max = 0.005 for both
the QPSK and the 16-QAM constellations.

compared to the conventional constant step-size algorithm.
Moreover, it can be observed that the gain obtained with the
proposed algorithm compared to the conventional algorithm
increases with the Doppler shift variation speed.

Fig. 6 displays the MSE curves for ε2max = 0.005 for
QPSK constellation at 8.5 dB for all studied algorithms.
It can be observed that the proposed fully adaptive step-
size algorithm has the best tracking performance among the
considered algorithms.

B. Watermark [28]

User frames of 1024 bits are coded with a turbo code of
rate 1/3 with generator polynomials equal to (5, 7)octal; the
coded bits are then interleaved and transformed into a sequence
of M-QAM symbols. A training sequence of 511 symbols is
transmitted before each user frame and pmax is fixed to 5.
The information is transmitted at a bit rate of 1.4 kbit/s at a
35 kHz carrier frequency over the BCH1 channel [28] (e.g.
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Fig. 2). The number of taps for fk and gk are 21 and 31
respectively.

Fig. 7 compares the BER performance between the proposed
fully adaptive step-size algorithm, the so-called “CS tracking”
algorithm for which the step-size is adaptively updated over
the preamble, followed by a tracking period with a constant
step-size obtained at the end of the preamble, and finally the
algorithm for which the step size is fixed to the initial value for
all symbols transmitted over the underwater channel BCH1 for
the QPSK constellation. It can be observed that the proposed
fully adaptive step-size algorithm achieves a gain of 1.5 to 2
dB compared to the conventional constant step-size algorithm.

V. CONCLUSION

This paper proposes an original new joint equalizer - phase
estimator algorithm with adaptive step-sizes. It leads to good
BER performance by achieving a good trade-off between the
convergence speed and accuracy over time-varying channels.
Simulation results of our proposal shows a significant BER

improvement compared to the conventional solutions, in par-
ticular for time-varying channel with high Doppler shifts.
Finally, in the future it seems very interesting to design fully
adaptive algorithms for equalization and phase synchronisation
for rotated constellations [29]–[34] so as to take advantage
of the inherent diversity of rotated constellations without any
bandwidth loss.
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de capteurs de l’iot médical,” Internet des objets, 1 (Numéro 1), 2017.
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