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Core size of a random partition for the Plancherel measure

Salim Rostam∗

Abstract
We prove that the size of the e-core of a partition taken under the Poissonised Plancherel

measure converges in distribution to, as the Poisson parameter goes to +∞ and after a
suitable renormalisation, a sum of e− 1 mutually independent Gamma distributions with
explicit parameters. Such a result already exists for the uniform measure on the set of
partitions of n as n→ +∞, the parameters of the Gamma distributions being all equal. We
rely on the fact that the descent set of a partition is a determinantal point process under the
Poissonised Plancherel measure and on a central limit theorem for such processes.

1 Introduction
The conjugacy classes of the symmetric group Sn on n letters are parametrised by the set
Pn of partitions of the integer n. These are the sequences λ = (λ1 ≥ λ2 ≥ . . . ) of positive
integers with sum |λ| := n. In particular, the irreducible complex representations Sλ of Sn

can be parametrised by λ ∈ Pn. It turns out that one can do this parametrisation such that
the dimension of Sλ as a C-vector space is the number #Std(λ) of standard Young tableaux
of shape λ, so that one has the formula

n! =
∑
λ∈Pn

#Std(λ)2 (1.1)

(see, for instance, [Sa]). Quotienting by n!, the above equality exhibits a particular probability
measure Pln on Pn, known as the Plancherel measure. The equality (1.1) can also be seen as
a consequence of the Robinson–Schensted correspondence between permutations in Sn and
pairs of standard Young tableaux of the same shape with n boxes, for which the Plancherel
measure Pln is then the image of the uniform measure of Sn. This correspondence has many
other additional properties, namely: if λ = (λ1 ≥ . . . ) ∈ Pn corresponds to σ ∈ Sn, then λ1
is exactly the length of a longest increasing subsequence in σ (see, for instance, [Rom, Sa]
for more details).

A natural question is the following: what does the probability measure Pln on Pn look like?
The question for an arbitrary n is quite complicated, however there is a very nice description
as n→ +∞. Namely, Logan–Shepp [LoSh] and independently Kerov–Vershik [KeVe] proved
that there exists a universal limit shape Ω for the partitions taken under Pln. More precisely,
the rim of a partition λ ∈ Pn converges uniformly in probability under Pln to the limit shape
Ω as n → +∞. We represent in Figure 1 such a large partition, drawn with the Russian
convention for the Young diagram, together with the limit shape1. Note that there exist
limit shapes for other probability measures on Pn, namely, the uniform measure ([Ve], with
many other examples inside), the Gelfand measure [LoSh, Mé10, Mé11] and the family of
Schur–Weyl measures [Bi, FéMé], the latter being a generalisation of the Plancherel measure.
These limit shape results, which are analogues of the law of large numbers, have analogues
of the central limit theorem. The first result of this kind was given by Kerov [Ke] for the
Plancherel measure: the difference between the partition and the limit shape converges in
distribution to a generalised Gaussian process (see, for instance, [IvOl, FéMé, Mé11, BoSu-a]
for further results on this direction).

∗Univ Rennes, CNRS, IRMAR - UMR 6625, F-35000 Rennes, France
1Figures 1, 5 and 6 were obtained using SageMath [SM].
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Figure 1: Universal limit shape for the partitions under the Plancherel measure (here with
n = 700).

We now focus on the Plancherel measure Pn. The derivative of the limit shape Ω
represents the proportion of “up” and “down” steps made by the Young diagram at a given
position. The “down” steps are the element of the descent set

D(λ) := {λa − a : a ≥ 1} ⊆ Z.

Now if we look at several positions at the same time, for a given (finite) set X ⊆ Z we are
interested in Pln

(
X ⊆ D(λ)

)
. These quantities as functions of X are known as correlation

functions. It turns out that these correlation functions are well-understood for the Poissonised
Plancherel measures on P = qn≥0Pn. Given t > 0, the Poissonised Plancherel measure plt
is the Plancherel measure Pln where the n is chosen by a Poisson variable of parameter t. In
other words, setting Pln(λ) = 0 if |λ| 6= n, for any λ ∈ P we have

plt(λ) = exp(−t)
+∞∑
n=0

tn

n!Pln(λ).

(We denote by exp the exponential function, to avoid any ambiguity with an integer e ≥ 2
that we will intensively use in the sequel.) Borodin, Okounkov and Olshanski [BOO] prove
that for any fixed s ≥ 1 and x1, . . . , xs ∈ Z pairwise distinct, we have

plt
(
x1, . . . , xs ∈ D(λ)

)
= det

[
Jt(xa, xb)

]
1≤a,b≤s, (1.2)

where Jt is the discrete Bessel kernel, built with Bessel functions of the first kind. This
means that the discrete point process D(λ) is determinantal, with kernel Jt. Under some
conditions on x1, . . . , xs, they were able to de-Poissonise the result, proving that the limit of
Pln
(
x1, . . . , xs ∈ D(λ)

)
as n→ +∞ satisfies an equality like (1.2), where the discrete Bessel

kernel Jt is replaced by the discrete sine kernel.
Determinantal point processes are well-studied and appear for instance in the theory

of random matrices and in mathematical physics (see, for instance, [So00-a, §2]). Given a
determinantal point process, for each t > 0 let It ⊆ R be an interval and #t the number of
points of the determinantal point process inside It. Then under some conditions we have the
following central limit theorem:

#t − E#t√
Var#t

d−−−−→
t→+∞

N (0, 1),
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where N (0, 1) is the standard Gaussian distribution. This convergence in distribution was
first established by Costin–Lebowitz [CoLe] for the sine kernel, and was then generalised
for more general kernels by Widom and Soshnikov [So00-b, So00-a]. In the context of the
determinantal point process D(λ), this central limit theorem was namely used by Bogachev
and Su [BoSu-a, BoSu-b] to prove a pointwise analogue of Kerov’s central limit theorem [Ke].

Now let e ∈ Z≥0. We say that a subset D ⊆ Z satisfies the property (RHe) if there
exists b ∈ D such that b− e /∈ D. If D ⊆ Z satisfies (RHe), we denote by RHe(D) the set of
diagrams D′ ⊆ Z obtained from D by D′ = (D \ {b}) ∪ {b− e} where b ∈ D is as above.

If λ is a partition, saying that its descent set D(λ) satisfies (RHe) is equivalent to saying
that one can remove a certain subset of e adjacent boxes of the rim of the Young diagram
of λ (an e-rim hook), the resulting diagram being still the Young diagram of a partition. Now
D(λ) satisfies D(λ) ⊇ Z≤a for some a ∈ Z. In particular, there exists a (minimal) integer
we(λ) ∈ Z≥0 such that any sequence D(0), . . . , D(k) with:

• D(0) = D(λ),
• for any 0 ≤ a < k, the set D(a) ⊆ Z satisfies (RHe) and D(a+1) ∈ RHe

(
D(a)),

satisfies k ≤ we(λ). The integer we(λ) is the e-weight of λ. A sequence as above with
k = we(λ) is not necessarily unique, however the set D(we(λ)) is uniquely determined from λ.
The partition λ that corresponds to D(we(λ)) is the e-core of λ. Saying that two partitions
λ, µ ∈ Pn have the same e-core is equivalent to saying that the Young diagrams of λ and µ
have the same number ci(λ) of i-nodes for all i ∈ Z/eZ (see [JaKe, §2.7]). It is also equivalent
to λ and µ belonging to the same block of a certain Iwahori–Hecke algebra (see, for instance,
[Ma, Chapter 5]).

If a limit shape exists for a given probability measure on Pn for n → +∞, it is thus
natural to ask what is the behaviour of λ as n→ +∞. When Pn is endowed with the uniform
measure, Lulov–Pittel [LuPi] and later Ayyer–Sinha [AySi] proved that π√

n
|λ| converges in

distribution to the Gamma distribution Γ
(
e−1

2 ,
√

6
)
with shape e−1

2 and scale
√

6. In this
paper, we study the behaviour of |λ| as t → +∞ when λ is taken under the Poissonised
Plancherel measure plt. As in [LuPi, AySi] we rely on the following identity:

|λ| = e

2
∑

i∈Z/eZ

xi(λ)2 +
e−1∑
i=0

ixi(λ),

where xi(λ) := ci(λ) − ci+1(λ). Now the work of [LuPi, AySi] both namely rely of the
asymptotics of Hardy–Ramanujan for the partition function #Pn. For our means, as
in [BoSu-a, BoSu-b] we rely heavily on the fact (1.2) that D(λ) is determinantal [BOO] and
we then exploit the first order asymptotics of Bessel functions. Our first result is the following
(see Proposition 4.13 and Theorem 4.53), where Et, Vart and Covt respectively denote the
expectation, variance and covariance with respect to plt.
Theorem A. Under the Poissonised Plancherel measure plt, as t→ +∞ we have:

Etxi(λ) = O(1),

Covt
(
xi(λ), xj(λ)

)
∼ 2
√
t

πe2

[
cot(j − i+ 1

2 )πe − cot(j − i− 1
2 )πe

]
,

for all i, j ∈ Z/eZ. In particular, we have Vartxi(λ) ∼ 4
√
t

πe2 cot π
2e .

We can already deduce the following asymptotics (Proposition 5.1):

Et|λ| ∼
2
√
t

π
cot π2e ,

as t→ +∞. To compare with [LuPi, AySi], when λ in taken under the uniform measure on
Pn then E|λ| ∼ e−1

2π
√

6n as n → +∞. We then show that we can apply the central limit
theorem [So00-b] with the variables xi(λ) for i ∈ Z/eZ (Theorem 5.5).
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Theorem B. The random vector

e

√
π

2

(
xi(λ)
t1/4

)
i∈Z/eZ

,

converges in distribution as t → +∞ to the centred normal distribution with covariance
matrix

(
cot(j − i+ 1

2 )πe − cot(j − i− 1
2 )πe

)
i,j∈Z/eZ.

In particular, as t → +∞ the variables t−1/4xi(λ) and t−1/4xj(λ) for i 6= j are not
independent. We show in fact that the variables

∑e−1
i=0 ζ

it−1/4xi(λ) are (Gaussian and)
mutually independent as t→ +∞ for ζ 6= 1 a complex e-th root of unity. We then deduce
our main result, Theorem 5.9.
Theorem C. Under the Poissonised Plancherel measure plt, as t→ +∞ the rescaled size
π

4
√
t
|λ| of the e-core of λ converges in distribution to a sum of mutually independent Gamma

distributions Γ
( 1

2 , sin
kπ
e

)
for k ∈ {1, . . . , e− 1}.

The difference between our main theorem and the result of [LuPi, AySi] is twofold:
• our convergence is for the Poissonised Plancherel measure plt on P as t→ +∞, and

the not for the uniform measure on Pn as n→ +∞,
• the Gamma distribution Γ

(
e−1

2 ,
√

6
)

=
∑e−1
k=1 Γ

( 1
2 ,
√

6
)
is for us split into e− 1 sum-

mands with different scale parameters.
Note that the order

√
t of |λ| corresponds to the order

√
n of [LuPi, AySi], at it was already

noted for the expectation. As in [BOO, Jo] it should also be possible to state Theorem C for
the Plancherel measure Pln for n→ +∞. This process, the so-called de-Poissonisation, will
not be considered here. Finally, as it is mentioned in [CoLe, So00-b], the convergence in the
central limit theorem holds in fact in moments, so that we deduce

Vart|λ| ∼
4et
π2 ,

as t→ +∞ (Corollary 5.12).

We now give the outline of the paper. In Section 2 we recall the result from Borodin-
Okounkov-Olshanski saying that D(λ) is a determinantal point process under plt. In Section 3
we recall the notion of e-core of a partition. Namely, in Definition 3.7 we define the variables
xi(λ) := ci(λ)− ci+1(λ), which we relate in (3.12) to |λ| by a quadratic polynomial and in
Lemma 3.13 to D(λ) in a view to applying the central limit theorem of Costin–Lebowitz
and Soshnikov for determinantal point process. Section 4 is devoted to expectation and
covariance calculations. In §4.1 we show how we will apply the central limit theorem to xi(λ).
In §4.2 we prove that the expectation Etxi(λ) of xi(λ) under the Poissonised Plancherel
measure plt is bounded (Proposition 4.13). Subsection §4.4 is the technical heart of the
paper. We compute the first order asymptotics of the covariance Covt

(
xi(λ), xj(λ)

)
under

plt for i 6= j ∈ Z/eZ (Theorem 4.53). We deduce in §4.5 the first order asymptotics of the
variance Vartxi(λ) under plt (Corollary 4.55). In Section 5 we apply the preceding results to
study the asymptotics of |λ| when λ is taken under the Poissonised Plancherel measure plt as
t→ +∞. We first obtain in Proposition 5.1 the asymptotics of the expectation Et|λ|. Using
the central limit theorem of Costin–Lebowitz and Soshnikov, we obtain in Theorem 5.5 that
the random vector

(
xi(λ)

)
i∈Z/eZ converges in distribution to a certain centred normal vector.

Then using a contour integration to compute the eigenvalues of the covariance matrix, we
deduce our main result, Theorem 5.9, which says that |λ|/

√
t converges in distribution under

plt as t→ +∞ to a sum of squares of mutually independent centred Gaussian variables, that
is, a sum of mutually independent Gamma variables of shape 1

2 . Since the convergence in
the central limit theorem holds in moments, we deduce in Corollary 5.12 the asymptotics of
the variance Vart|λ|. Finally, in Section 6 we apply the preceding results to compute the first
order asymptotics of ci(λ) under the Poissonised Plancherel measure plt (Proposition 6.1).
It turns out that we can recover this result in the (non-Poissonised) Plancherel setting
(Proposition 6.4) using the law of large numbers of Logan–Shepp and Kerov–Vershik.
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2 Setting
Let n ∈ Z≥0.

2.1 Partitions
Partitions A partition of n is a non-increasing sequence λ = (λ1 ≥ · · · ≥ λh > 0) of
positive integers with sum |λ| :=

∑h
a=1 λa = n, in which case we write h =: h(λ) ≥ 0. We

denote by Pn the set of partitions of n and P := tn≥0Pn. The conjugate of λ, denoted by λ′,
is the partition given by λ′a = #{b ≥ 1 : λb ≥ a} for all a ∈ {1, . . . , λ1}.

Young diagrams The Young diagram of λ ∈ Pn is the subset Y(λ) of Z2
≥0 given by

Y(λ) :=
{

(a, b) ∈ Z2
≥0 : 0 ≤ a < h(λ) and 0 ≤ b < λa

}
.

We identify the node (a, b) ∈ Y(λ) with the (square) box with opposite vertices (a, b) and
(a+ 1, b+ 1).
Example 2.1. The Young diagram associated with the partition (4, 3, 2, 2) is .

The Young diagram of λ′ is obtained by flipping Y(λ) with respect to the diagonal, in
other words, we have (a, b) ∈ Y(λ′) ⇐⇒ (b, a) ∈ Y(λ).

A standard tableau of shape λ is a bijection t : Y(λ)→ {1, . . . , n} such that t increases along
the rows and down the columns, in other words for (a, b) ∈ Y(λ) we have t(a, b) > t(a+ 1, b)
if (a + 1, b) ∈ Y(λ) and t(a, b) > t(a, b + 1) if (a, b + 1) ∈ Y(λ). We denote by Std(λ) the
set of standard Young tableaux of shape λ. Note that Std(λ) and Std(λ′) are naturally in
bijection.

Russian convention Rotating the Young diagram of λ′ by an angle of 3π
4 and applying

a linear homothety of ratio
√

2 gives the Russian convention for the Young diagram of λ. We
denote by ωλ : R→ R the upper rim of the resulting diagram, extending ωλ by ωλ(x) := |x|
outside the diagram. Then ωλ is a continuous piecewise linear function such that:

• for each k ∈ Z we have
ω′λ|(k,k+1) = ±1, (2.2)

• we have ωλ(x) = |x| for |x| � 0 (more precisely, for x ≤ −λ′1 or x ≥ λ1),
• we have

∫
R
[
ωλ(x)− |x|

]
dx = 2n, in particular each box in the Young diagram of λ in

the Russian convention has area 2 and semi-diagonal length 1.
An illustration of the construction of ωλ is given in Figure 2. Note that for any x ∈ R we
have

ωλ′(x) = ωλ(−x). (2.3)

Descent set Yet another way to look at a partition λ is to consider its descent set, or
β-set (in the terminology of [BOO] and [Ol], respectively), defined as

D(λ) =
{
λa − a : a ≥ 1

}
⊆ Z,

with λa := 0 if a > h(λ). The set D(λ)∩Z≥0 is finite, while D(λ) ⊇ Z<−h(λ). The terminology
descent set is justified by the following:

k ∈ D(λ) ⇐⇒ ωλ(k) > ωλ(k + 1), (2.4)

5



x

y

y = ωλ(x)

Figure 2: Russian convention for the Young diagram of λ = (4, 3, 2, 2)

x

y

y = ωλ(x)

Figure 3: Descent set D(λ) = {3, 1,−1,−2,−5,−6,−7, . . .} for λ = (4, 3, 2, 2)

for any k ∈ Z. If particular, using (2.3) we recover the following classical relation:

D(λ′) = −D(λ)c − 1. (2.5)

An example of descent set is given in Figure 3.

2.2 Plancherel measure
Plancherel measure Recall from the introduction the following identity:

n! =
∑
λ∈Pn

#Std(λ)2. (2.6)

Definition 2.7. The Plancherel measure on the set Pn of the partitions of n is given by

Pln(λ) := #Std(λ)2

n! ,

for all λ ∈ Pn.

6



If λ′ denotes the conjugate partition of λ, we have #Std(λ′) = #Std(λ) thus

Pln(λ) = Pln(λ′). (2.8)

Definition 2.9. Let t > 0. The Poissonised Plancherel measure plt on the set P of all
partitions is given for λ ∈ P by

plt(λ) := exp(−t)t|λ|
(

#Std(λ)
|λ|!

)2
.

In other words, setting Pln(λ) := 0 if |λ| 6= n, we have

plt = exp(−t)
∑
n≥0

tn

n!Pln.

We use the notation exp for the exponential function since the notation e will be used
for an integer later (see §3). It follows from (2.8) that if Λ is any set of partitions and
Λ′ := {λ′ : λ ∈ Λ} then

plt(Λ) = plt(Λ′). (2.10)

Correlation function
Definition 2.11. The correlation function ρt is defined for any finite subset X ⊆ Z by

ρt(X) := plt
{
λ ∈ P : X ⊆ D(λ)

}
.

In the sequel, when we write X = {x1, . . . , xs} ⊆ Z then it will always be understood
that xa 6= xb if a 6= b. In particular, we write

ρt(x1, . . . , xs) := ρt(X).

Note that (2.10) gives that we also have

ρt(X) = plt {λ ∈ P : X ⊆ D(λ′)} . (2.12)

Lemma 2.13. For any k ∈ Z we have

1− ρt(k) = ρt(−k − 1).

Proof. By (2.5) we have

1− ρt(k) = 1− plt (k ∈ D(λ))
= plt (k ∈ D(λ)c)
= plt (−k − 1 ∈ −D(λ)c − 1)
= plt (−k − 1 ∈ D(λ′)) ,

and we conclude by (2.12).

Discrete Bessel kernel For any x ∈ R, we denote by Jx the Bessel function of order x
(see [OLBC, §10]) and we define J tx := Jx(2

√
t). We will also write J t,2x := (J tx)2.

Definition 2.14 ([BOO, Jo]). The discrete Bessel kernel is defined for any x, y ∈ R by

Jt(x, y) :=
√
t
J txJ

t
y+1 − J tx+1J

t
y

x− y
.

Note that the diagonal values Jt(x, x) are well-defined since J tx is an entire function of x.
For instance, we have

Jt(x, x) =
√
t
[
LtxJ

t
x+1 − J txLtx+1

]
,

where Ltx = ∂
∂xJ

t
x (see [Jo, (3.27)]). The next result shows that, under plt, the point process

D(λ) is determinantal.

7



Theorem 2.15 ([BOO, Theorem 2]). For any {x1, . . . , xs} ⊆ Z we have

ρt(x1, . . . , xs) = det
[
Jt(xa, xb)

]
1≤a,b≤s.

Remark 2.16. Under Pln, the process D(λ) is a priori not determinantal, however [BOO]
proved namely that, under some assumptions,

Pln
{
λ ∈ Pn : x1(n), . . . , xs(n) ∈ D(λ)

} n→+∞−−−−−→ det
[
S(dab, y)

]
1≤a,b≤s,

where S is the discrete sine kernel, where y and (dab)ab are determined by
(
xa(n)

)
a,n

.
We now recall some properties of the kernel Jt.

Lemma 2.17. The kernel Jt is symmetric: for all x, y ∈ Z we have Jt(x, y) = Jt(y, x).

Lemma 2.18 ([BOO, Proposition 2.9], [Jo, (3.31)]). For all x, y ∈ Z we have

Jt(x, y) =
∑
s≥1

J tx+sJ
t
y+s.

In particular,
Jt(x, x) =

∑
s≥1

J t,2x+s.

3 Cores
Let e ∈ Z≥2. We will identify Z/eZ and {0, . . . , e− 1} in the natural way. Let λ ∈ Pn be a
partition of n.

Definition 3.1. For any i ∈ Z/eZ, we define ci(λ) ∈ Z≥0 to be the number of nodes
(a, b) ∈ Y(λ) of the Young diagram of λ such that b− a = i (mod e).

Such a node (a, b) ∈ Y(λ) with b− a = i (mod e) is an i-node of Y(λ). Note that∑
i∈Z/eZ

ci(λ) = |λ|. (3.2)

The next result is immediate from the definition of ωλ.

Lemma 3.3. For any i ∈ Z/eZ we have

ci(λ) = 1
2

∑
m∈Z

m=i mod e

ωλ(m)− |m| = 1
2
∑
k∈Z

ωλ(i+ ke)− |i+ ke|.

Proof. First note that the sum is finite. Recall that, in the Russian convention, each box
has diagonal 2. Then for any m ∈ Z, the number 1

2 [ωλ(m)− |m|] is (an integer and is) the
number of nodes (a, b) ∈ Y(λ) such that b− a = m.

If λ, µ ∈ P are such that ci(λ) = ci(µ) for all i ∈ Z/eZ then we do not necessarily have
λ = µ (unless if we are in the, excluded, case e = 0). However, we know that λ and µ share
the same e-core, notion that we now briefly explain (see, for instance, [JaKe, §2.7] for more
details). Let λ ∈ P. Given (a, b) ∈ Y(λ), the hook h(a,b)(λ) of (a, b) is the set of nodes in
Y(λ) that are either directly below or directly to the right of (a, b), that is:

h(a,b)(λ) := {(a′, b′) ∈ Y(λ) : a′ = a, b′ ≥ b or a′ ≥ a, b′ = b} .

We say that h(a,b) is a h-hook if #h(a,b)(λ) = h. Removing h(a,b)(λ) from Y(λ) and then
patching the two disconnected parts together by moving the nodes that were below h(a,b)(λ)
in north-west direction gives another Young diagram λ(a,b). Another way of seeing the
construction of λ(a,b) is to remove from Y(λ) the h-rim hook associated with (a, b), that is,

8



the set of nodes of Y(λ) that are both on the rim and between the southmost and eastmost
nodes of h(a,b)(λ).

The e-core of λ, denoted by λ, is constructed from Y(λ) by successively removing as
many e-rim hooks as possible. This construction does not depend on the order we have
removed e-rim hooks for the following reason. The number we(λ) of e-rim hooks that we can
remove is the e-weight of λ, in particular, we have the relation

|λ| = |λ|+ ewe(λ). (3.4)

More precisely, since any e-rim hook as exactly one i-node for any i ∈ Z/eZ (see, for
instance, [Ros, Remark 2.3]) we deduce that

ci(λ) = ci(λ) + we(λ), (3.5)

recovering (3.4) by (3.2).
The e-core λ of λ is the partition whose descent set is obtained from D(λ) by replacing

each element b ∈ D(λ) by b− e, provided that b− e is not already in D(λ). We repeat the
procedure until the resulting set D satisfies b− e ∈ D for all b ∈ D (see, for instance, [Na],
[JaKe, Lemma 2.7.13] or [Ma, 5.26 Lemma]).
Example 3.6. Consider λ := (3, 2, 2, 1) ∈ P8. We have

D(λ) = {2, 0,−1,−3,−5,−6, . . .}.

• To obtain the 3-core of λ, we replace −1 ∈ D(λ) by −1− 3 = −4, so that we obtain

D1 := {2, 0,−3,−4,−5,−6, . . .}.

Now we can replace 2 ∈ D1 by 2− 3 = −1, so that we obtain

D2 := {0,−1,−3,−4,−5,−6, . . .}.

Now for each element b ∈ D2 we have b− 3 ∈ D2 thus D2 = D(λ) and thus λ = (1, 1) ∈
P2.

• To obtain the 4-core of λ, we can replace 2, 0 ∈ D(λ) by 2− 4 = −2 and 0− 4 = −4
respectively so that we obtain

D := {−1,−2,−3,−4,−5,−6, . . .}.

Now for each b ∈ D we have b−4 /∈ D thus D = D(λ) and thus λ is the empty partition.
• For all b ∈ D(λ) we have b− 5 ∈ D(λ) thus D(λ) = D(λ) and thus λ = λ. In this case

we say that λ is an e-core.

Definition 3.7. For any i ∈ Z/eZ we define xi(λ) := ci(λ)− ci+1(λ) ∈ Z.

Note that ∑
i∈Z/eZ

xi(λ) = 0. (3.8)

Remark 3.9. The quantities x0(λ), . . . , xe−1(λ) can be read on the e-abacus of λ, see, for
instance, [Ros, §2.3]. Moreover, we have a surjective map

P −→ Z≥0 ×
{
x ∈ Ze : x0 + · · ·+ xe−1 = 0}

λ 7−→
(
we(λ), (xi(λ)0≤i<e

) .

The above discussion says that if λ, µ ∈ Pn have the same image under this map and if
we(λ) = we(µ) = 0 (that is, if both λ and µ are e-cores) then λ = µ.
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The analogue of (3.2) is the following (non-trivial) equality, where ‖·‖ denotes the
Euclidean norm:

c0(λ) = 1
2‖x(λ)‖2. (3.10)

Indeed, by [Fa, Proposition 2.1] (see also [Ros, Proposition 2.14] or also [GKS, Bijection 2])
we have c0(λ) = 1

2‖x(λ)‖2, but x(λ) = x(λ) by (3.5). Hence, for any i ∈ {1, . . . , e− 1} we
have

ci(λ) = 1
2‖x(λ)‖2 − x0(λ)− · · · − xi−1(λ). (3.11)

Note the following consequence of (3.2), (3.8), (3.10) and (3.11):

|λ| = e

2‖x(λ)‖2 +
e−1∑
i=0

ixi(λ). (3.12)

One of the aim of this paper is to study the asymptotic behaviour of |λ| under the
Plancherel measure. By (3.12), for any i ∈ Z/eZ we have

xi(λ) = O
(√
|λ|
)
.

We will see how to refine this asymptotics when λ is taken under the (Poissonised) Plancherel
measure, by using Theorem 2.15 (see Theorem 5.9).
Lemma 3.13. For any i ∈ {0, . . . , e− 1} we have

xi(λ) = #(eZ≥0 + i) ∩ D(λ)−#(eZ<0 + i) ∩ D(λ)c.
= #(eZ≥0 + i) ∩ D(λ)−#(eZ≥1 − i− 1) ∩ D(λ′)
= #(eZ≥0 + i) ∩ D(λ)−#(eZ≥0 + i∗) ∩ D(λ′),

with i∗ := e− 1− i ∈ {0, . . . , e− 1}.

Proof. Write δk := ωλ(ke+ i)− ωλ(ke+ i+ 1). Recalling (2.2) and (2.4), we have:

δk =
{

1, if ke+ i ∈ D(λ),
−1, otherwise.

(3.14)

We have, using Lemma 3.3 and the fact that i ∈ {0, . . . , e− 1},

2xi(λ) = 2
(
ci(λ)− ci+1(λ)

)
=
∑
k∈Z

(
ωλ(ke+ i)− |ke+ i|

)
−
(
ωλ(ke+ i+ 1)− |ke+ i+ 1|

)
=
∑
k<0

δk − |ke+ i|+ |ke+ i+ 1|+
∑
k≥0

δk − |ke+ i|+ |ke+ i+ 1|

=
∑
k<0

δk + (ke+ i)− (ke+ i+ 1) +
∑
k≥0

δk − (ke+ i) + (ke+ i+ 1)

=
∑
k<0

(
δk − 1

)
+
∑
k≥0

(
δk + 1

)
.

By (3.14), we have

δk + 1 =
{

2, if ke+ i ∈ D(λ),
0, otherwise,

thus 1
2
∑
k≥0(δk + 1) = #(eZ≥0 + i) ∩ D(λ). Similarly, we have

δk − 1 =
{
−2, if ke+ i ∈ D(λ)c,
0, otherwise,

thus 1
2
∑
k<0(δk − 1) = −#(eZ<0 + i) ∩ D(λ)c. We deduce the first equality of the lemma.

By (2.5) we have #(eZ<0 + i) ∩ D(λ)c = #(eZ≥1 − i− 1) ∩ D(λ′) thus we deduce the last
two announced equalities.
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4 Covariance calculations
Our aim is to evaluate xi(λ) as |λ| → ∞ under the Poissonised Plancherel measure.

4.1 Central limit theorem
With a view to Lemma 3.13, we will use the following central limit theorem.
Theorem 4.1 (Costin–Lebowitz [CoLe], Soshnikov [So00-b]). Let (Dt)t be a sequence of
determinantal point processes on a locally compact Polish space. Assume that each Dt is asso-
ciated with a Hermitian non-negative locally trace class operator in L2. Let

{
I

(0)
t , . . . , I

(e−1)
t

}
t

be a sequence of measurable sets, disjoints for any fixed t. We denote by Et, Vart and Covt
the expectation, variance and covariance with respect to the probability distribution of the
random process Dt. Let #(i)

t be the random variable given by the number of points of Dt
inside I(i)

t . If Vart#(i)
t → +∞ as t→ +∞ for all i and if for all i, j

Covt
(

#(i)
t ,#(j)

t

)
√

Vart#(i)
t Vart#(j)

t

t→+∞−−−−→ bij ,

for some bij ∈ R then the vector #(i)
t − Et#(i)

t√
Vart#(i)

t


0≤i<e

converges in distribution to the k-dimensional centred normal vector with covariance matrix
(bij)0≤i,j<e.
Remark 4.2. Theorem 4.1 in [So00-b] has only been explicitly stated for some particular
determinantal processes. However, the proof is valid in the general case (see [So02, Remark
2] and [So00-a, §4]). See also [BKPV].
Remark 4.3. The discrete Bessel kernel Jt satisfies the assumptions of Theorem 4.1, see [BOO,
Corollary 2.10]. In particular, we will be able to use Theorem 4.1 in our setting.

Let i ∈ {0, . . . , e − 1}. Recall from Lemma 3.13 that xi(λ) = #(eZ≥0 + i) ∩ D(λ) −
#(eZ<0 + i) ∩ D(λ)c. We define

x̂i(λ) := #(eZ≥0 + i) ∩ D(λ)−#(eJ−t2,−1K + i) ∩ D(λ)c.

We have
x̂i(λ)− xi(λ) = #(eZ<−t2 + i) ∩ D(λ)c, (4.4)

and

x̂i(λ) = #(eZ≥0 + i) ∩ D(λ)−
[
#
(
eJ−t2,−1K + i

)
−#

(
eJ−t2,−1K + i

)
∩ D(λ)

]
= #(eZ≥−t2 + i) ∩ D(λ)− t2. (4.5)

Lemma 4.6. For any 0 ≤ i < e and r ≥ 1 we have

Et
∣∣x̂i(λ)− xi(λ)

∣∣r = o
(
t−t),

as t→ +∞. In particular, the variable x̂i(λ)− xi(λ) converges to 0 in distribution under plt
as t→ +∞.

Proof. Recall from (2.5) that D(λ)c = −D(λ′)− 1, so that

x̂i(λ)− xi(λ) = #(eZ<−t2 + i) ∩ D(λ)c

= #(eZ<−t2 + i) ∩
(
−D(λ′)− 1

)
= #(eZ>t2 − i− 1) ∩ D(λ′)
= #(eZ≥t2 + i∗) ∩ D(λ′),
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where i∗ = e− 1− i ∈ {0, . . . , e− 1}. Hence, by (2.10) it suffices to prove the result for the
random variable #(eZ≥t2 + i∗) ∩ D(λ).

We first prove that

#(eZ≥t2 + i∗) ∩ D(λ) ≤ max(T − t2, 0), (4.7)

where T := |λ| is (by definition) a Poisson random variable with parameter t. If #
(
eZ≥t2 +

i∗
)
∩D(λ) = n with n ≥ 1 then D(λ) contains an element of the form ek+i∗ for k ≥ t2 +n−1.

Hence, we have, recalling that i∗ ≥ 0, n ≥ 1 and e ≥ 2,

λ1 − 1 = maxD(λ) ≥ e(t2 + n− 1) + i∗ ≥ t2 + n− 1.

Thus, we obtain that
T ≥ λ1 ≥ t2 + n,

and thus T − t2 ≥ n thus n ≤ max
(
T − t2, 0

)
as desired. This inequality is satisfied when

n = 0 as well, proving (4.7).
We deduce from (4.7) that, using Cauchy–Schwarz inequality,

Et
∣∣#(eZ≥t2 + i∗) ∩ D(λ)

∣∣r ≤ Et
[
max(T − t2, 0)r

]
≤ Et

[
1T≥t2(T − t2)r

]
≤
√

Et1T≥t2
√
Et(T − t2)2r

=
√
Pt(T ≥ t2)

√
Et(T − t2)2r. (4.8)

The second term in the right-hand side is the square root of a polynomial Pr(t) in t since
EtT k is a polynomial in t for any k ≥ 0 (we have EtT k =

∑k
a=0 t

aSk,a where Sk,a are the
Stirling numbers of the second kind, see for instance [Ri]). For the first one, we use the
following Chernoff-type bound, valid for x > t (see [MiUp, Theorem 5.4]):

Pt(T ≥ x) ≤ exp(−t) exp(x)tx
xx

= exp
(
x(1 + ln t)− x ln x− t

)
.

For t > 1 and x = t2 we obtain

Pt
(
T ≥ t2

)
≤ exp

(
t2(1 + ln t)− 2t2 ln t− t

)
≤ exp

(
−t2 ln t+ t2 − t

)
.

Hence, by (4.8) we deduce that

ttEt
∣∣#(eZ≥t2 + i∗) ∩ D(λ)

∣∣r ≤√Pr(t) exp
(

1
2
(
−t2 ln t+ t2 − t

)
+ t ln t

)
t→+∞−−−−→ 0,

whence the result.

We now want to apply Theorem 4.1 with x̂i(λ). We thus have to compute the asymptotics
of the covariances. We will make the calculations for xi(λ) and then see that it gives the
desired result.

4.2 Expectation
Lemma 4.9. We have

∑+∞
m=0 ρ

t(m) ≤ t.

Proof. Let m ≥ 0. If m ∈ D(λ) for λ ∈ P then m = λa − a for some a ≥ 1 thus
|λ| ≥ λa = m+ a > m. We deduce that

+∞∑
m=0

ρt(m) ≤
+∞∑
m=0

plt
(
m ∈ D(λ)

)
≤

+∞∑
m=0

plt
(
|λ| > m

)
= Et|λ|,

since |λ| ∈ Z≥0. We thus obtain the desired inequality since |λ| is a Poisson variable with
parameter t under plt.
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Recall that J tn = Jn(2
√
t).

Proposition 4.10. Under plt we have,

Etxi(λ) =
∑
k≥0

ρt(ek + i)−
∑
k≥1

ρt(ek − i− 1) =
∑
s≥i+1

J t,2s −
i∑

s=−i

∞∑
k=1

J t,2ek+s.

Proof. By Lemma 3.13 and (2.12) we have, where 1E denotes the characteristic function of
any set E,

Etxi(λ) =
∑
k≥0

Et1D(λ)(ek + i)−
∑
k≥1

Et1D(λ′)(ek − i− 1)

=
∑
k≥0

plt(ek + i ∈ D(λ))−
∑
k≥1

plt(ek − i− 1 ∈ D(λ′))

=
∑
k≥0

ρt(ek + i)−
∑
k≥1

ρt(ek − i− 1).

Note that each sum above is finite by Lemma 4.9. By Theorem 2.15 we obtain

Etxi(λ) =
∑
k≥0

Jt(ek + i, ek + i)−
∑
k≥1

Jt(ek − i− 1, ek − i− 1).

Using Lemma 2.18 we deduce that, noticing that we have a telescopic sum,

Etxi(λ) =
∑
k≥0

∑
s≥1

J t,2ek+i+s −
∑
k≥1

∑
s≥1

J t,2ek−i−1+s

=
∑
s≥1

J t,2i+s +
∑
k≥1

∑
s≥1

(
J t,2ek+i+s − J

t,2
ek−i−1+s

)

=
∑
s≥1

J t,2i+s −
∑
k≥1

i∑
s=−i

J t,2ek+s.

Let us now recall some facts about the Bessel functions that we will use throughout the
paper.

Lemma 4.11. For any n ∈ Z and x ∈ R we have:

Jn(x) ∈ R, (4.12a)
J−n = (−1)nJn, (4.12b)∣∣Jn(x)

∣∣ ≤ 1, (4.12c)

Jn(x)2 = 2
π

∫ π/2

0
J2n(2x cos θ)dθ, (4.12d)

Jn(x)2 = 2
π

∫ π/2

0
J0(2x sin θ) cos(2nθ)dθ, (4.12e)∑

m∈Z
Jm(x)zm = exp

[
1
2x
(
z − z−1)] , z ∈ C∗, (4.12f)

2J ′n = Jn−1 − Jn+1. (4.12g)

Moreover, if n ∈ Z≥0 then ∣∣Jn(x)
∣∣ ≤ |x|n2nn! , (4.12h)
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and finally

J2
0 + 2

∞∑
s=1

J2
s = 1, (4.12i)

J0 + 2
+∞∑
s=1

J2s = 1. (4.12j)

Proof. In [OLBC]: for (4.12a) see (10.2.2), for (4.12b) see (10.4.1), for (4.12c) see (10.14.1),
for (4.12d) see (10.9.26) and (4.12b), for (4.12e) see (10.22.16) and (4.12b), for (4.12f) see
(10.10.1), for (4.12g) see (10.6.1), for (4.12h) see (10.14.4), for (4.12i) see (10.23.3), for (4.12j)
see (10.12.4).

We will now prove the following result.

Proposition 4.13. The quantity Etxi(λ) is bounded for t ∈ R.

By (4.12c) and (4.12i), we already know that the first sum in the expression of Etxi(λ)
in Proposition 4.10: ∑

s≥1
J t,2i+s,

is bounded for t ∈ R. We will now prove that the second sum:

∑
k≥1

i∑
s=−i

J t,2ek+s,

is bounded, and this will conclude the proof of Proposition 4.13. To that extent, it suffices
to prove that for any s ∈ Z the sum

Ae,s(x) :=
∑
k∈Z

J2
ek+s(x),

is bounded for x ∈ R. By (4.12d), it suffices to prove that

Be,s(x) :=
∑
k∈Z

J2ek+2s(x),

is bounded for x ∈ R. Note that (4.12h) ensures that we can permute the sum and the
integral signs. The next result generalises the standard equalities [OLBC, 10.12.3] expressing
cos(z cos θ) (resp. sin(z cos θ)) as a series involving J2k(z) and cos(2kθ) (resp. J2k+1(z) and
sin
(
(2k + 1)θ

)
). To avoid confusion with our i ∈ Z/eZ, we denote by i the complex unit.

Lemma 4.14. For any k ∈ Z, x, t ∈ R, and e ∈ Z≥1 we have, with Ωe :=
{ 2`π

e : −
⌈ e

2
⌉
<

` ≤
⌊ e

2
⌋}

, ∑
m∈eZ+k

Jm(x) exp(imt) = 1
e
∑
ω∈Ωe

exp i
[
−kω + x sin (ω + t)

]
.

Proof. Let µe ⊆ C∗ be the subgroup of e-th roots of unity. For any u ∈ C∗ and ζ ∈ µe,
by (4.12f) we have

(uζ)−k exp 1
2x
(
uζ − (uζ)−1) =

∑
m∈Z

Jm(x)(uζ)m−k.

Using the identity ∑
ζ∈µe

ζm−k =
{

e, if e | m− k,
0, otherwise,

(4.15)
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we obtain ∑
ζ∈µe

(uζ)−k exp 1
2x
(
uζ − (uζ)−1) =

∑
m∈eZ+k

eJm(x)um−k

and thus ∑
m∈eZ+k

Jm(x)um = 1
e
∑
ζ∈µe

ζ−k exp 1
2x
(
uζ − (uζ)−1).

We deduce that∑
m∈eZ+k

Jm(x) exp(imt) = 1
e
∑
ω∈Ωe

exp(−ikω) exp 1
2x
[
exp i(t+ ω)− exp

(
−i(t+ ω)

)]
= 1

e
∑
ω∈Ωe

exp(−ikω) exp
[
ix sin(t+ ω)

]
,

which gives the announced formula.

It follows immediately from Lemma 4.14 applied with t = 0 that Be,s(x) is bounded for
x ∈ R and thus, by the preceding discussion, this concludes the proof of Proposition 4.13.

4.3 Covariance
We give here an expression for Covt

(
xi(λ), xj(λ)

)
for i 6= j.

Lemma 4.16. For any y 6= x we have

Covt
(
1D(λ)(x),1D(λ)(y)

)
= −Jt(x, y)2.

Proof. Using Theorem 2.15, a direct computation gives

Covt
(
1D(λ)(x),1D(λ)(y)

)
= Et1D(λ)(x, y)− Et1D(λ)(x)Et1D(λ)(y)
= ρt(x, y)− ρt(x)ρt(y)
=
(
ρt(x)ρt(y)− Jt(x, y)2)− ρt(x)ρt(y)

= −Jt(x, y)2.

Proposition 4.17. Let i, j ∈ {0, . . . , e− 1} with i 6= j. We have, under plt,

Covt
(
xi(λ), xj(λ)

)
= −

∑
m∈eZ+i

∑
n∈eZ+j

Jt(m,n)2.

Proof. Recall from Lemma 3.13 that

xi(λ) =
∑

m∈eZ≥0+i
1D(λ)(m)−

∑
m∈eZ<0+i

(
1− 1D(λ)(m)

)
.

=
∑

m∈eZ≥0+i
1D(λ)(m) +

∑
m∈eZ<0+i

(
1D(λ)(m)− 1

)
.

We thus obtain the desired result by Lemma 4.16.

4.4 Asymptotics of the covariance
Let i 6= j ∈ Z/eZ. Our aim is to compute the asymptotics of Covt

(
xi(λ), xj(λ)

)
. This will

require a considerable amount of calculations. For convenience we define

J (m,n)(x) := x
Jm(x)Jn+1(x)− Jm+1(x)Jn(x)

m− n
, (4.18)

for x ∈ R and m,n ∈ Z (we will in fact only use the case m 6= n). Note that

Jt(m,n) = 1
2J (m,n)(2

√
t). (4.19)
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4.4.1 Derivating
Lemma 4.20 ([BOO, Proposition 2.7]). For any m,n ∈ Z we have

dJ (m,n)
dx

= JmJn+1 + Jm+1Jn.

Proof. From Lemma 2.18 and (4.19) we have J (m,n) = 2
∑
s≥1 Jm+sJn+s. By (4.12g) we

obtain that

dJ (m,n)
dx

= 2
∑
s≥1

(
J ′m+sJn+s + Jm+sJ

′
n+s
)

=
∑
s≥1

([
Jm+s−1 − Jm+s+1

]
Jn+s + Jm+s

[
Jn+s−1 − Jn+s+1

])
=
∑
s≥0

Jm+sJn+s+1 −
∑
s≥1

Jm+s+1Jn+s +
∑
s≥0

Jm+s+1Jn+s −
∑
s≥1

Jm+sJn+s+1

= JmJn+1 + Jm+1Jn,

as desired. Note that we can both derivate inside the sum sign and split the infinite sums
thanks to (4.12h).

In particular, combining (4.18) and Lemma 4.20 we obtain

dJ (m,n)2

dx
= 2x

J2
mJ

2
n+1 − J2

m+1J
2
n

m− n
. (4.21)

Recalling Proposition 4.17, we are interested in computing the asymptotics of

Ci,j(x) :=
∑

m∈eZ+i

∑
n∈eZ+j

J (m,n)2(x), (4.22)

as x→ +∞. We will see that it suffices to compute the asymptotics of C ′i,j(x).

Lemma 4.23. Let m 6= n ∈ Z. For all x ∈ R we have∣∣∣∣dJ (m,n)2

dx

∣∣∣∣ ≤ |x|2(|m|+|n|+1)+1

22(|m|+|n|)+1(|m|!|n|!)2

(
1

(|m|+ 1)2 + 1
(|n|+ 1)2

)
.

Proof. By (4.12b) and (4.21), for all x ∈ R we have, since m 6= n,∣∣∣∣dJ (m,n)2

dx

∣∣∣∣ = 2|x|
∣∣∣∣Jm(x)2Jn+1(x)2 − Jm+1(x)2Jn(x)2

m− n

∣∣∣∣
≤ 2|x|

(
Jm(x)2Jn+1(x)2 + Jm+1(x)2Jn(x)2

)
≤ 2|x|

(
|x|2|m|

22|m||m|!2
|x|2(|n|+1)

22(|n|+1)(|n|+ 1)!2 + |x|2(|m|+1)

22|m|(|m|+ 1)!2
|x|2|n|

22|n||n|!2

)
(4.24)

≤ |x|2(|m|+|n|+1)+1

22(|m|+|n|)+1(|m|!|n|!)2

(
1

(|n|+ 1)2 + 1
(|m|+ 1)2

)
,

as announced.

Note that J (m,n)(0) = 0 for all m 6= n by (4.18), thus Ci,j(0) = 0. Now for any x > 0
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we have∑
m6=n∈Z

x2|m|

22|m||m|!2
x2(|n|+1)

22(|n|+1)(|n|+ 1)!2 ≤
∑
m,n∈Z

x2|m|

22|m||m|!2
x2(|n|+1)

22(|n|+1)(|n|+ 1)!2

≤

(∑
m∈Z

x2|m|

22|m||m|!2

)(∑
n∈Z

x2(|n|+1)

22(|n|+1)(|n|+ 1)!2

)

≤

(∑
m∈Z

x2|m|

22|m||m|!

)(∑
n∈Z

x2(|n|+1)

22(|n|+1)(|n|+ 1)!

)

≤

−1 + 2
∑
m≥0

x2m

22mm!

−x2

4 + 2
∑
n≥0

x2(n+1)

22(n+1)(n+ 1)!


≤
[
−1 + 2 exp

(
x2

4

)] [
−x

2

4 + 2
(

exp
(
x2

4

)
− 1
)]
,

thus by (4.24) we know that Ci,j(x) < +∞ for all x ∈ R and Ci,j is derivable with

C ′i,j(x) =
∑

m∈eZ+i

∑
n∈eZ+j

dJ (m,n)2

dx
,

for all x ∈ R. By (4.21) we obtain

C ′i,j(x) = 2x
∑

m∈eZ+i

∑
n∈eZ+j

J2
mJ

2
n+1 − J2

m+1J
2
n

m− n

= 2x
∑

m∈eZ+i

∑
n∈eZ+j−i

J2
m+1J

2
m+n − J2

mJ
2
m+n+1

n
.

Note that by (4.12h) we can distribute the double sum with the difference (we keep the
above form for the moment to avoid overloading the equalities). Using (4.12e) we obtain

C ′i,j(x) = 4x
π

∑
m∈eZ+i

∑
n∈eZ+j−i

J2
m+1(x)

∫ π/2

0
J0(2x sin θ)cos 2(m+ n)θ

n
dθ

− J2
m(x)

∫ π/2

0
J0(2x sin θ)cos 2(m+ n+ 1)θ

n
dθ.

4.4.2 Removing the infinite sums
We now define

D(x) := 4x
π

∑
m∈eZ+i

∑
n∈eZ+j−i

J2
m+1(x)

∫ π/2

0
J0(2x sin θ)exp 2i(m+ n)θ

n
dθ

− J2
m(x)

∫ π/2

0
J0(2x sin θ)exp 2i(m+ n+ 1)θ

n
dθ, (4.25)

so that
C ′i,j(x) = <D(x), (4.26)

for all x ∈ R, recalling from (4.12a) that Jn(y) ∈ R if y ∈ R. We now define

E
[e]
k (x) :=

∑
n∈eZ+k

exp 2inx
n

= 2
∑

n∈2eZ+2k

exp inx
n

, (4.27)

for any k /∈ eZ and x ∈ R. The value of E[e]
j−i is given by the Lemma 4.28 below, whose proof

is postponed until §A.1. Recall from Lemma 4.14 that Ω2e =
{
`π
e : −e < ` ≤ e

}
⊆ (−π, π].

We define ω` := `π
e so that Ω2e = {ω`}−e<`≤e.
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Lemma 4.28. For any k /∈ eZ and x ∈ (−π, π) \ Ω2e we have

E
[e]
k (x) = i

e

∑
ω∈Ω2e

exp(2ikω)(ω − εx,ωπ),

with εx,ω := sgn(ω−x). In particular, the function E[e]
k is piecewise constant on each interval(

ω`, ω`+1
)
for −e ≤ ` < e.

From (4.25) and (4.27) we have

D(x) = 4x
π

∫ π/2

0
J0(2x sin θ)E[e]

j−i(θ)
∑

m∈eZ+i

[
J2
m+1(x) exp(2imθ)− J2

m(x) exp 2i(m+ 1)θ
]
dθ.

(4.29)

Note that in (4.25) we can permute the integral and the sum in m by (4.12c) and (4.12h).
Now to permute the integral and the sum in n, we have to be a bit more careful. By
summation by parts, we have, assuming that k := j − i with 0 ≤ i < j < e,∑

n∈eZ>0+k

exp 2inθ
n

=
∑

n∈eZ>0+k

En(θ)− En−e(θ)
n

= −Ek(θ)
e+ k

+ e
∑

n∈eZ>0+k

En(θ)
n(n+ e) , (4.30)

where
En(θ) :=

∑
m∈eZ>0+k

m≤n

exp 2imθ

(with a similar treatment for the remaining elements n ∈ eZ + k). Now writing n = eN + k
with N > 0, by a standard calculation we have, for θ /∈ π

eZ,

En(θ) =
N∑
m=1

exp 2i(em+ k)θ

= exp(2ikθ)
N∑
m=1

exp 2iemθ

= exp(2ikθ) exp (ie(N + 1)θ) sin eNθ
sin eθ ,

thus since
∣∣En(θ)| ≤ N ≤ n we deduce that2

∣∣En(θ)
∣∣ =

√∣∣En(θ)
∣∣2 ≤ √

N√
| sin eθ|

≤
√
n√

| sin eθ|
.

We thus have, for n ∈ eZ>0 + k,∣∣∣∣ En(θ)
n(n+ e)

∣∣∣∣ ≤ √
n

n(n+ e)
1√
| sin eθ|

≤ 1
(n+ e)

√
n

1√
| sin eθ|

,

thus since 1√
| sinu|

is integrable at 0 we deduce that

∫ π/2

0

∑
n∈eZ>0+k

∣∣En(θ)
∣∣

n(n+ e)dθ < +∞,

2The author in indebted to Arnaud Debussche for this trick.

18



which, together with (4.12c) and recalling (4.30), justifies the permutation of the integral
and the sum in n between (4.25) and (4.29) (the reasoning for n ∈ eZ≤0 + k being similar).

We now go back to (4.29), which we repeat here:

D(x) = 4x
π

∫ π/2

0
J0(2x sin θ)E[e]

j−i(θ)
∑

m∈eZ+i

[
J2
m+1(x) exp(2imθ)− J2

m(x) exp 2i(m+ 1)θ
]
dθ.

By (4.12d) we have

D(x) = 8x
π2

∫∫
[0,π/2]2

J0(2x sin θ)E[e]
j−i(θ)

∑
m∈eZ+i

J2(m+1)(2x cos η) exp(2imθ)

− J2m(2x cos η) exp 2i(m+ 1)θdθdη, (4.31)

the permutation between the sum and the integral being justified by (4.12h). By Lemma 4.14
we have ∑

m∈2eZ+2k
Jm(x) exp(imu) = 1

2e
∑
ω∈Ω2e

exp i
[
−2kω + x sin (ω + u)

]
,

for any k ∈ Z and u ∈ R, thus the sum in (4.31) becomes, where y stands for 2x cos η,∑
m∈eZ+i

J2(m+1)(y) exp(2imθ)

− J2m(y) exp 2i(m+ 1)θ =
∑

m∈eZ+i+1
J2m(y) exp 2i(m− 1)θ − exp 2iθ

∑
m∈eZ+i

J2m(y) exp 2imθ

= exp(−2iθ)
∑

m∈2eZ+2(i+1)

Jm(y) exp imθ

− exp 2iθ
∑

m∈2eZ+2i
Jm(y) exp imθ

= 1
2e

∑
ω∈Ω2e

exp(−2iθ) exp i
[
−2(i+ 1)ω + y sin(ω + θ)

]
− exp(2iθ) exp i

[
−2iω + y sin(ω + θ)

]
= 1

2e
∑
ω∈Ω2e

[
exp
(
−2i(θ + ω)

)
− exp(2iθ)

]
exp i

[
−2iω + y sin(θ + ω)

]
.

Defining, for any u, θ ∈ R and ω ∈ Ω2e, the quantities

F(u) := 2
π

∫ π/2

0
exp i

[
u cos η

]
dη, (4.32)

fω(θ) := E
[e]
j−i(θ)

[
exp
(
−2i(θ + ω)

)
− exp(2iθ)

]
exp(−2iiω), (4.33)

we thus obtain, recalling (4.31),

D(x) = 2x
eπ

∑
ω∈Ω2e

∫ π/2

0
J0(2x sin θ)fω(θ)F

(
2x sin(θ + ω)

)
dθ.

We now fix ω ∈ Ω2e and we study the asymptotics as x→ +∞ of

Dω(x) = 2x
eπ

∫ π/2

0
J0(2x sin θ)fω(θ)F

(
2x sin(θ + ω)

)
dθ, (4.34)

so that
D =

∑
ω∈Ω2e

Dω. (4.35)
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4.4.3 Negligible terms
By [OLBC, 10.9.1], for y ∈ R we have

J0(y) = 1
π

∫ π

0
cos
(
y cos(η)

)
dη,

thus J0(y) = 2
π

∫ π/2
0 cos

(
y cos(η)

)
dη = <F(y). By [OLBC, 10.17.3] we have, for x > 0,

J0(x) =
√

2
πx

(
cos
(
x− π

4

)
+M(x)

)
, M(x) =x→+∞ O

(
1
x

)
. (4.36)

Since M(x) =
√

πx
2 J0(x) − cos

(
x− π

4
)
for all x ≥ 0, the function M is continuous on R+

and thus there exists a constant C ≥ 0 such that

|M(x)| ≤ C

1 + x
,

for all x ≥ 0.
Now, =F(y) = 2

π

∫ π/2
0 sin

(
y cos η

)
dη is the Struve function of zero order, thus by [OLBC,

11.2.5, 11.6.1, 10.17.4] and (4.36) we have, for x > 0,

F(x) =
√

2
πx

(
exp i

(
x− π

4

)
+N(x)

)
, N(x) =x→+∞ O

(
1
x

)
.

Using the equality F(−x) = F(x), we deduce that we have, for x < 0,

F(x) =
√

2
−πx

(
exp i

(
x+ π

4

)
+N(−x)

)
, N(x) =x→+∞ O

(
1
x

)
.

so that for all x 6= 0,

F(x) =
√

2
π|x|

(
exp i

(
x− sgn(x)π4

)
+N(x)

)
, N(x) =|x|→+∞ O

(
1
x

)
. (4.37)

Similarly to M , we can take C large enough so that for any x ∈ R we have

|N(x)| ≤ C

1 + |x| . (4.38)

Let us now recall the following version of the Riemann–Lebesgue lemma (we provide a
proof in §A.2).
Lemma 4.39 (Riemann–Lebesgue). Let f be integrable on (a, b) and φ be continuously
differentiable on [a, b]. If φ vanishes at a finite number of points then∫ b

a

f(t) exp i
(
xφ(t)

)
dt

x→+∞−−−−−→ 0.

Proposition 4.40. If ω /∈ {0, π} then

lim
x→+∞

Dω(x) = 0.

Proof. Recalling (4.34), write

Dω(x) = 1
eπ

∫ π/2

0

√
2x sin θJ0(2x sin θ)

√
2x|sin(θ + ω)|F

(
2x sin(θ + ω)

)
gω(θ)dθ,

where gω(θ) := fω(θ)√
sin(θ)|sin(θ+ω)|

. Note that fω is piecewise continuous, moreover by assump-

tion if sin(θ) = 0 then sin(θ + ω) 6= 0 (since ω 6= 0 (mod π)) thus θ 7→ 1√
sin(θ)|sin(θ+ω)|

and
thus gω is integrable on (0, π/2).
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Using (4.36) and (4.37) we obtain for Dω(x) a sum of these following four integrals (with
some multiplicative coefficients that do not depend on x):∫ π/2

0
cos
(

2x sin θ − π

4

)
exp i

(
2x sin(θ + ω)− sgn

(
sin(θ + ω)

)π
4

)
gω(θ)dθ,∫ π/2

0
cos
(

2x sin θ − π

4

)
N
(
2x sin(θ + ω)

)
gω(θ)dθ,∫ π/2

0
exp i

(
2x sin(θ + ω)− sgn

(
sin(θ + ω)

)π
4

)
M(2x sin θ)gω(θ)dθ,∫ π/2

0
M(2x sin θ)N

(
2x sin(θ + ω)

)
gω(θ)dθ.

We can easily see that the last three integrals go to zero as x grows to infinity. For instance,
we have, using (4.38),∣∣∣∣∣
∫ π/2

0
cos
(

2x sin θ − π

4

)
N
(
2x sin(θ + ω)

)
gω(θ)dθ

∣∣∣∣∣ ≤ C

∫ π/2

0

|gω(θ)|
1 + 2x

∣∣sin(θ + ω)
∣∣dθ,

and since
|gω(θ)|

1 + 2x
∣∣sin(θ + ω)

∣∣ ≤ ∣∣gω(θ)|,

is integrable on (0, π/2) and

|gω(θ)|
1 + 2x

∣∣sin(θ + ω)
∣∣ x→+∞−−−−−→ 0,

for almost all θ ∈ (0, π/2) (all except maybe the only θ for which sin(θ + ω) = 0) we obtain
the result by dominated convergence.

For the first integral, we have∫ π/2

0
gω(θ) cos

(
2x sin θ − π

4

)
exp i

(
2x sin(θ + ω)− sgn

(
sin(θ + ω)

)π
4

)
dθ

= 1
2
∑

ε∈{±1}

∫ π/2

0
gω(θ) exp εi

(
2x sin θ − π

4

)
exp i

(
2x sin(θ + ω)− sgn

(
sin(θ + ω)

)π
4

)
dθ

= 1
2
∑

ε∈{±1}

∫ π/2

0
hω,ε(θ) exp

(
2ixφε(t)

)
dθ, (4.41)

with
φε(t) = ε sin θ + sin(θ + ω),

and
hω,ε(θ) = gω(θ) exp

[
−iπ

4
(
ε+ sgn

(
sin(θ + ω)

))]
.

The function hω,ε is integrable on (0, π/2), and we will now see that φ′ε vanishes at at most
one point. We have φ′ε(θ) = ε cos θ + cos(θ + ω). For ε = 1 we have

φ′1(θ) = 0 ⇐⇒ cos(θ + ω) = − cos θ
⇐⇒ θ + ω = π ± θ (mod 2π),

thus since ω 6= π we obtain

φ′1(θ) = 0 ⇐⇒ θ + ω = π − θ (mod 2π)

⇐⇒ θ = π − ω
2 (mod 2π).
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Similarly, for ε = −1 we have

φ′−1(θ) = 0 ⇐⇒ cos(θ + ω) = cos θ
⇐⇒ θ + ω = ±θ (mod 2π)

thus since ω 6= 0 we obtain

φ′−1(θ) = 0 ⇐⇒ θ + ω = −θ (mod 2π)

⇐⇒ θ = π − ω

2 .

We thus conclude, applying the Riemann–Lebesgue lemma (Lemma 4.39), that the quantity
in (4.41) goes to zero as x→ +∞ and this finishes the proof of the proposition.

4.4.4 Contributing terms
If ω ∈ {0, π} then 2ω = 0 (mod 2π) and thus, recalling (4.33),

fω(θ) = −2i sin(2θ)E[e]
j−i(θ). (4.42)

We deduce from (4.34) and (4.42) that if ω ∈ {0, π} then

Dω(x) = −4ix
eπ

∫ π/2

0
E

[e]
j−i(θ)J0(2x sin θ) sin(2θ)F

(
2x sin(θ + ω)

)
dθ.

In particular, noting from (4.32) that F(−y) = F(y) we have

D0(x) = −4ix
eπ

∫ π/2

0
E

[e]
j−i(θ)J0(2x sin θ) sin(2θ)F(2x sin θ)dθ, (4.43a)

Dπ(x) = −4ix
eπ

∫ π/2

0
E

[e]
j−i(θ)J0(2x sin θ) sin(2θ)F(2x sin θ)dθ. (4.43b)

Recall that we have assumed at the beginning of §4.4 that i 6= j. Recall also the notation
ω` = `π

e for −e ≤ ` ≤ e.

Proposition 4.44. We have

lim
x→+∞

D0(x) = lim
x→+∞

Dπ(x) = de,j−i,

where

de,k :=
(

2
eπ

)2
 ∑
ω∈Ω2e

ω exp 2ikω + 2π
e′−1∑
n=1

(1− sinωn) exp 2ikωn

 ,

for k /∈ eZ and e′ :=
⌈
e
2
⌉
.

Proof. By (4.36) and (4.37), for t ≥ 0 we have

tJ0(t)F(t) = 2
π

cos
(
t− π

4

)
exp i

(
t− π

4

)
+R(t)

= 1
π

[
2 cos2

(
t− π

4

)
+ i sin

(
2t− π

2

)]
+R(t)

= 1
π

[
cos
(

2t− π

2

)
+ 1 + i sin

(
2t− π

2

)]
+R(t)

= 1
π

+ 1
π

(
sin(2t)− i cos(2t)

)
+R(t), (4.45)

where R is continuous on R+ and satisfies R(t) = O
( 1
t

)
when t→ +∞. In particular, there

exists C ≥ 0 such that |R(t)| ≤ C
1+t for all t ≥ 0.
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Recall from Lemma 4.28 that E[e]
j−i is constant on each interval

(
ω`, ω`+1

)
for each

−e ≤ ` < e. From (4.43a) and (4.45) we have, for any 0 ≤ a < b ≤ π
2 ,

4x
eπ

∫ b

a

sin(2θ)J0(2x sin θ)F(2x sin θ)dθ

= 4
eπ

∫ b

a

2x sin(θ)J0(2x sin θ)F(2x sin θ) cos(θ)dθ

= 2
eπ

∫ 2 sin b

2 sin a
xuJ0(xu)F(xu)du

= 2
eπ2

∫ 2 sin b

2 sin a
1 + sin(2xu)− i cos(2xu) + πR(xu)du, (4.46)

where we did the variable change u = 2 sin θ. Moreover, as x→ +∞ we have∫ 2 sin b

2 sin a
sin(2xu)− i cos(2xu)du = o(1),

by the Riemann–Lebesgue lemma, and∣∣∣∣∣
∫ 2 sin b

2 sin a
R(xu)du

∣∣∣∣∣ ≤
∫ 2 sin b

2 sin a

C

1 + xu
du

= C

x
[ln(1 + xu)]2 sin b

2 sin a

= o(1),

so that (4.46) gives

4x
eπ

∫ b

a

sin(2θ)J0(2x sin θ)F(2x sin θ)dθ = 4
eπ2 (sin a− sin b) + o(1), (4.47)

as x→ +∞.
Now define e′ :=

⌈
e
2
⌉
so that ωe′ ≥ π/2 > ωe′−1. Define ω̂` for ` ∈ {0, . . . , e′} by

ω̂` := min
(
ω`,

π

2

)
=
{
ω`, if ` < e′,
π
2 , if ` = e′.

We deduce from (4.12a), (4.43) and (4.47) that, denoting by e` the value of E[e]
j−i on the

interval (ω`, ω`+1),

D0(x) = −4i
eπ2

e′−1∑
`=0

e` (sin ω̂`+1 − sin ω̂`) + o(1) = Dπ(x), (4.48)

as x→ +∞. Now we have, noting that sin ω̂e′ = 1 and sin ω̂0 = 0,

e′−1∑
`=0

e`
(
sin ω̂`+1 − sin ω̂`

)
=

e′∑
`=1

e`−1 sin ω̂` −
e′−1∑
`=0

e` sin ω̂`

= ee′−1 sin ω̂e′ − e0 sin ω̂0 +
e′−1∑
`=1

(e`−1 − e`) sin ω̂`

= ee′−1 +
e′−1∑
`=1

(e`−1 − e`) sinω`. (4.49)
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By Lemma 4.28 we have, for any x ∈ (ω`, ω`+1) and with k := j − i (mod e) (thus k /∈ eZ),

e` = i
e

∑
ω∈Ω2e

exp(2ikω)
(
ω − sgn(ω − x)π

)
= i
e

∑
ω∈Ω2e

ω exp 2ikω + iπ
e

∑̀
n=−e+1

exp 2ikωn −
iπ
e

e∑
n=`+1

exp 2ikωn

= i
e

∑
ω∈Ω2e

ω exp 2ikω − 2iπ
e

e∑
n=`+1

exp 2ikωn

= i
e

∑
ω∈Ω2e

ω exp 2ikω + 2iπ
e

∑̀
n=1

exp 2ikωn (4.50)

since
∑
ω∈Ω2e

exp 2ikω = 0 =
∑e
n=1 exp 2ikωn since 2k /∈ 2eZ, thus

e`−1 − e` = 2iπ
e

`−1∑
n=1

exp 2ikωn −
2iπ
e

∑̀
n=1

exp 2ikωn

= −2iπ
e

exp(2ikω`). (4.51)

Gathering (4.48), (4.49), (4.50) and (4.51) gives the desired result.

4.4.5 Expliciting the limit
We are now interested in a closed form for the elements <de,k, where

de,k =
(

2
eπ

)2
 ∑
ω∈Ω2e

ω exp 2ikω + 2π
e′−1∑
n=1

(1− sinωn) exp 2ikωn

 ,

are the elements of Proposition 4.44, where k /∈ eZ and e′ =
⌈
e
2
⌉
.

Lemma 4.52. For any k /∈ eZ we have

<de,k = 2
πe2

[
cot
(
k − 1

2
)
π
e − cot

(
k + 1

2
)
π
e

]
.

In particular, we have <de,k 6= 0.

Proof. First, we have

<
∑
ω∈Ω2e

ω exp(2ikω) =
∑
ω∈Ω2e

ω cos 2kω

= π,

noticing that if ω ∈ Ω2e \ {π} then −ω ∈ Ω2e. We now have to deal with the sum

A := <

2
e′−1∑
n=1

(1− sinωn) exp 2ikωn

 = 2
e′−1∑
n=1

(1− sinωn) cos 2kωn.

Recall that ωn = πn
e . For any n ∈ {1, . . . , e − 1} we thus have ωe−n = π − ωn, hence

sinωe−n = sinωn and cos 2kωe−n = cos(2kπ − 2kωn) = cos 2kωn. Hence, we have

A =
e−1∑
n=1

(1− sinωn) cos 2kωn −
{(

1− sinωe/2
)

cos 2kωe/2, if n is even,
0, if n is odd,

=
e−1∑
n=1

(1− sinωn) cos 2kωn,

24



since sinωe/2 = sin π
2 = 1 if e is even. Since

∑e−1
n=1 cos 2kωn =

∑e−1
n=1 cos

( 2kπ
e n
)

= −1 since
2k /∈ 2eZ, we obtain that, using the identity sin(x) cos(y) = 1

2
[
sin(x+ y) + sin(x− y)

]
,

A = −1−
e−1∑
n=1

sinωn cos 2kωn

= −1 + 1
2

e−1∑
n=1

[
sin(2k − 1)ωn − sin(2k + 1)ωn

]
.

We now recall the following standard formula (see, for instance, [GrRy, 1.342.1]):
e−1∑
n=1

sinnx = sin ex2 sin (e− 1)x
2 cosec x2 ,

valid for any x /∈ 2πZ. We obtain, using the identity sin
(
a± π

2
)

= ± cos a,

e−1∑
n=1

sin(2k ± 1)ωn =
e−1∑
n=1

sin (2k ± 1)πn
e

= sin
[(
k ± 1

2
)
π
]

sin
[
(1− e−1)

(
k ± 1

2
)
π
]

cosec
[
e−1 (k ± 1

2
)
π
]

= ±(−1)k sin
[
(1− e−1)

(
k ± 1

2
)
π
]

cosec
[
e−1 (k ± 1

2
)
π
]

= ±(−1)k sin
[(

(1− e−1)k ∓ e−1

2 ±
1
2

)
π
]

cosec
[
e−1 (k ± 1

2
)
π
]

= (−1)k cos
[(

(1− e−1)k ∓ e−1

2

)
π
]

cosec
[
e−1 (k ± 1

2
)
π
]

= cos
[(
−e−1k ∓ e−1

2

)
π
]

cosec
[
e−1 (k ± 1

2
)
π
]

= cos
[
e−1 (k ± 1

2
)
π
]

cosec
[
e−1 (k ± 1

2
)
π
]

= cot
[
e−1 (k ± 1

2
)
π
]
.

and thus
A = −1 + 1

2
(
cot
[
e−1 (k − 1

2
)
π
]
− cot

[
e−1 (k + 1

2
)
π
])
.

Finally, we obtain

<de,k =
(

2
eπ

)2 (
π + πA

)
= 4
πe2 (1 +A),

as desired. Note that <de,k 6= 0 since the cotangent function is bijective on (0, π) (taking
1 ≤ k ≤ e− 1).

We conclude this part by putting (4.26), (4.35), Proposition 4.40, Proposition 4.44 and
Lemma 4.52 to find that

lim
x→+∞

C ′i,j(x) = 2<de,j−i = 4
πe2

[
cot(j − i− 1

2 )πe − cot(j − i+ 1
2 )πe

]
,

in particular, the limit depends only on j − i. Since <de,j−i 6= 0 we find that

Ci,j(x) ∼ 2<de,j−ix,

as x→ +∞. By (4.19), (4.22) and Proposition 4.17, we have, with i 6= j,

Covt
(
xi(λ), xj(λ)

)
= −1

4 Ci,j(2
√
t),

thus Covt
(
xi(λ), xj(λ)

)
∼ −<de,j−i

√
t. We thus deduce from Lemma 4.52 the final result of

this part.

25



Theorem 4.53. If i 6= j then as t→ +∞ we have, under the Poissonised Plancherel measure
plt,

Covt
(
xi(λ), xj(λ)

)
∼ 2
√
t

πe2

[
cot
(
j − i+ 1

2
)
π
e − cot

(
j − i− 1

2
)
π
e

]
.

4.5 Asymptotics of the variance
Recall from (3.8) that

∑
i xi(λ) = 0. Hence, we directly obtain that

Vartxi(λ) = Covt
(
xi(λ), xi(λ)

)
= −

∑
j 6=i

Covt
(
xi(λ), xj(λ)

)
. (4.54)

Corollary 4.55. As t→ +∞ we have, under plt,

Vartxi(λ) ∼ 4
√
t

πe2 cot π2e .

Proof. By Theorem 4.53 and (4.54), it suffices to prove that
∑e−1
k=1 <de,k = 4

πe2 cot π
2e .

Recalling from Lemma 4.52 that

de,k = 2
πe2

[
cot
(
k − 1

2
)
π
e − cot

(
k + 1

2
)
π
e

]
,

we obtain, using the fact that cot(e− 1
2 )πe = cot(π − π

2e ) = − cot π
2e ,

e−1∑
k=1

de,k = 2
πe2

[
cot π2e − cot(e− 1

2 )π
e

]
= 4
πe

cot π2e ,

as desired. Note that cot π
2e 6= 0 indeed since e ≥ 2.

Remark 4.56. In particular, Theorem 4.53 remains valid in the case i = j, and the limit of
t−1/2Vartxi(λ) as t→ +∞ does not depends on i.

With Proposition 4.13 and Remark 4.56, we thus have proved Theorem A of the intro-
duction.

5 Size of the core of a random partition
We will now use the results of the previous sections to determine the limit law of |λ| under
plt as t→ +∞.

5.1 Limit expectation
Write vt := 4

√
t

πe2 cot π
2e . From (3.12) we have

|λ|
vt

= e

2
∑

i∈Z/eZ

xi(λ)2

vt
+
e−1∑
i=0

i
xi(λ)
vt

.

From Proposition 4.13 and Corollary 4.55, we obtain that

lim
t→+∞

Et
|λ|
vt

= e2

2 ,

and thus the following result.
Proposition 5.1. Under the Poissonised Plancherel measure plt, as t→ +∞ we have

Et|λ| ∼
2
√
t

π
cot π2e .

Remark 5.2. (See [LuPi, AySi].) Under the uniform measure on partitions of n, the expectation
of |λ| is (e−1)

√
6n

2π . The order of the asymptotics is the same but the constant is quite different.
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5.2 Limit law for xi(λ)
Recall from (4.5) that for i ∈ {0, . . . , e− 1} we have

x̂i(λ) = #(i)
t − t2, (5.3)

where #(i)
t = #(eZ≥−t2+i)∩D(λ). In particular, we have Covt

(
x̂i(λ), x̂j(λ)

)
= Covt

(
#(i)
t ,#(j)

t

)
.

Now define

bij :=

2 cot π2e , if i = j,

cot
(
j − i+ 1

2
)
π
e − cot

(
j − i− 1

2
)
π
e , if i 6= j,

(5.4)

for 0 ≤ i, j < e (the formula for i 6= j being in fact valid for i = j), set cij := 2
πe2 bij and

let N be an e-dimensional centred normal random vector with covariance matrix B = (bij).
By Theorem 4.53 and Remark 4.56, we know that Covt

(
xi(λ), xj(λ)

)
∼ cij

√
t as t→ +∞

(recalling that cij > 0). We have

t−1/2Covt
(
#(i)
t ,#(j)

t

)
= t−1/2Covt

(
x̂i(λ), x̂j(λ)

)
= t−1/2Covt

(
xi(λ) +

(
x̂i(λ)− xi(λ)

)
, xj(λ) +

(
x̂i(λ)− xi(λ)

))
= t−1/2Covt

(
xi(λ), xj(λ)

)
+ t−1/2o(1).

Indeed, by Lemma 4.6 and Cauchy-Schwarz inequality we have that, as t→ +∞,

Covt
(
x̂i(λ)− xi(λ), x̂j(λ)− xj(λ)

)
= o
(
t−t
)

and
Covt

(
xi(λ), x̂j(λ)− xj(λ)

)
= o
(
t

1
4−

t
2
)
,

(and the same quantity with i and j permuted) thus both are o(1). We deduce that
Covt

(
#(i)
t ,#(j)

t

)
∼t cij

√
t and thus

Covt
(
#(i)
t ,#(j)

t

)√
Vart#(i)

t

√
Vart#(j)

t

t→+∞−−−−→ bij
bii
.

We can thus apply Theorem 4.1 to find that the vector(
#(i)
t − Et#(i)

t

t1/4
√
cii

)
i∈Z/eZ

,

converges in distribution to the e-dimensional centred normal vector with covariance matrix( bij
bii

)
, thus the vector

e

√
π

2

(
#(i)
t − Et#(i)

t

t1/4

)
i∈Z/eZ

,

converges in distribution to N . Now by (5.3) we have Etx̂i(λ) = Et#(i)
t − t2 and thus

e

√
π

2

(
x̂i(λ)− Etx̂i(λ)

t1/4

)
i∈Z/eZ

,

converges in distribution to N as well. By Lemma 4.6 and Proposition 4.13, we know that
Etx̂i(λ) is bounded as t→ +∞ thus the vector

e

√
π

2

(
x̂i(λ)
t1/4

)
i∈Z/eZ

,

again converges in distribution to N . Finally, by Slutsky’s theorem and Lemma 4.6, we
obtain the following final result (which is Theorem B of the introduction).
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Theorem 5.5. Under the Poissonised Plancherel measure plt, as t → +∞ the random
vector

e

√
π

2

(
xi(λ)
t1/4

)
i∈Z/eZ

,

converges in distribution to the e-dimensional centred normal vector with covariance ma-
trix B = (bij)i,j∈Z/eZ given by bij = cot

(
j − i+ 1

2
)
π
e − cot

(
j − i− 1

2
)
π
e .

Remark 5.6. In many cases of determinantal point processes (as in [CoLe, So00-b, BoSu-b]),
the variable with which we use the central limit theorem has a variance logarithmic in
the expectation. In our case this does not hold, recalling Proposition 4.13 (the first order
asymptotics of the expectation vanishes by the formulas in Lemma 3.13).

5.3 Limit law for |λ|
Note that the covariance matrix B = (bij) of Theorem 5.5 is (symmetric, positive semi-definite
and) circulant. Recall from (3.12) that

|λ| = e

2

e−1∑
i=0

xi(λ)2 +
e−1∑
i=0

ixi(λ).

Hence, by Theorem 5.5 and Slutsky’s theorem we know that t−1/2|λ| has asymptotically the
same law as t−1/2 e

2
∑e−1
i=0 xi(λ)2. To explicit this law, it suffices to compute the eigenvalues

of B. Note that since each line of B sums to 0 (by (3.8)), we already know that 0 is an
eigenvalue of B.

Lemma 5.7. The eigenvalues of B are

λk = 2e sin kπ
e
,

for k ∈ Z/eZ. In particular, the only zero eigenvalue is λ0.

Proof. For any 0 ≤ j < e, we write bj := b0j the entries of the first row of B. Note that since
cot(π + x) = cot(x), we deduce that bj is defined for j ∈ Z/eZ. Since B is circulant, with
the permutation matrix

P :=


1

. . .
1

1

 ,

we have

B =
e−1∑
j=0

bjP
j .

Now P has each element of µe(C) for eigenvalue, an eigenvector associated with ζ ∈
µe(C) being

(
ζj
)

0≤j<e. We deduce that the eigenvalues of B are the elements, with ζk :=
exp(2ikπ/e) for k ∈ Z/eZ,

λk =
e−1∑
j=0

bjζ
j
k =

e−1∑
j=0

bj cos 2kjπ
e

, (5.8)

recalling that the eigenvalues of B are real since B is real symmetric. Recalling that
bj = cot(j + 1

2 )πe − cot(j − 1
2 )πe , we thus have to compute the sum

e−1∑
j=0

[
cot(j + 1

2 )π
e
− cot(j − 1

2 )π
e

]
cos 2kjπ

e
,
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for 0 ≤ k < e. First, if k = 0 then λ0 = 0 since cot is π-periodic. We thus now assume k 6= 0.
We mimic the calculation in [BeYe, §4] of the following trigonometric sum (the case n = 1

having been first studied by Eisenstein):

e−1∑
j=1

sin 2πkj
e

cotn
(
πj

e

)
.

Let us consider the following meromorphic function over C:

g1 : z 7→ exp 2iπkz
exp(2iπez)− 1 −

exp(−2iπkz)
exp(−2iπez)− 1 .

The function g1 has simple poles at each z = j
e for j ∈ Z, with residue

exp 2iπkj
e

2iπe exp(2iπj) −
exp −2iπkj

e

−2iπe exp(−2iπj) =
exp 2iπkj

e

2iπe −
exp −2iπkj

e

−2iπe

= 1
iπe cos 2πkj

e
.

Now the following meromorphic function over C:

g2 : z 7→ cotπ
(
z + 1

2e

)
− cotπ

(
z − 1

2e

)
,

has simple poles at each ± 1
2e + Z. Note that since e ≥ 2 then each pole is simple indeed.

Recalling that z cot z ∼ 1 as z → 0, we find that the residue at ± 1
2e + Z is ± 1

π . We thus find
that, with g := g1g2,

Res j
e
g = Res j

e
(g1)g2

(
j

e

)
= 1

iπe cos 2πkj
e

[
cotπ

(
j

e
+ 1

2e

)
− cotπ

(
j

e
− 1

2e

)]
= bj

iπe cos 2πkj
e

,

for all j ∈ Z, and

Res± 1
2e
g = g1

(
±1
2e

)
Res± 1

2e
g2

= ± 1
π

(
exp ±iπk

e

−2 −
exp ∓iπk

e

−2

)

= ∓ i
π

sin ±πk
e

= − i
π

sin πk
e
.

We now consider the integral of g := g1g2 on the contour CR given by the direct rectangle
with vertices ±iR and 1 ± iR, with the points 0 and 1 avoided from the left by a small
semi-circle of radius < 1

2e (see Figure 4). Note that the only poles of g inside CR are the j
e

for 0 ≤ j < e, together with 1
2e and 1− 1

2e . Recalling that cot(π + z) = cot(z), we obtain
that g is 1-periodic thus the integral of g on the two vertical sides of CR vanishes. Now for
x, y ∈ R we have

exp±2iπk(x+ iy)
exp
(
±2iπe(x+ iy)

)
− 1

= exp(±2iπkx) exp(∓2πky)
exp(±2iπex) exp(∓2πey)− 1
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iR 1 + iR
<

1− iR−iR
>

Figure 4: Contour CR

that goes to 0 as |y| → +∞ (since 1 ≤ k < e) uniformly in x, thus g1(x + iy) |y|→+∞−−−−−→ 0
uniformly in x ∈ R. Moreover, recalling from [OLBC, 4.21.40] that cot(a+ ib) = sin 2a−i sinh 2b

cosh 2b−cos 2a
we have:

cotπ
(
x+ iy ± 1

2e

)
=

sin 2π
(
x± 1

2e
)
− i sinh(2πy)

− cos 2π
(
x± 1

2e
)

+ cosh(2πy)

that goes to ±i as |y| → +∞, uniformly in x ∈ R. We deduce that g2(x + iy) |y|→+∞−−−−−→ 0
uniformly in x ∈ [0, 1] and thus so does g(x+ iy). Since the only poles of g are on the real
axis, we deduce that

∫
CR

g(z)dz = 0 for any R > 0. Now from the residue theorem we obtain
that

0 = Res 1
2e
g + Res1− 1

2e
g +

e−1∑
j=0

Res j
e
g

= −2i
π

sin πk
e

+ 1
iπe

e−1∑
j=0

bj cos 2πkj
e

,

thus, recalling (5.8),
λk = 2e sin πk

e
.

Let N = (Ni)0≤i<e be a centred normal (column) vector with covariance matrix B and
let Q be an orthogonal matrix such that QBQ> = D with D := diag(λj)0≤j<e. The random
vector (N ′i)0≤i<e given by N ′ = QN is a centred normal vector with covariance matrix D
and we have

∑e−1
i=0 N

2
i =

∑e−1
i=0 N

′2
i . Now N ′i ' N (0, λi) is a centred normal distribution

with variance λi, moreover if i 6= j then N ′i and N ′j are independent. By Lemma 5.7 we have
λ0 = 0 < λi for all 1 ≤ i < e, in particular N0 = 0 almost surely and each N ′2i for i ≥ 1 has
a Gamma distribution Γ( 1

2 , 2λi) with shape 1
2 and scale 2λi. We deduce the main result of

the paper (Theorem C of the introduction).

Theorem 5.9. The rescaled size π
4
√
t
|λ| of the e-core of λ has, under the Poissonised

Plancherel measure plt, asymptotically as t→ +∞ the distribution of a sum of e−1 mutually
independent Γ

( 1
2 , sin

kπ
e

)
for k ∈ {1, . . . , e− 1}.

Proof. We saw at the beginning of §5.3 that t−1/2|λ| has asymptotically the same law
as t−1/2 e

2
∑e−1
i=0 xi(λ)2. By Theorem 5.5 and the preceding discussion, since the vector
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Figure 5: Case e = 4. Convergence to Γ
(
1, 1√

2
)

+ Γ(1
2 , 1).

Figure 6: Case e = 7. Convergence to ∑3
k=1 Γ

(
1, sin kπ

7
)
.

t−1/4e
√

π
2
(
xi(λ)

)
i
converges in distribution to N , we deduce that t−1/2e2 π

2
∑e−1
i=0 xi(λ)2

converges in distribution to a random variable G that is a sum of independent Γ( 1
2 , 2λi)

for 1 ≤ i < e. We deduce that t−1/2|λ| converges in distribution to 1
eπG. Recalling from

Lemma 5.7 that λi = 2e sin πi
e , we have that 1

4eG is a sum of independent Γ
( 1

2 , sin
πi
e

)
. This

concludes the proof since π
4
√
t
|λ| converges in distribution to 1

4eG.

Remark 5.10. If the Plancherel measure is replaced by the uniform one, then by [LuPi, AySi]
the random variable π√

n
|λ| converges in distribution to Γ( e−1

2 ,
√

6), which is a sum of e− 1
independent Γ

( 1
2 ,
√

6
)
. This situation thus “corresponds” to 2λk

e =
√

6 for all 1 ≤ k < e (of
course this is not clear at all whether t−1/4x(λ) converges in distribution to a normal vector
in the uniform case).
Remark 5.11. Noting that λk = λ−k for k ∈ Z/eZ, we obtain that the sum of e − 1
mutually independent Gamma distributions in Theorem 5.9 is in fact a sum of

⌊
e
2
⌋
mutually

independent Gamma distributions.
We illustrate with Figures 5 and 6 the pointwise convergence of the cumulative dis-

tribution functions in Theorem 5.9 for the (non-Poissonised) Plancherel measures Pln for
n = 100, 500, 3000 respectively. Each (renormalised) histogram is constructed from 7000 trials,
the range [0, 5] being divided into 200 bins. These simulations indicate that Theorem 5.9
should still hold in this non-Poissonised setting.

5.4 Limit variance
The proof of Theorem 4.1 in [So00-b] shows that the convergence in Theorem 4.1 holds
in fact in moments. In particular, the convergence of Theorem 5.9 holds in moments and
we recover Proposition 5.1, recalling that EΓ(k, θ) = kθ and

∑e−1
k=1 sin kπ

e = cot π
2e (see, for

instance, [GrRy, 1.344.1]). We also obtain the following result.

Corollary 5.12. Under the Poissonised Plancherel measure plt, as t→ +∞ we have

Vart|λ| ∼
4et
π2 .

Proof. Recall that Var Γ(k, θ) = kθ2, so that by Theorem 5.9 and the preceding discussion
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we have

lim
t→+∞

π2

16tVart|λ| =
1
2

e−1∑
k=1

sin2 kπ

e
.

Now recalling the formula

e−1∑
k=1

sin2 kx = e− 1
2 − cos ex sin(e− 1)x

2 sin x ,

for x /∈ πZ (see, for instance, [GrRy, 1.351.1]), we obtain

e−1∑
k=1

sin2 kπ

e
= e− 1

2 −
cosπ sin(e− 1)πe

2 sin π
e

= e− 1
2 + 1

2
= e

2 ,

and thus the desired result.

6 Number of i-nodes
For i ∈ Z/eZ, we now study the number ci(λ) of i-nodes of λ.

6.1 Poissonised version
Recall from (3.4) that the e-weight of λ is the integer we(λ) such that

|λ| = |λ|+ ewe(λ),

more precisely by (3.5) we have

ci(λ) = ci(λ) + we(λ),

for all i ∈ Z/eZ. If λ is taken under plt and t → +∞, we know that |λ| follows a Poisson
distribution with parameter t thus by the law of large numbers we have that |λ|t converges
in distribution to 1 (recalling that |λ| is then a sum of t independent Poisson variables of
parameter 1). By Theorem 5.9, we know that |λ|t converges in distribution to 0, thus by
Slutsky’s theorem we deduce that we(λ)

t converges in distribution to 1
e .

By (3.2) and Theorem 5.9, we know that ci(λ)
t converges to 0 in distribution. We have

just seen that we(λ)
t converges to 1

e in distribution, thus we have proven the following result.

Proposition 6.1. Let i ∈ Z/eZ. Under the Poissonised Plancherel measure plt, the random
variable ci(λ)

t converges in distribution (and thus in probability) to 1
e as t→ +∞.

We will now prove the de-Poissonised version of the above result, not by using a de-
Poissonisation technique but instead by using the fact that ωλ converges to a limit shape.

6.2 Law of large numbers
Let n ≥ 1, λ ∈ Pn and i ∈ Z/eZ. Recall from §2.1 the definition of the function ωλ. We
denote by ω̃λ : R → R the function defined by ω̃λ(s) := 1√

n
ωλ
(
s
√
n
)
. Note that the area

between the graphs of ω̃λ and | · | is 2. It follows from Lemma 3.3 that

ci(λ) =
√
n

2
∑
k∈Z

ω̃λ

(
i+ ke√

n

)
−
∣∣∣∣ i+ ke√

n

∣∣∣∣ . (6.2)
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Theorem 6.3 ([LoSh], [KeVe], [Rom, Theorem 1.26]). Let Ω : R→ R be defined by

Ω(s) :=
{

2
π

(
s arcsin( s2 ) +

√
4− s2

)
, if |s| ≤ 2,

|s|, otherwise.

Then, under the Plancherel measure Pln, the function ω̃λ converges uniformly in probability
to Ω as n→ +∞. In other words, for any δ > 0 we have

Pln
(

sup
R

∣∣ω̃λ − Ω
∣∣ > δ

)
n→+∞−−−−−→ 0.

Moreover, we also have convergence of the supports, that is:

inf
{
s ∈ R : ω̃λ(s) 6= |s|

}
−→ −2,

and
sup
{
s ∈ R : ω̃λ(s) 6= |s|

}
−→ 2,

in probability under Pln as n→ +∞.
We can now directly deduce the de-Poissonised version of Proposition 6.1.

Proposition 6.4. For any i ∈ Z/eZ, the random variable ci(λ)
n converges in probability to

1
e under the Plancherel measure Pln as n→ +∞.

Proof. Take i ∈ {0, . . . , e− 1} and write ci(λ)
n = Sin +Ri(λ), where

Sin := 1
2
√
n

∑
k∈Z

Ω
(
i+ ke√

n

)
−
∣∣∣∣ i+ ke√

n

∣∣∣∣ ,
Ri(λ) := 1

2
√
n

∑
k∈Z

ω̃λ

(
i+ ke√

n

)
− Ω

(
i+ ke√

n

)
(note that both sums are in fact finite). We have

Sin = 1
2e

e√
n

∑
k∈Z

g

(
i+ ke√

n

)
,

where g := Ω− | · | is continuous on R. Since g has compact support, we deduce that Sin is a
mere Riemann sum thus (Sin)n converges as n→ +∞ and

lim
n→+∞

Sin = 1
2e

∫
R
g(t)dt = 1

2e2 = 1
e

(to obtain that
∫
R g(t)dt = 2 we can just make the explicit calculation, or note from

Theorem 6.3 that g is a uniform limit of continuous functions of integral 2).
Thus, it now suffices to prove that Ri(λ) converges to 0 in probability. Let δ > 0. By

Theorem 6.3, the probability for λ ∈ Pn to satisfy

‖ω̃λ − Ω‖∞ ≤ δ, (6.5a)
supp(ω̃λ − |·|) ⊆ [−2− δ, 2 + δ], (6.5b)

goes to 1 as n→∞. Now if |k| ≥ (2+δ)
√
n

e + 1 then∣∣∣∣ i+ ke√
n

∣∣∣∣ = e√
n

∣∣∣∣k + i

e

∣∣∣∣
≥ e√

n

(
|k| −

∣∣∣∣ ie
∣∣∣∣)

≥ e√
n

(
|k| − 1

)
≥ 2 + δ,
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thus for such a k ∈ Z≥0 we have
(
ω̃λ − | · |

)(
i+ke√
n

)
= 0. We deduce that for λ satisfying (6.5)

we have ∣∣Ri(λ)
∣∣ ≤ 1

2
√
n

∑
k∈Z

∣∣∣∣ω̃λ( i+ ke√
n

)
− Ω

(
i+ ke√

n

)∣∣∣∣
= 1

2
√
n

∑
|k|< (2+δ)

√
n

e +1

∣∣∣∣ω̃λ( i+ ke√
n

)
− Ω

(
i+ ke√

n

)∣∣∣∣
≤ 1

2
√
n

(
2(2 + δ)

√
n

e
+ 3
)
δ

≤ (2 + δ)δ
e

+ 3δ
2
√
n
.

≤ (2 + δ)δ
e

+ 3δ
2 .

We thus have proved that Pln(|Ri(ω̃λ)| > 2(2+δ)δ
e + 3δ

2 ) n→∞−−−−→ 0 and this concludes the proof
since 2(2+δ)δ

e + 3δ
2

δ→0−−−→ 0.

A Intermediate proofs
We provide here the proofs of Lemma 4.28 and Lemma 4.39.

A.1 A conditionally convergent series
We prove here Lemma 4.28. Let k ∈ Z with k /∈ eZ. With E[e]

k (x) :=
∑
n∈eZ+k

exp 2inx
n =

2
∑
n∈2eZ+2k

exp inx
n , we want to prove that

E
[e]
k (x) = i

e

∑
ω∈Ω2e

exp(2ikω)(ω − εx,ωπ),

for any x ∈ (−π, π) \ Ω2e, where εx,ω = sgn(ω − x) and Ω2e =
{
`π
e : −e < ` ≤ e

}
⊆ (−π, π].

In particular, with ω` = `π
e we have Ω2e = {ω`}−e<`≤e and the above equality shows that

E
[e]
k is piecewise constant on each interval

(
ω`, ω`+1

)
for −e ≤ ` < e.

We denote by ln : C \ R− → {z ∈ C : −π < arg z < π} the principal value of the
logarithm. Recall that for any z ∈ C with |z| ≤ 1 and z 6= 1 we have

− ln(1− z) =
+∞∑
n=1

zn

n
.

As in the proof of Lemma 4.14, we deduce that if moreover z /∈ µ2e then, recalling (4.15),

−
∑
ζ∈µ2e

ζ−2k ln(1− ζz) =
+∞∑
n=1

zn

n

∑
ζ∈µ2e

ζn−2k

= 2e
+∞∑
n=1

n∈2eZ+2k

zn

n
.
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We deduce that

∑
n∈2eZ+2k

zn

n
=

+∞∑
n=1

n∈2eZ+2k

zn

n
+

−1∑
n=−∞

n∈2eZ+2k

zn

n

=
+∞∑
n=1

n∈2eZ+2k

zn

n
−

+∞∑
n=1

n∈2eZ−2k

z−n

n

= − 1
2e

∑
ζ∈µ2e

ζ−2k ln(1− ζz) + 1
2e

∑
ζ∈µ2e

ζ2k ln
(
1− ζz−1)

= 1
2e

∑
ζ∈µ2e

ζ2k [ln(1− ζz−1)− ln
(
1− ζ−1z

)]
.

Now if |z| = 1, we have arg
(
1− ζz−1), arg

(
1− ζ−1z

)
∈ (−π/2, π/2) thus

−π < arg
(
1− ζz−1)− arg

(
1− ζ−1z

)
< π.

We deduce that
ln
(
1− ζz−1)− ln

(
1− ζ−1z

)
= ln 1− ζz−1

1− ζ−1z
.

We have 1−ζz−1

1−ζ−1z = −ζz−1 thus we obtain

∑
n∈2eZ+2k

zn

n
= 1

2e
∑
ζ∈µ2e

ζ2k ln
(
−ζz−1) ,

for |z| = 1 and z /∈ µ2e. With z = exp ix with x ∈ (−π, π) \ Ω2e, we obtain that, with
εx,ω := sgn(ω − x),

E
[e]
k (x) = 2

∑
n∈2eZ+2k

exp inx
n

= 1
e

∑
ω∈Ω2e

exp
(
2ikω

)
ln (− exp i(ω − x))

= 1
e

∑
ω∈Ω2e

exp
(
2ikω

)
ln
[
exp i(ω − x− εx,ωπ)

]
.

We have x ∈ (−π, π) and ω ∈ (−π, π] thus ω − x− εx,ωπ ∈ (−π, π) thus

ln
[
exp i(ω − x− εx,ωπ)

]
= i(ω − x− εx,ωπ).

We deduce that

E
[e]
k (x) = i

e

∑
ω∈Ω2e

exp(2ikω)(ω − x− εx,ωπ)

= i
e

∑
ω∈Ω2e

exp(2ikω)(ω − εx,ωπ)− ix
e

∑
ω∈Ω2e

exp(2ikω),

which gives the desired result since∑
ω∈Ω2e

exp(2ikω) =
∑
ζ∈µ2e

ζ2k = 0,

since e - k.
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Remark A.1. If k ∈ eZ, then the sum E[e](x) :=
∑
n∈eZ\{0}

exp 2inx
n is not piecewise constant.

Indeed, we have

E[e](x) +
e−1∑
k=1

E
[e]
k (x) =

∑
n 6=0

exp 2inx
n

= 2
∑
n≥1

sin 2nx
n

= 2S(2x),

where S(y) :=
∑
n≥1

sinny
n . By a standard equality we have S(y) = π−y

2 for all y ∈ (0, 2π)
(see, for instance, [GrRy, 1.441.1]), thus by Lemma 4.28 we know that E[e] is not piecewise
constant (but piecewise affine). We can also directly compute E[e] since

E[e](x) = 1
e

∑
n6=0

sin 2enx
n

= 2
e
S(2ex).

A.2 Riemann–Lebesgue lemma
We prove here Lemma 4.39. Let f be integrable on (a, b) and φ be continuously differentiable
on [a, b]. We want to prove that if φ vanishes at a finite number of points then∫ b

a

f(t) exp i
(
xφ(t)

)
dt

x→+∞−−−−−→ 0.

If φ′ does not vanish in [a, b] the result reduces to the classical Riemann–Lebesgue lemma
after the variable change u = φ(t). Thus, by additivity it suffices to consider the case where
φ vanishes only at a. Let 0 < ε� 1 and write∫ b

a

f(t) exp i
(
xφ(t)

)
dt =

∫ a+ε

a

f(t) exp i
(
xφ(t)

)
dt+

∫ b

a+ε
f(t) exp i

(
xφ(t)

)
dt.

The first integral is bounded in module by the integral of |f | over (a, a+ ε), and the second
one goes to zero as x → +∞ by the first case since φ′ does not vanish in [a + ε, b]. We
conclude that for any ε > 0 we have

lim sup
x→+∞

∣∣∣∣∣
∫ b

a

f(t) exp i
(
xφ(t)

)
dt

∣∣∣∣∣ ≤
∫ a+ε

a

|f(t)|dt,

and now the quantity in the right-hand side goes to zero as ε→ 0 since f is integrable.
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