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Abstract—While there is a plethora of publications devoted 
to the benefits of visualization; its drawbacks, apparently, did 
not receive the same attention. Nonetheless, a list of potential 
drawbacks exists in the current body of knowledge, which, 
unfortunately, do not directly address the facilitation of ideas 
generation by different design stakeholders, including users. 
Beside introducing the longer-term goal of a series of planned 
studies, this paper presents a first empirical study for setting the 
baseground on immersiveness. The results show that the choice 
of a visual representation type must be made wisely as it has an 
impact on the way participants imagine a facility space and its 
furnishing layout. They also unveil that, for the same facility 
space, the layout suggested by the participants is likely to be 
different depending on whether they visualize a top, perspective 
or sectional view, or even an inspirational photo of the space. 

Keywords—immersive technologies, creativity, visual 
representation, immersion intensity 

I. INTRODUCTION

The purpose of this investigation is to find out the 
eventual impact of visual representations in expressing ideas 
of a space usage and corresponding furnishing layout. This 
investigation belongs to a series of study dedicated to 
understanding the impact of Immersive technologies on 
individuals having to generate ideas of facility space and their 
furnishing. These individuals are in fact stakeholders, 
including future occupants of these future facilities. This 
initial empirical study is intended to set the baseground from 
which different Immersive eXperience Design (IXD) 
environments could be compared in terms of both potential 
benefits and eventual drawbacks. The context of this study is 
a rehabilitation and refurbishment project of an old 
disaffected building. Different stakeholders were involved 
for discussing ideas of rehabilitation through the allocation of 
facility spaces to different local organizations and future 
occupants operating various artistic and innovation activities. 

Bresciani and Eppler provided in 2015 an overview of the 
common pitfalls and potential drawbacks of visual 
representations in design [1]. Through a multidisciplinary 
literature review, they identified a list of potential drawbacks 
that unfortunately, do not directly address the facilitation of 
ideas generation by different design stakeholders, including 
users. This paper presents an initial study focusing on the 

lowest possible degree of interaction, immersion, technology 
and cost through the use of drawings or pictures/photos as 
visual representations; they could be displayed either on a 
low-cost screen or simply printed on an A4 sheet. Indeed, it 
constitutes also the simplest design environment affordable 
to almost everyone, including future occupants. At this stage, 
participants were not asked to sketch their ideas but rather 
explain vocally their ideas in terms of both space allocation 
and corresponding furnishing when looking at each of the 
four different visual representation forms: (a) top-view; (b) 
sectional-view; (c) perspective view; (d) inspirational photo. 

The up-coming studies in this series are planned to 
progressively bring onboard of experiments different 
immersive technologies like large or holographic screens as 
well as eXtended Reality (XR) technologies like Virtual 
Reality (VR), Augmented Reality (AR) or Mixed Reality 
(MR). These studies are targeted to progressively explore 
above-mentioned various high-tech devices and equipment, 
delivering different degree of visualization and interaction, in 
comparing the resulting Immersive eXperience (IX) and 
generated ideas in terms of: (i) quantity; (ii) variability; (iii) 
adequation; (iv) innovativeness.  

These exploratory studies are intended to address both 
individual and collective IX. For example: (a) regarding the 
lowest IX degree in terms of used technology, an individual 
simply visualize a facility space from an extremely low-cost 
and low-tech printed drawing with no interaction opportunity 
as reported in this study; (b) as for the highest IX degree, an 
individual could be wearing a high-tech Head-Mounted-
Display (HMD) for a 3D visualization exhibiting a highest 
interaction capacity with digitized environment and objects. 
Indeed, the ability to generate a mind representation of 
furnishing a specific space from a printed drawing is not in 
everyone capacity. Hence, it is assumed that immersive 
technologies would bring a more realistic 3D view 
facilitating sensemaking and common understanding among 
stakeholders about a particular context, situation and 
expressed ideas [2]. 

II. EXISTING THEORIES AND PREVIOUS WORK

The above-mentioned series of study takes place in the 
business sector of rooms furnishing within public, 
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professional or private building spaces. These studies will 
reuse and extend our previous work on Immersive Virtual 
Environment (IVE) and Immersive Collaborative 
Environment (ICE) [3, 4, 5], including UX [6, 7, 8], Fuzzy 
Front-End (FFE) model [9, 10] and IX [11].  

One of these previous studies was carried out on the 
appropriateness of immersive technologies to supporting co-
creation among different stakeholders for redefining 
accident-prone areas between pedestrians and vehicles in a 
city [4]. The Lorraine Fab Living Lab® (LF2L), the Équipe 
de Recherche sur les Processus Innovatifs (ERPI) and École 
Nationale Supérieure en Génie des Systèmes et de 
l’Innovation (ENSGSI) platform for prospective assessment 
of innovative usages and innovation acceptability regularly 
experiment “low cost” ICE platforms supporting front end 
innovation development since 2014 [4, 12] (Fig. 1).  

 
Fig. 1. Pictures of LF2L showing the “low-cost” immersive technologies 

(Pictures and video are available online at: https://flic.kr/p/U114Zu.) 

According to our experience and previous Living Lab 
(LL) projects involving various stakeholders or communities 
in a collaborative approach [13, 14], we learnt that it is 
necessary to propose different levels of sophistication of 
immersive platforms. Indeed, LL participants do not 
necessarily share the same backgrounds, knowledge and 
motivations.  

Including the largest number of stakeholders in a 
collaborative approach supported by an immersive platform, 

necessitate to consider their different abilities to cope with 
these new technologies. For example, an experiment 
conducted during a co-creation workshop of four different 
ICE platforms (Fig. 1): (a) a multi-screen visualization 
platform; (b) collaborative interfaces on Multitouch Tables 
platform; (c) an original collective user experience inside an 
immersive bubble platform; (d) an HMD-based ICE platform 
including a control screen for the participants not wearing an 
HMD. While this case study has confirmed the positive 
impact of the use of ICE platforms on sensemaking and trust-
building, the facilitation of reaching a common 
understanding depending on the type of each ICE platform 
was not systematically confirmed; as well as for facilitating 
the co-creation of new knowledge.  

A previous publication [15] presents the technical 
descriptions of ICE platforms (b & c) and how they work in 
a complementary manner in the LF2L. These different ICE 
platforms, through the use of different immersive 
technologies, deliver different degree of immersiveness; 
hence, absorption causal effect and level of stakeholders’ 
engagement towards the facilitation of sensemaking and 
trust-building, reaching a common understanding and co-
creation of new knowledge.  

In the same vein, another empirical study was dedicated 
to the impact of immersive technologies on service 
prototyping [16]. Beside studying the immersiveness impact 
on ideation, sensemaking and common understanding [3, 4], 
our goal is now to reach a better understanding on the 
articulation of the phenomena related to immersion, such as: 
absorption, engagement, flow and presence. 

A. User Driven Innovation 
Engaging users in New Product Development (NPD) is 

not something new as the 'lead user' approach described in 
1986, was meant for specifying needs and requirements with 
the help of users [17]. Later on, it was also demonstrated that 
users could be a good source of innovative ideas [18]. In 
2009, the Living Lab approach was described as a kind of 
open innovation ecosystem where users/citizens co-create 
value [19]. User-Centered Design (UCD) methods [20, 21] 
shifted the priority towards co-creating value with users in 
order to ensure a higher rate of technology acceptance and 
product/service adoption [22], which is the ultimate goal of 
innovation.  

UCD methods are also intended to reduce the gap 
between perceived needs and real needs. Furthermore, Curley 
and Salmelin [23] recently mentioned that the concepts of 
‘User-Driven Innovation’ (UDI) [24] and ‘User Co-Creation’ 
(UCC) [21, 24, 25] are vital ingredients of the Open 
Innovation 2.0 paradigm: "User- driven innovation is a 
crucial part of the OI2 paradigm and is also a key lever for 
adoption because users co-create solutions that meet their 
needs". Recently, inspired by the “Do-It-Yourself” (DIY) and 
“Do-It-Together” (DIT) movements [26], a new DIT 
approach, enhanced by the impact of social media from co-
creation to NPD and manufacturing, emerges as a concrete 
application of UDI [27]. 

B. User Centered Design 
For several decades, User-Centered Design (UCD) has 

broadly disseminated in the field of information technology, 
which has moved from a techno-centric to an increasingly 
anthropocentric approach [28]. UCD is a design approach 
focusing on the expectations, characteristics and needs of 



 

users, which requires the involvement of potential users as 
early as possible in the design process [29].  

Although it was first developed for software projects, 
UCD is nowadays pretty popular within different sectors, 
such as: public services [30], health [31] or building [32]. 
Participatory design, or co-design, is a form of UCD that 
emphasizes the active role of users in the design process. 
While UCD ensures a good fit with expectations and needs, 
participatory design additionally promotes user engagement 
in projects and adherence to its outcome [33].  

C. eXperience Design 
Other well-known forms of UCD are contextual design 

and experience design. In late Spring 2018, a study surveying 
6,000 consumers in the US, UK and China show that firms 
designing experiences instead of product features have 200% 
greater recommendations and 25% more customer loyalty [34 
survey]. However, it requires multiple stakeholders, 
especially users, to be engaged along the iterative XD process 
(Fig. 2) for: (1) co-creating innovative ideas; (2) exploring 
alternative usage scenarios; (3) experimenting how 
alternative solutions could properly support usage scenarios; 
(4) evaluating usage scenarios through UX quality 
measurement [6, 21, 22].  

These four activities (Fig. 2) are intended to better support 
the identification, implementation and evaluation of 
attainable value elements, for example: usefulness, 
efficiency, reliability, affordability, usability, trustability, 
empathy, and enjoyability. These value elements are turned 
into UX properties and grouped within UX facets. 

 
Fig. 2. Iterative eXperience Design (XD) process [6, 21, 22] 

This brings us to the central premise and core rationale of 
our validated UX-based adoption model relying on the main 
assumption that the higher the measured score of each UX 
facet, the more likely users would adopt the corresponding 
innovative solution [22, 35].  

D. User eXperience 
According to Pallot and Pawar [6], User eXperience (UX) is 
a multidimensional and multifaceted concept linked to the 
phenomenon of rapidly evolving human perception of usage 
experiences. In fact, the experience of using whatever objects 
or systems constantly evolves through a learning experience 
life-cycle from being a beginner up to becoming an expert. 
Furthermore, UX evolves also along the design process 
starting from anticipated use, progressing with virtual and 
physical mockup or prototype usage and ending up with [22, 
36]. This is known as the UX life-cycle [37]. Pallot and Pawar 
[6] argue that UX is so complex that most of the available 
empirical studies investigate only one fraction of it; UX is 

often observed from the single business dimension 
perspective through the technological facet, which includes 
constructs like utility and usability (ergonomic quality); 
sometimes they include the economical facet with constructs 
like pleasantness (hedonic quality) and satisfaction. More 
recently, Tcha-Tokey et al. [38] made an attempt for 
validating an UX in IVE conceptual model whose results 
show the impact of experience consequence on Flow and 
Emotion while Presence and Technology Adoption is 
impacted by Flow; in the same vein, Engagement impact on 
Presence and Immersion but no correlation between Presence 
and Immersion in contrast with another study [39]. 

E. The complexity of the phenomenon of Immersion 
The Oxford dictionary tells us that: “immersion 

represents the state of being: (i) put under the surface of a 
liquid; (ii) involved deeply or absorbed in a book, thought, 
work, one’s business”. From the same dictionary, absorbed 
means: “use up much of the attention, interest or time of”. 
Therefore, one could reasonably argue that absorption 
represents a causal effect of immersion. This is confirmed by 
the work of Nordin et al. [40], characterizing this absorption 
phenomenon as Real-World Dissociation (RWD). According 
to Pallot and Richir [41], immersion is sustained by three 
types of human activity (physical, cognitive or emotional) 
where a person is fully absorbed: (a) playing sport or 
exergame, known as being a tactical/sensory-motoric 
immersion; (b) solving an issue (mental challenge, chess 
game), known as being a strategic/cognitive immersion; (c) 
listening to, reading or watching a captivating story, known 
as being a narrative/emotional immersion [42, 43]. It often 
appears that once participants are captivated by a story and 
feeling engrossed into a character experience, then, occurs an 
emotional transfer leading to the phenomenon of immersion; 
exhibiting the fact that other needs become negligible and an 
induced RWD effect. 

Immersive technologies are considered as enabling the 
perception of being bodily there while in a mediated 
immersive environment allowing interaction and 
communication; where one or more of the five senses are 
engaged [15]. Immersion could happen in physical, cognitive 
or collective form [7]. From this perspective, Staffan and 
Holopainen [43] argue that spatial immersion reflects the 
degree to which a simulation participant perceives the virtual 
environment as a real one; implying the feeling of presence 
[44]. Cummings and Bailenson [45] argue that the highest 
quality of immersion of the IVE, the more likely users will 
feel present in the IVE and will perceived the mediated 
environment as a plausible space in which they feel located. 
Based on the definition of presence from Wirth et al. [44] 
Cummings and Bailenson came to the conclusion that the 
concept of presence is a two-dimensional construct 
comprising the user sense of self-location and perceived 
opportunities to interact with the IVE [45].  

These types of immersion make one’s brain so busy that 
everything else around simply disappears. A pretty good way 
to measure the deepness to which a person is absorbed is to 
observe whether the notion of time disappears as well as the 
whole external world. To make it short, one could argue that 
a 360° VR immersion bubble operates like a mind-blowing 
teleportation, instantaneously transporting a user in an 
existing remote place or a different world that is persistent 
enough to become another reality, even if it is a virtual one.  



 

Pallot and Pawar [6] argue that immersive technologies 
allow a more accurate representation of stakeholders’ time 
and space experience while providing a better usability 
testing of usage scenarios in an affordable and flexible 
manner. Hence, they foresee immersive technologies as an 
opportunity to facilitating sensemaking and common 
understanding [2] among project stakeholders simply 
because they bring a more realistic 3D visual representation 
about an innovative idea, its related concepts and usage 
scenarios. This would imply far less risks of misinterpretation 
during the FFE stage and co-design of the Immersive 
eXperience. 

F. Immersive eXperience 
The immersiveness of a specific environment is 

characterized by its particular UX as it was demonstrated 
through the use of a service prototype UX research model 
[11]. This model was statistically validated [16]. Therefore, 
it demonstrated that IX is a particular type of experience or 
UX facet having its own UX properties allowing to evaluate 
its degree of experience satisfaction. This is linked to our 
main research motivation in this series of study, investigating 
whether an IX relies mainly on the pictorial experience that 
is a typical experience associated with seeing-in pictures [46], 
with a certain degree of photo-realism; hence, justifying this 
present investigation on the impact of different visual 
representations.  

G. Immersive eXperience Design 
We foresee Immersive eXperience Design (IXD) as a 

specific type of XD allowing project stakeholders to be 
immersed, at some degree, in an IVE or ICE even if only one 
of them master the implementation and use of XR 
technologies. We also assume that the most prominent 
interest of IX, through its 3D visual representation, resides in 
its dual capacity to facilitating sensemaking and common 
understanding while eventually limiting the degree of 
imagination. There are already examples of IXD application 
in the built environment: (a) IVE engaging future occupants 
in the building design process in delivering a sense of 
presence while integrating pre-construction mock-ups and 
BIM models. This app allows evaluating alternative design 
options in the building model in a timely and cost-efficient 
approach [47]; (b) IVE for evaluating future occupants’ 
lighting preferences through virtual scenes with the 
controlling of the blinds and artificial lights in the virtual 
environment [48]. 

H. Visual Representation 
In the context of this study, project stakeholders use a 

visual representation to facilitate the sensemaking and a 
common understanding that are essential enablers of an 
effective and efficient collaborative work [2]. According to 
Broberg et al. [49], this visual representation can take many 
forms, from paper sketches to more elaborated digital forms 
up to VR sketches, to facilitate the designer's mind 
representation to work with, and to create a common 
understanding among project stakeholders including future 
occupants. 

The construction industry has embraced the use of 
Building Information Modeling to communicate about 
projects between colleagues and partners involved, but also 
with users (future occupants). A large body of research has 
established that in a user-centered design approach to a 
building or its layout, immersive visualization can improve 

performance on several criteria, including engagement and 
spatial representation [50, 51]. Shiratuddin and co-authors 
[52] have already compared the effectiveness of visualization 
in this context through diverse 3D technologies like a Cave 
Automated Virtual Environment (CAVE), a HMD, a large 
hemispheric display and a conventional display.  

The results indicate that on almost all criteria, the CAVE 
performs best. The HMD and the hemispherical display are 
inferior to the CAVE, but overall, more effective than a 
conventional screen display when they are combined with the 
3D adapted model. It should be noted that these are very 
specific equipment and immersing future users in these 
environments, especially the CAVE, can be pretty costly in 
terms of buying the technology and spent time on the 
preparation. This can therefore be a major obstacle to the use 
of these immersive technologies in a user-centered design 
approach in the furnishing sector. This observation leads to 
investigate much cheaper visual supports like different types 
of drawings or images, namely: realistic view, simplified 
view, schematic view, inspiring view. These drawings or 
images could be displayed on any basic screen or printed on 
a sheet of paper. 

Tavanti and Lind [53] argue, in their study on data 
visualization, that 3D representation projected onto a 2D 
surface allows more data to be shown than in a front view, 
and leads the user to more easily get the full picture of the 
presented data. The hypotheses of the present study are that 
by showing different types of visual representation of a 
facility space to future users, they generate different ideas of 
usage mode and different ideas of furnishing. 

III. METHODOLOGY 

A. Context and Purpose 
Although many studies unveiled the effectiveness of 

immersive technologies in promoting participant engagement 
and project visualization [50, 51], a CAVE equipment is not 
so common within industrial firms, especially SMEs, due to 
its cost. To enable the majority of designers, particularly in 
the building and furniture sectors, to adopt a more user-
centered and participatory approach, it is necessary to 
compare the impact of using low-tech and high-tech media. 
This study focuses on the use of low-tech means like printed 
or displayed drawings and photos. This investigation was 
conducted as part of a project intended to refurbish historic 
buildings for accommodating various artistic and innovation 
activities. The purpose of this study is to provide some 
evidence about the impact that different types of visual 
representation can play in engaging stakeholders, especially 
future occupants, in expressing ideas of usage and furnishing 
layout for a facility space. 

The old buildings of the Rives-de-Meurthe district in 
Nancy, France, are seeing a new face, with nearly 4,600 m2 
restructured into a Cultural and Creative Nursery. This place 
is intended to be an open space allowing the connection of 
future occupants, such as artists and creatives, with the 
inhabitants of the city and companies. Four large buildings 
(Fig. 3) are expected to provide a friendly and multi-
disciplinary meeting place between culture and innovation; 
open to experimentation and intended to operate as a creative 
laboratory for the city. 

Initiated by the city of Nancy, this regional development 
project for cultural and economic development led to the 



 

creation of the OK3 association to co-develop, manage and 
animate this site. The board of directors of this association is 
made up of 20 actors from the Rives de Meurthe sector and 
multidisciplinary artists, managers of the animation of the 
place and the selection of its first residents; in addition to 
complete the restoration of the buildings, a local team of 
architects was commissioned by the city of Nancy to design 
and manufacture the furniture for these new spaces. 

 
Fig. 3. The digitized OCTROI site 

As part of the co-development led by OK3, Laurent 
Dupont, Secretary General and responsible for the 
experimentation of the platform for co-design and social 
manufacturing of the INEDIT project, proposed that the 
rehabilitation project of the Octroi site become a field of 
exploration from the co-creation of ideas, through the co-
design of spaces and up to the manufacturing of furniture. 

 
Fig. 4. Immersive and Collaborative Environments [5] 

Due to the COVID19 pandemic, a pretest and a remote 
test dedicated to visual representations on a screen have been 
developed to be carried out virtually by videoconference. The 
participant, through the use of a laptop, tablet or smartphone, 
can view the images on the screen and answer the 
interviewer's questions. For this study, we only use the 
screens as symbolized by the green circle (fig. 4). 

B. Research Approach, Questions and Hypotheses 
 In this empirical study, a deductive approach is applied 

for answering the research questions and testing the 
hypotheses.  

RQ: To what degree the type of visual representation of a 
facility space impact the level of creativity of a stakeholder 
regarding expressed ideas of potential: (1) space usages and 
(2) furnishing layout and (3) how can this be quantified? 

The hypotheses were that depending on the visual 
representation type shown to a stakeholder during the 
interview: (H1) expressed ideas of usage of the facility space 
would be different; (H2) expressed ideas of furnishing layout 
would be different. 

C. Research Methods 
A qualitative method was selected through the individual 

semi-structured interview of participants (n = 12). Regarding 
the data analysis, collected qualitative data have been turned 
into quantitative data. The quantification provides elements 
allowing comparison of groups, with a clear statistical 
criterion for determining the "significant" differences from 
those that are not. Furthermore, the quantitative analysis is 
intended to reduce the cognitive bias of the human-generated 
data. The live one-on-one semi-structured interviews were 
directly recorded into textual feedbacks. 

D. Sample 
A total of 12 project stakeholders, including future 

occupants that are the potential users of each facility space, 
among city employees, architects, artists, and designers were 
interviewed. There were 10 men and 2 women, the oldest was 
64 years old while the youngest was 27 years old for an 
average age of 48 years. Among them, 6 respondents declared 
that they were used to read drawings; 4 used them time to 
time and 2 were not familiar at all with reading drawings. 

E. Protocol 
Participants were, in a first step, involved in a workshop 

intended for discussing about future activities (usage spaces) 
that could be held in the “Octroi” building to be refurbished. 
For the second step, participants were instructed about the 
objectives of this study and the data that would be stored in 
this context.  

They had to agree in giving their signature as a free and 
informed consent regarding their participation to this study. 
Afterwards, they were shown a drawing of one of the facility 
spaces in the building to be refurbished. From this drawing, 
they had to imagine and say out loud for 5 minutes all the 
possible usage spaces they could envision for this room.  

They were then asked to select the most relevant usage 
space and create its furnishing. Four different types of each 
room representation (Fig. 5) to the participant: (i) top view 
representing a simple two-dimensional plan with some 
simple furniture; (ii) sectional view representing a side view 
of the room with the same furniture and a character; (iii) view 
in perspective representing a 3D view with the furniture and 
a character; (iv) inspirational photo representing a realistic 
picture of the space, as it is at the time of this study, and 
another photo of an original piece of furniture. 

 

 

 

Figure 16. Rendus sur Twinmotion 

Une fois les modèles réalisés sur Sketchup ont été importés sur Unity avec des matériaux 
(non définitifs) comme on peut regarder dans l’image suivant (figure 17), de sorte 
qu'Unity puisse identifier les surfaces des bâtiments où des textures/matériaux finals 
seront appliqués. 

Figure 17. Applications de matériaux sur Ketchup pour exportation de dossier 
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Fig. 5. The four different representation views 

Each participant was asked to express ideas for usage 
space and furnishing layouts 4 times, for 4 different rooms 
and in different representations. The order in which the 
representations were presented was counterbalanced with 
regard to the representation types and the rooms. The choice 
of positioning some furniture and a character on the 
representations of the room was intended to give notions of 
proportion and space. 

F. Analysis Methods 
The recorded one-on-one interviews were parsed for: (i) 

counting the number of expressed words in each respondent’s 
description of usage spaces and furnishing. This is intended 
to compare respondents’ fluency according to the shown 
representation view; (ii) identifying the category of usage 
spaces like conviviality space, co-working space, exhibition 
& projection space, meeting space, reception space and 
training space; (iii) identifying the features of the furnishing 
like modularity, table/desk, decoration, shelving, wardrobe, 
lighting, socket, acoustics, coffee/water, whiteboard, 
movable partitions. Based on the identified usage category 
and furnishing features and the fact that each representation 
view was executed the same number of times, it was possible 
to compare the number of occurrences of each usage category 
and each furnishing feature expressed by the participants. 

IV. FINDINGS 

A. Quantitative Analysis 
The means and standard deviations of the number of 

words in the responses to the question on uses and layout are 
presented in Fig. 6.  

The homogeneity of variance (homoscedasticity) of these 
data was verified using the variance analysis [54] (Levene, 
1960), which revealed to be acceptable for the number of 
words concerning usages (F(5) = 1.742, p = .133) and layout 
(F(5) = .754, p = .585).  

  
Fig. 6. Average number of words used by respondents in expressing their 

ideas of usage mode and furnishing feature by representation view 

The comparison of the means between the 4 
representation types was therefore carried out using variance 
analysis. It did not reveal any statistically significant 
difference between the number of words used to describe the 
ideas of usage, F(5) = .657, MSE = 603, p = .657. In contrast, 
the variance analysis revealed a significant difference for the 
number of words describing the layout ideas, F(5) = 2.528, 
MSE = 1048.9, p = .036. Pairwise comparisons showed that 
this difference was specifically between the Sectional View 
and the Inspirational photo (p = .048). The other differences 
were not significant (p > .05). 

B. Qualitative Analysis 
The number of proposed usage spaces corresponding to each 
category according to the four representation types is 
presented in Fig. 7. The comparison of the representation 
types was carried out by chi-squared (Chi2) tests [55] 
(Pearson, 1900). It revealed no significant difference for 
conviviality (Chi2(4, N=12) = 58.573, p = .125), co-working 
office (Chi2(4, N=12) = 56.940, p = .908), exhibition & 
projection (Chi2(4, N=12) = 37.896, p = .739), meeting 
(Chi2(4, N=12) = 60.518, p = .416), reception (Chi2(4, 
N=12) = 60.231, p = .705) and training (Chi2(4, N=12) = 
39.142, p = .947). 

  
Fig. 7. Number of occurrences for each usage term according to each 

representation view 

Concerning the ideas of furnishing features, the number 
of occurrences for each layout category in each representation 
type appears in Fig. 8. The comparison between 
representation types was carried out by chi-squared tests. It 
revealed no significant difference for modularity (Chi2(4, 
N=12) = 62.012, p = .657), table/desk (Chi2(4, N=12) = 
55.159, p = .594), decoration (Chi2(4, N=12) = 49.907, p = 
.090), shelving (Chi2(4, N=12) = 58.299, p = .112), wardrobe 
(Chi2(4, N=12) = 55.159, p = . 594), lighting (Chi2(4, N=12) 
= 44.049, p = .106), socket (Chi2(4, N=12) = 31.194, p = 
.290), acoustics (Chi2(4, N=12) = 32.440, p = . 444), 
coffee/water (Chi2(4, N=12) = 50.697, p = .913), whiteboard 
(Chi2(4, N=12) = 13.586, p = .551) and movable partitions 
(Chi2(4, N=12) = 30.811, p = .252). 

 
Fig. 8. Number of occurrences for each furnishing term according to each 

representation view 

In contrast, there was a significant difference for seat 
(Chi2(4, N=12) = 51.797, p = .009) and electronic equipment 



 

(Chi2(4, N=12) = 56.260, p = .041). It can be seen that 
respondents tend to mention seats and electronic equipment 
less in the Top View representation than in the other 
representation types. 

V. DISCUSSION AND CONCLUSION 

A. Limitations, Reliability and Validity 
This study has the following limitations: (i) it was based 

on a specific project that has the advantage of being a real 
case, but with local particular characteristics hindering the 
generalization of the findings; (ii) the relatively small number 
of respondents hinders any deeper statistical analysis. 

The hypotheses are only partially confirmed by the results 
of this study. On the one hand, it can be seen that the 
differences in visual representation types have no significant 
impact on stakeholders expressing ideas of usage space (H1), 
either in terms of number of words or in terms of evoked 
usage space. On the other hand, the visual representation 
type, in which the furnishing layout (H2) is presented, do 
make a significant difference both in terms of quantity and 
variability. Respondents exposed to the Sectional View 
expressed significantly fewer words than in the Inspirational 
photo, while respondents exposed to the Top View expressed 
less words about seats and electronic equipment in their 
responses (H2). 

One may wonder why the difference in visual 
representation types leads to a difference in the furnishing 
layout ideas (H2), but not in the usage space ideas (H1). This 
could be due to the fact that this study took place after 
participants had a workshop for discussing their expectations 
in terms of future activities that could be held in this 
refurbished building. Therefore, to a certain extent, they 
already have uncovered ideas about future usage spaces of the 
different facility spaces planned in this building. Because the 
question of furnishing layout had not really been addressed 
during this workshop, this has potentially left participants to 
be more receptive to the influence of the shown visual 
representation type. 

This study shows that in this approach, the choice of a 
representation type must be made wisely as it has an impact 
on the way participants imagine a facility space (RQ1) and its 
furnishing layout (RQ2). For the same project and the same 
place, the furnishing layout suggested by the participants is 
likely to be different (H2) depending on whether the designer 
has shown a top view of the place or a sectional view, for 
example.  

This study also highlights an important point of vigilance 
in any participatory design process: the temporality of the 
different co-design actions in the course of the project. In this 
case, if the usages are not questioned from the outset, there is 
a risk that they will remain fixed without any possible return. 
To make precise recommendations on the basis of these 
results, it seems prudent to imagine iterative approaches in 
which the visual representations evolve as the ideas of future 
occupants are enriched and selected. 

This initial empirical study requires to be renewed with 
more participants allowing a deeper statistical analysis for 
better understanding the impact of each visual representation 
type. Nonetheless, this study has allowed to set the 
baseground from which different IXD environments will be 
compared during up-coming experiments in terms of both 
potential benefits and eventual drawbacks. While this study 

constituted the lower degree of technology support, up-
coming studies will showcase XR technologies. The next 
empirical studies will further investigate the phenomena of 
absorption, immersion, engagement, social-presence and the 
role pictorial experience (visual representation) as well as 
their respective impact on FFE, IXD and IX.  
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