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Abstract
According to the ideomotor theory, action may serve to produce desired sensory outcomes. Perception has been widely described
in terms of sensory predictions arising due to top-down input from higher order cortical areas. Here, we demonstrate that the
action intention results in reliable top-down predictions that modulate the auditory brain responses. We bring together several
lines of research, including sensory attenuation, active oddball, and action-related omission studies: Together, the results suggest
that the intention-based predictions modulate several steps in the sound processing hierarchy, from preattentive to evaluation-
related processes, also when controlling for additional prediction sources (i.e., sound regularity). We propose an integrative
theoretical framework—the extended auditory event representation system (AERS), a model compatible with the ideomotor
theory, theory of event coding, and predictive coding. Initially introduced to describe regularity-based auditory predictions, we
argue that the extendedAERS explains the effects of action intention on auditory processingwhile additionally allowing studying
the differences and commonalities between intention- and regularity-based predictions—we thus believe that this framework
could guide future research on action and perception.

Keywords Intentional action . Action–effect predictions . Auditory processing . Ideomotor theory . Predictive coding . Extended
auditory event representation system

Two recent developments are of particular interest for the
current review. First, for the longest time, research on human
action focused on stimulus–response behaviour, where acting
was merely considered a response to environmental demands.
The past few decades, however, marked a shift, in that re-
searchers’ interest in actions that serve to produce desired
effects in the environment increased progressively. Second,
the way we understand perception has come a long way,

too—the general agreement being that perception is not an
entirely stimulus-driven process, but that it is an interplay
between bottom-up processing and top-down expectations.

The bottom-up vs. top-down distinction has been put for-
ward most prominently by the predictive coding theory of
perception (Friston, 2005, 2010; Mumford, 1992; Rao &
Ballard, 1999). According to this theory, the brain is constant-
ly predicting future events by accumulating evidence via in-
tegrated feed-forward and feed-backward loops. First, predic-
tions concerning the expected input propagate from higher to
lower brain areas, where a comparison against the actual sen-
sory input is carried out. The prediction error resulting from
this comparison is then carried back up the cortical hierarchy,
the goal being to minimize prediction error and thus improve
processing efficiency (Feldman & Friston, 2010).

Information processing in the auditory system has also
been widely described in terms of predictive top-down pro-
cesses that can be derived from several sources: general regu-
larities in the environment, visual–auditory associations, long-
term learning (such as in language, for example), and/or our
own actions (for comprehensive reviews, see Bendixen et al.,
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2012; Schröger et al., 2015). A number of reviews have
assessed, for instance, the mechanisms underlying
regularity-based predictions in oddball paradigms (Garrido
et al., 2009; Näätänen et al., 2007) and their corresponding
computational models (Schröger et al., 2014), sensory attenu-
ation effects in self-generation studies (Horváth, 2015;
Hughes et al., 2013a), or the interactive effects of attention
and prediction (Lange, 2013; Schröger et al., 2015).

Here, we focus on the role of intentional action and action–
effect predictions in the context of auditory processing. This
review aims to fill a gap in the body of literature and demon-
strate that intentional action represents a main source of top-
down prediction in the auditory system. In the following sec-
tions, we first briefly describe the notion of intentional action
in broader terms, as it has been formalized in the context of the
ideomotor theory. Then, we review several lines of research,
from sensory attenuation studies, to studies investigating
mismatching and omissions of expected action effects.
Finally, we integrate the findings of this research into a com-
mon perspective by proposing that the auditory event repre-
sentation system (AERS), a model initially introduced to de-
scribe auditory regularity-based predictions (Schröger et al.,
2014; Winkler & Schröger, 2015), can be extended to explain
the effects on action intention and action–effect predictions on
the auditory processing.

The ideomotor framework of intentional
action

Experience teaches us that certain actions have specific sen-
sory effects. Once such action-effect couplings have been
learned, we select our actions according to their desired con-
sequences. This idea is at the core of the ideomotor theory of
action control, which has been widely used to describe the
mechanisms of intentional action (Greenwald, 1970;
Hommel, 2003, 2013). Elsner & Hommel (2001) provided
evidence supporting the ideomotor theory through a series of
experiments in which they demonstrated that action–effect
associations (key presses and tones, respectively) learned dur-
ing an acquisition phase consistently modulated response se-
lection and response speed in a subsequent test phase. This
series of experiments demonstrates that action–effect associa-
tions are represented in a bidirectional way, an idea further
elaborated by the theory of event coding (TEC), which postu-
lates that perception and action operate on the same codes,
event files, consisting of integrated sensorimotor networks
(Hommel et al., 2001) that are retrieved in a very selective
manner according to the current goals of the individual
(Hommel, 2019).

Intention-driven action has been contrasted with stimulus-
driven action (Herwig et al., 2007; Herwig & Waszak, 2009;
Waszak et al., 2005). While the former serves goal-directed

behaviour, the second is reflexive in nature, the actions being
selected according to the stimulus. The two types of action
presumably reflect different types of learning as well. In this
regard, Herwig and colleagues showed in a series of behav-
ioural experiments that reliable action-effect/ideomotor learn-
ing occurs only if in the acquisition phase participants can
freely choose which action to perform (intention driven), but
not if the action to be performed is cued (stimulus driven;
Herwig et al., 2007; however, for counterevidence, see
Janczyk et al., 2012; Pfister et al., 2011). These findings added
to previous results suggesting that action-effect acquisition
relies on some degree of intentionality (Waszak et al., 2005),
as intentional but not the stimulus-driven action led to the
elicitation of a readiness potential-like response in the EEG,
a component that had previously been related to the generative
process of intentional actions (Jahanshahi et al., 1995).
However, contrasting views suggest that the acquisition of
action–effect associations may be spontaneous rather than in-
tentional (Hommel, 2013). Regardless of whether action ef-
fects are acquired intentionally or spontaneously, the agree-
ment is that once the appropriate actions need to be selected in
order to generate the desired outcomes, intention plays a cru-
cial role.

Note that even though the distinction between intentional
and stimulus-driven action is theoretically useful, human ac-
tions are rarely ever completely internally or externally guid-
ed, but are rather on a continuum between the two extremes
(Krieghoff et al., 2011). Moreover, intentional action should
not be treated as a unitary concept, but should be considered in
terms of decisions regarding which action to execute (what
component), at which moment in time (when component),
and whether to execute an action at all (whether component;
Brass & Haggard, 2008). Even though research on the ideo-
motor theory mostly investigates thewhat component, each of
the three decision types have been associated with specific
patterns of hemodynamic and electrophysiological brain acti-
vation (for a comprehensive review, see Brass & Haggard,
2008). For instance, Krieghoff et al. (2009) showed that the
rostral cingulate zone (RCZ) seems to be related to the what
component, while the when component was associated with
activation in a part of the superior medial frontal gyrus.
Further corroboration based on a more recent meta-analysis
suggests that the different components of intentional action
are indeed associated with specific neural underpinnings that
are partially independent (Zapparoli et al., 2017).

To conclude, the ideomotor model drove considerable re-
search on intentional action and action-effect anticipation in
the past two decades. Previous reviews cover general behav-
ioural, functional, and neuroanatomical mechanisms
(Krieghoff et al., 2011; Nattkemper et al., 2010; Waszak
et al., 2012). In the following sections, we discuss the role of
intentional action in the specific context of auditory process-
ing. We mostly focus on EEG studies reporting action-related
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prediction effects on early and mid-latency auditory event-
related potentials (ERPs; i.e., N1, P2, MMM, N2, and P3
components), but we also include a few related behavioural,
transcranial-magnetic stimulation (TMS), MEG, and fMRI
studies.

Auditory attenuation and the forward models

In 1973, Schafer and Marcus showed for the first time that
tones generated by the participants themselves were followed
by attenuated brain responses, compared with tones that were
generated externally. This difference was obvious in the
ERPs, in between the N1–P3 latency range (i.e., in between
about 90 and 400-ms poststimulus presentation), and was
largest over the vertex electrodes (Schafer & Marcus, 1973).
Since its discovery, this commonly named self-generation
effect appears to be a robust phenomenon at a neural level
(i.e., as indicated by a considerable amount of neurophysio-
logical studies), while at a phenomenological level, the com-
parably fewer studies point to somewhat mixed findings.

At a neurophysiological level, the observed attenuation ef-
fect following self-generated tones (e.g., Aliu et al., 2009;
Martikainen et al., 2005; Timm et al., 2013; for a review,
see Horváth, 2015; Hughes et al., 2013a) is typically investi-
gated using the contingent paradigm (see Fig. 1a), which con-
sists of three main experimental conditions (Horváth, 2015):
motor-auditory, auditory, and motor. The attenuation effect is
observed when comparing the motor-auditory (self-generated)
and the auditory (externally generated) conditions, while the
motor condition is necessary in order to subtract the motor-
evoked potentials from the motor-auditory condition and thus
make it comparable to the auditory condition. In the motor-
auditory condition, participants are asked to perform an ac-
tion, which is shortly followed by a tone. In the auditory
condition, the same tone is passively presented at the same
intersound interval (ISI) as in the motor-auditory condition.
Finally, in the motor condition, participants perform the same
action as in the motor-auditory condition but no tone is pre-
sented. The preferred action is typically a button press; how-
ever, other studies have also used foot-presses (Van Elk et al.,
2014) and eye saccades (Mifsud et al., 2016). The attenuation
effect appears earlier and larger when the tone is presented
immediately after the action, while increased temporal delays
result in later and/or less attenuation (Oestreich et al., 2016;
Pinheiro et al., 2019; Van Elk et al., 2014). However, this
positive relationship between action-effect proximity and at-
tenuation magnitude does not seems to characterize high-
schizotypy subclinical participants (Oestreich et al., 2016),
while in patients with schizophrenia, short temporal delays
might even increase the attenuation effect (Whitford et al.,
2011). Thus, the magnitude of the neurophysiological

attenuation as a function of action-effect timing might repre-
sent a good measure of psychosis.

Regarding the order of the experimental conditions, they
are usually administered in separate blocks, where the motor-
auditory condition is presented before the auditory condition
(to allow comparable ISIs). Yet, in one study, the motor-
auditory (self-generated) and auditory (externally generated)
conditions were combined within the same block. In this
mixed condition, the reported attenuation was even larger than
when the self-generated and externally generated tones were
administered separately, the authors concluding that this dif-
ference reflects the system’s ability to further distinguish be-
tween the sensory consequences of one’s own actions and
those of others (Baess et al., 2011).

The contingent paradigm allows observing suppressed re-
sponses in the self-generation compared with the external-
generation condition, typically at the level of the auditory
N1 component referring to the first early negative response
peaking around 100 ms after stimulus onset, and the P2 com-
ponent representing a positive peak around 200 ms after stim-
ulus onset, both having a frontocentral topography (e.g.,
Mifsud et al., 2016; SanMiguel, Todd, et al., 2013; Timm
et al., 2014). The suppression of these components (see Fig.
1b) is typically taken to reflect internal forward modelling.
More specifically, when an action is performed, an efference
copy of the respective motor command containing informa-
tion about the expected sensory feedback is presumably sent
to the sensory systems (see Fig. 1c). This copy is compared
with the actual sensory feedback, leading to attenuated senso-
ry responses if they match (Blakemore et al., 2000; Crapse &
Sommer, 2008; Miall & Wolpert, 1996). The term efference
copy is related to the concept of corollary discharge
representing a more general motor-to-sensory signal (see
Fig. 1d) that may arise at various levels of the motor-sensory
pathway (Crapse & Sommer, 2008). Recent data from Li et al.
(2020) suggested that the two differ in specificity, with corol-
lary discharge signalling preparation for a motor task without
a specified content, while the efference copy signals prepara-
tion to produce specific effects, such as a spoken syllable.
Nevertheless, the implicit definition of forward modelling typ-
ically includes both signal types, which often remain
undissociated.

We would like to point out here that ideomotor theory,
described above, and computational models using forward
modelling—although very similar in spirit in that they empha-
size the close relationship of perception and action—are argu-
ably not based on identical concepts. Ideomotor theory as-
sumes that actions are selected by means of the anticipation
of desired outcomes, with the internal representation of the
desired outcome, or goal, and the internal representation of
the action that achieves this goal being one and the same.
Ideomotor theory, thus, does not need to postulate that the
action outcome is predicted, as the anticipation of the
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action outcome is already part of the selection of the ac-
tion, or rather, the anticipation of the action outcome is
the selection of the action (see, for example, Janczyk &
Kunde, 2020; Waszak et al., 2012). Accordingly, in some
accounts, sensory attenuation has been attributed to this
preactivation of action outcomes in the sense of ideomo-
tor theory, even though this has been mostly discussed in
relation to visual predictions (e.g., Roussel et al., 2013;
for a review, see Waszak et al., 2012).

The distinction between forward modelling and action out-
come anticipation notwithstanding, N1 and P2 attenuation are
often discussed together and it has been suggested that they
might reflect different processes (Crowley & Colrain, 2004).
This distinction is for instance supported by studies on pa-
tients with cerebellar lesions, for which the N1, but not the
P2 attenuation to self-generated tones seems to be impaired
(Knolle et al., 2012; Knolle et al., 2013). As the cerebellum
likely represents the site of the forward model (Shadmehr
et al., 2010), lesions at this level cause disruption of the

forward model, which is in turn reflected in the lack of N1
attenuation. Additional results indicate that the N1, but not
the P2 self-generation effect is likely to be superimposed by
processes related to attention (Saupe et al., 2013). These
findings thus suggest that while the N1 might be related to
automatic processing, the P2 might reflect higher cognitive
processes such as the processing of complex tone features
(Shahin et al., 2005) and conscious evaluation of action
outcomes. Altogether, the P2 might represent “a more direct
measure of sensory-specific predictions,” as proposed by
SanMiguel and colleagues, who reported that the P2 (unlike
the N1) attenuation effect did not decrease with shorter stim-
ulus onset asynchronies (SanMiguel, Todd, et al., 2013).

In addition to the N1-P2 complex consistently discussed in
self-generation studies, one study also reported attenuation at
much earlier stages, in the middle latency response (MLR), at
the level of the Pa (i.e., a positive peak at about 27–33 ms post
tone onset), and the Nb (i.e., a negative peak at about 40–46
ms post tone onset) components (Baess et al., 2009). While it

Fig. 1 Paradigm and proposed mechanism behind the auditory
attenuation. This phenomenon is typically studied in the contingent
paradigm (a) where the comparison of the motor-corrected self-generated
(MA–M) and externally generated (A) tones allows observing an ampli-
tude attenuation following the self-generated sounds, typically for the N1
and P2 ERP components (b). The attenuation is taken to reflect the work-
ing of an internal forward model that determines whether the predicted

sensory feedback, estimated based on an efference copy of the action’s
motor command (c), and the received sensory feedback correspond to
each other. Besides the efference copy, the corollary discharge represents
a more general motor-to-sensory signal that operates within the forward
model (d). (Figures 1c–d have been adapted based on Crapse & Sommer,
2008)
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is unclear if, or to what extent, theMLR effects can be taken to
reflect predictive processing in the same way as the N1–P2
components, it appears that the mechanism driving sensory
attenuation is robust and modulates a number of steps in the
auditory processing hierarchy. Finally, note that the contin-
gent paradigm has been mostly implemented to study post-
stimulus effects. Yet, a few studies looking at the readiness
potential (RP), a negative ERP component which indexes ac-
tion preparation, found that the RPwas increased in the motor-
auditory by comparison to the motor condition, thus indicat-
ing that the expectations regarding the self-generated tones are
already represented at pre-stimulus levels (Pinheiro et al.,
2020; Reznik et al., 2018).

As pointed out above, a disruption of this motor prediction
mechanism due to cerebellar lesions leads to reduced attenu-
ation (Knolle et al., 2012; Knolle et al., 2013). This seems to
be the case for several other clinical populations such as
schizophrenia (Ford et al., 2014) or autism spectrum disorder
(van Laarhoven et al., 2019), in which impaired motor-to-
auditory communication likely accounts for this deficit.
Thus, the connection between our motor intentions and sen-
sory processing is not just theoretically interesting, but also
highly relevant from a clinical perspective.

Lastly, at a phenomenological level, a few studies that have
looked at perceptual loudness judgements in the context of the
self- vs. external-generation comparison, lead to somewhat
conflicting results. On the one hand, a few studies have found
that participants perceived the loudness of a tone attenuated
when they generated the tone themselves, but not when the
tone was computer-generated or generated by another person,
complementary to the ERP results described above (Weiss
et al., 2011; Weiss & Schütz-Bosbach, 2012). On the other
hand, additional results indicated that perceptual attenuation
also occurred for tones generated by another person
(Sato, 2008), and even that the self-generated sounds
were better detected (by contrast to attenuated; Reznik
et al., 2014). Reconciling findings from Reznik et al.
(2015) demonstrated that when the intensity of self-
generated sounds was low, the perceived loudness was
enhanced, and vice versa, high intensity of self-
generated sounds was associated with an attenuated per-
ceived loudness. Thus, unlike the consistent findings in-
dicating attenuation in electrophysiological studies, the
perceptual attenuation results are less conclusive.
Studies simultaneously investigating neural and
perceptual attenuation are rare. One recent set of results
from Reznik et al. (2021) indicated an inverse relation-
ship between the perceptual and neural responses: by
comparison to externally generated sounds, self-
generated sounds were associated with an increased de-
tection sensitivity (i.e., enhancement) and decreased neu-
ral responses (i.e., attenuation). However, more research
is needed to understand this apparent neural–perceptual

discrepancy, particularly because the effect sizes reported
by Reznik et al. (2021) are small.

Is the attenuation effect specific to intentional action?

The sensory attenuation studies described so far demonstrate
that the auditory consequences associated with our own ac-
tions are processed differently, compared with externally gen-
erated consequences. However, they do not demonstrate, first,
whether these effects arise because of motor acts in general or
because of intentional actions in particular, and second,
whether the specificity of the action effects is important or
the attenuation would occur to unpredictable action–effect
associations too. The role of intentionality can be tested by
contrasting brain responses to tones produced by voluntary vs.
involuntary actions. Following this reasoning, Timm et al.
(2014) recorded ERPs to sounds that were generated either
by participants’ free button presses, or by finger movements
initiated by stimulating the corresponding region of the motor
cortex via transcranial magnetic stimulation (TMS). They
found that the typical N1-P2 attenuation pattern only occurred
following voluntary movement execution, and not in the
stimulation condition in which no motor plan was available.
Similarly, recent data from Jack et al. (2021) indicated that
sounds following button presses caused by applying either
electrical stimulation of the median nerve or manual force to
the participants’ finger, did not lead to N1 suppression, by
comparison to sounds following voluntary actions. Together,
these results indicate that movement intention is a crucial el-
ement for the effect to occur (for additional TMS findings
pointing to the role of intentional action for attenuation in
the somatosensory system, see Haggard & Whitford, 2004;
Voss et al., 2006). In line with this, results from Desantis
et al. (2012) showed that participants perceived tones to be
attenuated if they believed that the tones were self-generated,
thus indicating that not just the motor act, but also the per-
ceived authorship plays a role. Regarding the specificity of
action–effect predictions, Baess et al. (2008) examined the
magnitude of the N1 attenuation when two features, the fre-
quency and the onset of self-generated tones, were either pre-
dictable or unpredictable. Specifically, these two features
could be both predictable, both unpredictable, or one predict-
able while the other was not, yielding the corresponding four
experimental conditions. Interestingly, these authors observed
significant attenuation effects in all four conditions, while the
largest suppression effect indeed occurred when both frequen-
cy and onset were predictable. This indicates that the predic-
tion mechanism is more efficient if both the specific identity
(what component of intentional action, see previous section),
as well as the precise timing (when component) of the tone can
be determined. However, the fact that attenuation was ob-
served in all four conditions suggests that predicting one com-
ponent only is sufficient to yield attenuation. The existence of
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what- and when-related processing has been also demonstrat-
ed in relation to the temporal precision and content specificity
of inner speech (Jack et al., 2019), as well as in relation to the
auditory sensory processing outside the context of action (Hsu
et al., 2013).

Considering these results, one could conclude that inten-
tional movement execution is necessary for the attenuation
effect to occur, both if what and when, or only if what or
when can be predicted. However, these conclusions are chal-
lenged by results coming from studies using the coincidence
paradigm (Horváth, 2013; Horváth et al., 2012). In this para-
digm, tones and key presses are only contiguous (i.e., the tone
is not dependent on the key press, but the two co-occur, “by
coincidence”). In this setting, Horváth et al. (2012)
showed in a series of three experiments that the N1 and
P2 components (as well as their counterparts in the MEG)
were attenuated when the sounds coincided with the but-
ton presses, showing that action-effect causality was not a
necessary condition for auditory attenuation to occur, but
that the mere temporal coincidence between an action and
a sound were sufficient to generate auditory sensory at-
tenuation. This conclusion is of course incompatible with
the idea that internal forward models and intention are
causing the attenuation.

Taken together, the mixed evidence from these studies
does not offer a coherent picture of the precise roles that in-
tentional action and action-effect prediction play in sensory
attenuation. Moreover, the attenuation effect is not specific to
self-produced action effects. Recent studies have shown evi-
dence of N1 attenuation both when participants initiated ac-
tions to produce sounds themselves and when they observed
on a screen action effects that were produced by somebody
else (Ghio et al., 2018; Poonian et al., 2015). Follow-up results
nevertheless indicated that the N1 (but not the P2) attenuation
might still be specific to own actions, when the timing of the
self-performed and observed actions were better matched
through a “live” observation context (by contrast to
presented on a screen; Ghio et al., 2021). Furthermore, the
attenuation effect is not even specific to action-related effects
so that, for instance, N1 attenuation has also been reported for
tones whose identity could be predicted based on the preced-
ing sensory regularity pattern (Lange, 2009), or when a tone
onset could be predicted on the basis of preceding visual in-
formation (Vroomen & Stekelenburg, 2010). In this regard, a
recent self-generation study further showed that when the ex-
ternally generated tones were cued by a countdown, the atten-
uation effect was reversed (i.e., was larger for the externally
generated, than for the self-generated tones; Kaiser & Schütz-
Bosbach, 2018; however, for contrasting results, see Klaffehn
et al., 2019). To conclude, while the sensory attenuation stud-
ies have extensively shown that sounds associated with our
intentional actions are processed differently than those that are
not, the attenuation effect is not specific to intentional action,

but seems to reflect a broader (unspecific) prediction
mechanism.

Sensory attenuation beyond the self vs. other
comparison

An approach of studying action-related auditory predictions
that is complementary to the experiments described in previ-
ous sections consists of comparing the auditory consequences
of actions that are congruent with the expected action effects,
with those that are incongruent. This approach has its origin in
the fact that, when studying sensory attenuation, be it in rela-
tion to intentional action or to other phenomena such as
visual-auditory (Vroomen & Stekelenburg, 2010) or auditory
regularity-based predictions (Lange, 2009), a number of po-
tential confounding factors need to be taken into account:
temporal prediction and temporal control (the ability to predict
and control the exact point in time at which a stimulus will
occur), and motor and non-motor identity predictions (the
ability to predict exactly which stimulus will occur, regardless
of whether this is determined by the agent’s actions or not;
Hughes et al., 2013a).

Following this reasoning, Hughes et al. (2013b) designed a
paradigm where participants produced hand-specific tones by
inversely associating the left and right hands with high vs. low
pitch tones. In a predictable condition, each middle-finger key
press generated a specific tone with 100% probability (low or
high, according to the designed associations). In an unpredict-
able condition, the index-fingers key presses generated unspe-
cific outcomes, that is, high and low tones with equal proba-
bility. Thus, the tones could be predictable vs. unpredictable
(i.e., generated by the middle vs. index fingers), or prediction-
congruent vs. prediction-incongruent (i.e., averaged across
both fingers, a tone was presented frequently, and the other
one rarely). When comparing the N1 ERP responses follow-
ing the predictable vs. unpredictable tones, the authors did not
observe any differences, by contrast to the sensory attenuation
studies reporting differences between the self-generated (i.e.,
predictable) and externally generated (i.e., unpredictable)
tones. Interestingly, the prediction-congruent by contrast to
the prediction-incongruent tones (i.e., the frequent vs. rare
action effects for each hand) elicited an attenuated N1. This
result could also be interpreted as enhanced N1 for the incon-
gruent tone in the sense of action-effect violation (in the same
vein with the results from the active mismatch paradigm that
we discuss in the next section). More recently, Heins et al.
(2020) compared in an fMRI study two situations that resem-
ble more closely what intended vs. unintended action effects
could look like in real-life situations. They trained participants
to perform two rather complex actions in the lab: tap dancing,
in which case the action sounds were purposefully produced,
and hurdling, where the action sounds were rather incidental,
or a by-product of action. Videos of each participant
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performing both actions were recorded, while in a subsequent
fMRI scanning session, participants watched the videos refer-
ring to their own actions, including action sounds.
Importantly, the results showed that the incidental hurdling,
by comparison to the intentional tap-dancing sounds, led to
larger auditory cortex activation, in accordance with the sen-
sory attenuation hypothesis postulating that intended action
effects lead to suppressed auditory responses. Therefore,
based on Hughes et al. (2013b) and Heins et al. (2020), we
could conclude that intentional action and identity-specific
action–effect predictions do generate auditory attenuation
(see also Dogge, Custers, et al., 2019), even when controlled
for differences related to temporal predictions and temporal
control.

Therefore, integrating all evidence, it seems like attenuation
can occur because of intentional action, but is not specific to it,
as it might in fact not even be specific to action at all. Instead, it
likely reflects a prediction mechanism that includes, but is not
limited to forward modelling. Thus, in order to have a better
understanding of how a person’s action intentions modulate the
processing of incoming stimulation, we will have to look be-
yond the forward models, or, at best, consider forward models
as part of more comprehensive theoretical frameworks.
Therefore, predictive coding and/or the ideomotor theory might
offer a clearer perspective on action intention-related predic-
tions (see also Dogge, Custers, et al., 2019).

The active oddball paradigm: Match vs.
mismatch of expected action effects

Oddball paradigms are frequently used to study predictive
processing in the auditory system. Two components are of
particular interest in this context. First, the MMN that repre-
sents the difference between regularity-conforming standard
tones and regularity-violating deviant tones.MMN is typically
observed between 100 and 250 ms after stimulus onset and is
considered to index the updating of the predictive model (for
reviews, see Garrido et al., 2009; Näätänen et al., 2007).
Second, the P3 component that is larger in response to deviant
stimuli and is typically observed between 250 and 600 ms
after stimulus onset. Being subsequent toMMN, P3 is thought
to represent the next step in the auditory processing hierarchy
(Horváth et al., 2008) and to index the allocation of involun-
tary attention to significant stimulus events (Nieuwenhuis
et al., 2011). Furthermore, two P3 subcomponents have been
distinguished, namely the fronto-central P3a and parietal P3b,
presumably reflecting stimulus-driven orienting of attention to
novel stimuli, and task-related orienting of attention that sub-
sequently aids memory processing for task-relevant stimuli,
respectively (Polich, 2007).We next discuss a series of studies
that implement active variants (i.e., active generation) of the
oddball paradigm to investigate sensory processing associated

with intended (expected) vs. unintended (unexpected) action
effects.

Unexpected action effects trigger attention

Early results by Nittono and colleagues (Nittono, 2004, 2006;
Nittono et al., 2003; Nittono & Ullsperger, 2000) showed that
deviance detection is enhanced in active oddball tasks. In one
study, the authors measured ERP responses to standard 1000-
Hz tones, intermixed with 2000-Hz target tones (for which
responses were required), and novel deviants of varying fre-
quencies (Nittono & Ullsperger, 2000). In three different con-
ditions, the tone sequence was either generated by one volun-
tary key press performed about every other second, presented
passively using the same intervals as in the voluntary condi-
tion, or presented passively using a fixed interstimulus timing
of 2 seconds. The amplitudes of the P3 component following
both novel deviants as well as target tones were larger in the
voluntary condition, as compared with both passive condi-
tions (Nittono & Ullsperger, 2000). This pattern of results
with overall larger P3 amplitudes following voluntary actions
was replicated in the auditory as well as visual modality
(Nittono, 2004; Nittono et al., 2003). However, in those stud-
ies (Nittono, 2004; Nittono&Ullsperger, 2000) the perceptual
differences between tones were sufficiently large so that both
the deviant, as well as the target tones, appeared to be highly
salient relative to the standard tones, thus making it unclear
whether intentional actions benefit saliency detection, or other
task-relevant processes. To this end, Nittono (2006) imple-
mented a task similar to the one previously described, with
the only difference being that standard and target tones were
perceptually close (1940 Hz and 2000 Hz, respectively), and
that the deviant tone was easily distinguishable from both the
standard and the target tones (500 Hz). In this context, the
ERP results showed that the deviant-related P3a (high salien-
cy) but not the target-related P3b (low saliency) was larger in
the voluntary than in the passive condition. In line with recent
views according to which stimulus saliencymodulates percep-
tion and memory (Mather et al., 2016), these results indicate
that the extent to which intentional actions improve the detec-
tion of unexpected sensory consequences depends on the
stimulus’ physical properties.

However, note that this series of studies comes with a se-
rious limitation: like the attenuation studies discussed above,
the comparison of motor vs. non-motor predictions likely con-
founds a number of processes (Hughes et al., 2013a). In this
regard, the direct comparison (without prior subtraction of the
motor-related potentials) between the ERP components in the
active vs. passive conditions is particularly problematic.
Moreover, the P3 component, which is central in the results
described above, has been consistently described in relation to
attention allocation (Polich, 2007), which is likely to differ
between active and passive tasks. Nevertheless, despite these
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limitations, these results provided an important starting point
for further studies aiming to investigate the effects of
intentional action while controlling for these potentially
confounding factors.

One such example comes from Waszak & Herwig (2007)
who, in fact, used the same task and stimuli as in Nittono
(2006), with one crucial difference: in the acquisition phase,
participants learned that a left key press triggered the lower
frequency tone (500 Hz), and a right key press triggered the
higher frequency tone (1940 Hz). In the subsequent test phase,
participants were required to press the two keys equally often;
regardless of whether they pressed the left or the right key, any
of the 1940-Hz standard, 500-Hz deviant, or 2000-Hz target
tones could be presented (with a probability of 75% for the
standard, and 12.5% for the deviant and target, respectively).
Results showed that the P3a response to deviant stimuli was
larger when triggered by the key press that in the acquisition
phase resulted in the standard tone, compared with when trig-
gered by the key press that in the acquisition phase resulted in
the deviant tone. Importantly, in line with the ideomotor prin-
ciple, the authors interpreted the differential processing of
deviants that either matched or mismatched the previously
learned action–tone associations to reflect an effect of inten-
tional action, where the violation of intended action effects
draws attentional resources towards the unexpected effect
(Waszak & Herwig, 2007). Thus, the initial conclusion of
Nittono and Ullsperger (2000) according to which learned
action effects improve deviance detection seems to stand true,
also when controlling for the potentially confounding process-
es described above.

Preattentional processing levels: The intention-based
MMN

Thus far, we have seen that in active variants of the oddball
paradigm the top-down effects of action intention occur at
relatively late auditory processing levels associated with atten-
tion orientation towards the action outcomes. What about
preattentional, earlier processing levels? Although it has been
argued that top-down action–effect predictions “do not affect
the MMN-generating process” (Waszak & Herwig, 2007; for
similar arguments, see Rinne et al., 2001), one shortcoming is
that the impact of alternative sources of prediction (such as
those extracted from stimulus regularity) on the action-effect
expectations, have thus far not been considered with the active
variants of the mismatch paradigm. In order to get a more
accurate picture of the action–effect predictions on the early
auditory processing, the potential impact of tone regularity
should thus be additionally examined.

With this goal in mind, Korka et al. (2019) asked partici-
pants to make left and right key presses to generate high and
low frequency tones. Based on the key–tone associations, but
also on the ratio of left and right key press, they contrasted in

three conditions predictions based on tone regularity, action
intention, or both combined. Specifically, in the intention and
regularity conditions, the keys were pressed with equal
chances to generate either hand-specific tones of high and
low frequency, or the same regular tone (presented regardless
of the action choice). In a third condition combining both
intention and regularity, one key was pressed more frequently
than the other one to generate tones, whichwere hand specific,
but also regular. In all conditions, violations occasionally oc-
curred by presenting the other tone—that is, if a low tone was
to be expected based on either intention, regularity, or both, a
high tone was rarely presented instead. The results showed
that the sensory-specific N1b and Tb components of the N1
response were modulated by regularity only, suggesting they
reflect neural adaptation; however, the MMN and P3a
components—which are also displayed here in Fig. 2—were
similarly elicited in all three conditions referring to violations
of regularity, of intention, or violations of both regularity and
intention combined. Korka et al. (2019) thus concluded that in
the context of action–effect predictions, the contributions of
intention and regularity can be partly dissociated in the sense
that they both produce mismatch effects; however, when both
prediction sources are available, they presumably integrate,
rather than add up.

Importantly, the MMN and P3a effects (see Fig. 2) ob-
served by Korka et al. (2019) in the intention condition were
elicited without a global regularity context (i.e., when the two
tones, besides being predictable or unpredictable based on the
action–effect associations, were overall presented with equal
chances). Thus, the effect of intention-based top-down predic-
tions was evident at early and later processing levels, without
the potentially confounding effects of neural adaptation due to
regular input. Note that the interpretation that the N1 compo-
nent reflects low-level sensory adaptation, while the MMN
and P3a components index predictive processing in the audi-
tory system, is congruent with recent results from Quiroga-
Martinez et al. (2020), who showed that the magnetic coun-
terparts of these components are modulated by either sensory
adaptation (N1m) or probabilistic predictions (MMNm, P3m).
However, whether the N1 component is modulated by
stimulus-specific adaptation or by other prediction-related
processes seems to vary across paradigms (see, for instance,
Hughes et al., 2013b, and the “sensory attenuation beyond the
self vs. other comparison” section in the present work).
SanMiguel, Todd, et al. (2013) argued that in sensory attenu-
ation studies, the unspecific rather than the modality-specific
N1 attenuation is typically observed. Thus, stimulus-specific
adaptation or other processes might be differently reflected in
the N1-subcomponents at play.

The existence of intention-based effects at the MMN levels
is further congruent with recent results. First, Korka et al.
(2021) showed that a higher-magnitude MMN was obtained
if two standard tones enclosing the pitch of a rare deviant were
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associated with the left and right key presses, by contrast to
when both key-presses generated both standard tones equally
likely (i.e., in the absence of any specific action–effect asso-
ciations). Thus, the MMN component reflects that action–
effect predictions improve the encoding of the stochastic se-
quences (referring to basic probabilities of the standards vs.
deviant), a type of regularity that is otherwise difficult to en-
code at early processing levels (Schröger & Roeber, 2021).
The results of Korka et al. (2021) also suggest that the N2, a
further mismatch-related component presumably reflecting
higher-order prediction violation (Folstein & Van Petten,
2008), was only elicited following the specific action–effect
associations. Second, Le Bars et al. (2019) reported that a
mismatch effect at the level of the N2b component was only
generated when participants could freely choose their actions,
but not when the action choice was externally cued. The dis-
tinction between the MMN and N2, or the N2b is that the later
components might be more sensitive to conscious deviance
processing, with the N2b being especially related to task-
relevance and the monitoring of tones requiring further re-
sponses (such as is the case with catch trials implemented by
Le Bars et al., 2019). Yet, all these components belong to the
same family of processes related to deviance processing and
error detection (Folstein & Van Petten, 2008). Therefore,

taken together, this set of recent results demonstrate that mis-
match detection, a phenomenon that was until recently exclu-
sively related to environmental regularities, can be additionally
modulated by intentional action and action–effect predictions.
Besides mismatch detection, the results by Korka et al. (2021)
indicated that specific action–effect predictions also modulate
the activity observed at prestimulus levels: a larger and earlier
lateralized RP (LRP) was elicited if left and right key presses
were each associated with a specific tone, by contrast to when
both key presses equally generated both tones.

Earlier results from Band et al. (2009) further support the
notion that violating action–effect predictions leads to
mismatching-like effects. These authors implemented a prob-
abilistic learning task where, similarly to Korka et al. (2019),
low-probability and high-probability tones were inversely as-
sociated with the left and right hand. Importantly and unlike in
Korka et al. (2019), these associations were irrelevant in rela-
tion to the subsequent visual categorization task that partici-
pants had to perform, thus leading to the possibility of evalu-
ating both the explicit performance-related feedback from the
main visual task, as well as the processing of presumably task-
irrelevant action effects. The authors found an action-effect
negativity component, with larger negative responses peaking
around 200 ms following low compared with high probability

Fig. 2 MMN and P3a results of Korka et al. (2019). By manipulating the
associations between left and right key presses and high and low pitch
tones, Korka et al. (2019) compared predictions based on tone regularity,
intention to generate a specific tone, or both combined. Similar MMN and
P3a responses have been observed in all three conditions. The dark lines
represent the difference activation (deviant – standard) for the compo-
nents representing theMMN (full lines) and P3a (dashed lines) responses,
as identified by a temporal principal component analysis, which was used

to separate the ERP wave into components of interest. The coloured/grey
lines represent the sum of all retained principal components correspond-
ing to the grand-average ERPs, for the standard and deviant tones.
Importantly, in the Intention condition, there was no global regularity
pattern, meaning that the MMN and P3a were elicited purely due to the
violation of expected action effects. (Figure adapted based on Korka
et al., 2019)
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action effects, very similar to the feedback-related negativity,
a component associated with action monitoring and feedback
processing, in both the auditory (e.g., Kim & Arbel, 2019) as
well as the visual (e.g., Bellebaum & Colosio, 2014; Yeung
et al., 2005) systems. This points to the fact that even irrele-
vant action effects lead to perceptual anticipations and that
action–effect predictions do not only serve action selection,
but also action monitoring, as in the case of explicit perfor-
mance evaluation. While Band et al. (2009) do not discuss the
observed auditory signals in terms of intention-based mis-
match effect in these specific terms, due to the similarity of
the implemented action–effect associations and observed sig-
nals relative to Korka et al. (2019), one could argue that both
studies describe the same phenomenon.

In summary, the series of studies described in this section
indicates that top-down predictions based on intention modu-
late several steps in the auditory processing hierarchy.
Importantly, intentional action leads to reliable prediction ef-
fects also when controlling for tone regularity, while the rela-
tionship between intention and regularity as distinctive predic-
tion sources varies from integration to possibly additivity,
depending on the experimental context.

Is there something missing here? Omission
of expected action effects

In the previous sections, we discussed results from two main
categories of studies: those describing the processing of tones
following intentional actions by comparison to tones generat-
ed externally or by others, and those that compared expected
vs. unexpected tones based on learned action effects.
Omission designs, on the other hand, investigate brain re-
sponses following expected, but omitted stimuli, allow mea-
suring the brain’s endogenous prediction-related signals (see
Fig. 3); that is, prediction errors can presumably be directly
measured due to preactivation in units that expect, but do not
receive any input (Bendixen et al., 2009; Arnal & Giraud,
2012; SanMiguel, Widmann, et al., 2013). By contrast, in
the case of mismatching (i.e., mispredicted) stimuli, the mea-
sured brain responses likely aggregate two different signal
types: one related to input that has been delivered, but not
expected (i.e., this is the case of the deviant tones), and one
related to input that has been expected, but not delivered
(Arnal & Giraud, 2012; Schröger et al., 2015). Omission de-
signs thus have the potential of describing a more genuine
picture when it comes to brain predictions, reason that drove
considerable research from various domains and across sen-
sory modalities (for a review, see corresponding section in
Schröger et al., 2015). Here, we discuss a few electrophysio-
logical studies along with a set of fMRI results underlying the
effects of omitting the sounds expected based on intentional
actions.

Action-effect specificity determines the magnitude of
the omission responses

SanMiguel and colleagues conducted two experiments show-
ing that omissions of self-triggered tones elicited ERP re-
sponses similarly to those elicited by the sounds themselves
(SanMiguel, Widmann, et al., 2013), the magnitude of these
so-called omission responses further depending on whether
the precise identity of the expected tones could be determined
or not (SanMiguel, Saupe, et al., 2013) . Specifically, in the
first study, participants generated the same click sound (or
omissions) by pressing a key every 600–1,200 ms; in one
condition, the sounds were presented in 88% of the trials,
while in the remaining 12% of the trials, omissions occurred
instead. In a second condition, the ratio of sounds-to-
omissions was 50%–50%. Omission N1 (oN1) and omission
N2 (oN2) responses only occurred following the rare omis-
sions, where a stable association between the action (i.e., key
press) and its associated effect (i.e., click tone) could be
formed (SanMiguel, Widmann, et al., 2013). In the second
study, participants again pressed keys to generate tones (or
omissions); in one condition, the key presses produced a sin-
gle sound (i.e., the same sound was repeated on every trial, as
before), while in a second condition the key-presses produced
random sounds, selected on every trial from a pool of 48
environmental tones. Omissions occurred on 13% of the trials
in both conditions and triggered the oN1, oN2 and addition-
ally, omission P3 (oP3) responses in the single sound condi-
tion, where both the tone’s specific identity as well as timing
could be determined; this was, however, not the case in the
random sounds condition, where only the tone’s presentation
timing could be determined (SanMiguel, Saupe, et al., 2013).
These two studies indicate that in the context of action, omis-
sion responses are only elicited if first, stable action-effect
contingencies can be formed (i.e., the action generates the tone
more often than it generates the omission), and second, the
tone identity is specific and can be predicted on every trial (but
see below for evidence suggesting that unspecific predictions
are associated with omission responses too). Based on these
results, SanMiguel, Saupe et al. (2013) concluded that the
auditory system is organized serially, in a context where pre-
dictions based on the tone identity (predicting what) further
determine the influence of temporal predictions (predicting
when); in other words, ifwhat cannot be determined, the effect
of when is reduced.

Stekelenburg and Vroomen (2015) further aimed to evalu-
ate the potential differences between motor-auditory vs.
visual-auditory predictions on the processing of expected,
but omitted tones. To this end, they implemented the same
conditions as in SanMiguel, Widmann, et al. (2013), and ad-
ditionally two visual conditions in which a clapping tone was
associated with a video of a handclap; as before, the tones-to-
omissions ratio could be either 88%-12%, or 50%-50%. The
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results showed no differences between the motor-auditory and
visual-auditory conditions overall, suggesting that the two
prediction types activate similar sensory templates, despite
presumably having independent generators in the brain (i.e.,
motor vs. visual cortices, respectively). Further, in accordance
with SanMiguel, Widmann, et al. (2013), the oN2 responses
were larger following the rare omissions (in the 12% condi-
tion) for both prediction types, by contrast to the oN1 re-
sponse, which, interestingly, was similarly elicited in both
the 12% and 50% conditions, for the motor-auditory, as well
as for the visual-auditory conditions. On the one hand, this
different pattern of results for the oN1 and oN2 somewhat
challenges the notion that stable (and specific) action-effect
contingencies are necessary to form expectations, at least at
very early sensory levels where chance associations might be
sufficient to generate expectations. On the other hand, it sup-
ports the notion that the auditory prediction system is orga-
nized serially, meaning that components at different process-
ing levels might be differentially modulated by the reliability
and specificity of the action effects.

The prediction system is flexible and tolerates
unspecific action effects as well

Dercksen et al. (2020) recently aimed to replicate the results of
SanMiguel, Saupe, et al. (2013) in an experiment that closely
recreated the original one. The results replicated SanMiguel,
Saupe, et al. (2013) regarding the single sound condition, as
well as regarding the differences between the single vs. ran-
dom sounds conditions. That is, oN1, oN2, and oP3 responses

were reliably elicited in the single sound condition, and the
magnitude of these components was larger than in the random
sounds condition. However, Dercksen et al. (2020) addition-
ally observed that the oN1 and oP3 components were reliably
elicited following omissions of the random sounds as well,
even if these were attenuated, compared with the omissions
following the single sound. This was not the case for the oN2
that the authors in fact interpret as an omission mismatch
negativity component (oMMN), which was reliably elicited
in the single sound condition only, suggesting that at this
processing step, a predictable sound identity is crucial.
These results thus support and go beyond those obtained by
SanMiguel, Saupe, et al. (2013) by showing that the predic-
tions based on a specific tone identity play indeed a crucial
role, but that a reliable tone identity is not mandatory to elicit
prediction error. Instead, it seems that both specific and un-
specific predictions (i.e., in which both what and when, or
only when respectively, can be determined) are implemented
in the auditory processing hierarchy, where precision
weighting (i.e., the reliability/uncertainty attributed to the er-
ror units) likely determines the strength of the prediction error,
which is in turn reflected in attenuated or enhanced omission
responses.

Yet the aforementioned studies have one shortcoming:
They compare two different contexts that are defined either
by a single, repetitive sound, or by random sounds extracted
on every trial from a 48-tones pool. It has been shown that
such differences in stimulation influence the neural refractori-
ness states associated with different sound frequencies which,
in turn, lead to differences in the N1 amplitude (Jacobsen &

Fig. 3 Schematic representation of predictions and prediction errors. The
figure illustrates the transmission of information from higher to lower
cortical sensory areas and vice-versa. When an action is performed,
information regarding its predicted effect is sent from higher to lower
cortical areas. Left: If the prediction is matched by the sound input, the
prediction error is minimized.Middle: In case of mispredicted sounds, the

prediction error likely overlaps signals related first, to input that has been
delivered, but not expected, and second, to input that has been expected,
but not delivered. Right: If the predicted input is omitted, this information
is sent back up the cortical hierarchy as prediction error; thus, omission
responses allowmeasuring the brain’s endogenous prediction-related sig-
nals. (Figure adapted based on SanMiguel, Widmann, et al., 2013)

Psychon Bull Rev



Schröger, 2001). Korka et al. (2020) addressed this potential
confound by implementing an omission design with two con-
ditions in which the tones’ identity was either predictable or
unpredictable based on the specificity of the action–effect as-
sociations for left and right hands. That is, a left key press
could generate Tone A and a right key press Tone B, or both
key presses could generate both tones with equal probability.
Importantly, these two conditions were physically identical in
terms of stimulation and thus any differences in the omission
responses could be exclusively attributed to top-down expec-
tations based on the action choice and not to the differences in
stimulation. An additional condition in which both the left and
right keys generated the same tone was implemented, in order
to test whether there are any processing costs/benefits associ-
ated with maintaining single vs. multiple tone representations.
In agreement with previous studies, the results showed that
indeed, the amplitude of the oN1 component was modulated
by the specificity of the action-effect representations even
when controlling for differences in physical stimulation be-
tween conditions. Moreover, the results showed that maintain-
ing unique, compared with simultaneous representations, lead
to an earlier oN1 response. Further, the oP3 component was
similar regardless of the specificity or uniqueness of the
action-effect representations. In sum, the results of Korka
et al. (2020) point once again to a hierarchy of the action-
related predictions in the auditory system. In this context,
the specific identity of the expected action effects generates
processing costs (for unspecific associations) or benefits (for
specific associations) at the early auditory processing levels,
while it seems that later processing levels reflect a more gen-
eral expectation regarding the mere occurrence of a tone.

The action-related omission studies described thus far can
be summarized as follows. Predictions based on intentional
action have an effect on early and late processing levels in
the auditory hierarchy. In this context, being able to determine
the precise tone identity and timing of the expected input plays
the most important role. However, the system appears to be
highly flexible in tolerating imprecise expectations too. As
pointed out by Dercksen et al. (2020), this idea is “more com-
patible with everyday life,” where imprecise predictions seem
to be the rule, rather than the exception. The results in this
section prove once again that intentional action is not a unitary
concept, but one at the interplay of several components,
among which what and when are particularly relevant (Brass
& Haggard, 2008; Krieghoff et al., 2009).

Expected action effects further determine auditory
cortex activation to action alone

Kühn and Brass (2010) further tested the idea that action
preactivates the expected sensory consequences using fMRI.
Like in many studies before, they implemented an acquisition
phase in which participants learned associations between

actions and sounds and, additionally, between non-actions
and sounds. That is, participants executed a two-choice reac-
tion task, where they could either press a key, or decide not to
press a key, while both the action and the non-action were
associated with specific tones. In a test phase including
fMRI scanning, participants could again choose whether to
press a key or not, with the main difference that no effect tones
were presented. In addition to these voluntary go/no-go deci-
sions, two extra conditions were implemented, in which the
go/no-go responses were cued by visual stimuli. The results
indicated that, in the absence of any auditory stimulation, the
auditory cortex was activated following the actions that pre-
viously produced tones, irrespective of whether these were
self-chosen or cued. Supporting the idea that actions become
associated with their consequences, these results demonstrate
that the brain preactivates the template of the expected action
effects, in agreement with the electrophysiological responses
evoked by omitted, but highly expected action effects.
Moreover, Kühn et al. (2010) obtained similar results for the
visual modality as well, showing that the parahippocampal
place area (PPA) and the fusiform face area (FFA) were acti-
vated following key presses that were previously associated
with pictures of houses or faces, respectively.

Interestingly, the results of Kühn and Brass (2010) further
showed that the auditory cortex was activated in response to
the expected tones associated with self-chosen non-actions,
while this was not the case for the cued non-actions.
Importantly, this shows that what determined the preactivation
of the expected sensory consequences was the decision to act
or not to act, rather than the movement itself. In a sense, this is
congruent with the previously discussed TMS results of Timm
et al. (2014), who showed that the intention to perform an
action, rather than the motor act itself (triggered by TMS
pulse) was what caused the sensory attenuation, by compari-
son to tones generated externally (see “is the attenuation effect
specific to intentional action?” section). To conclude, while
we have previously discussed the roles of the what and when
components of intentional action in relation to the auditory
processing hierarchy, Kühn and Brass (2010) might have fi-
nally provided some direct evidence for the role of thewhether
component, namely that the bare decision of acting or not
modulates the auditory responses according to the expected
consequences of action or non-action.

Actions are cued by learned action effects

We have seen in the previous sections of this review how
several paradigms demonstrate that intentional action and
learned action effects modulate the auditory processing of
sounds when these are generated by the participants’ inten-
tional actions. Let us now consider studies looking at brain
responses when sounds that were previously associated with
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intentional actions are presented in the absence of the action
itself. Musical sequences provide a useful framework for this
purpose, as learning to play a musical instrument requires
strong associations between very specific movements and mu-
sical notes (Herholz & Zattore, 2012).

In this context, Haueisen and Knösche (2001) used MEG
to investigate patterns of motor activation in pianists vs. non-
pianists while listening to well-known piano pieces. The re-
sults showed larger activation in effector-specific areas in pi-
anists compared with non-pianists, presumably due to the ac-
tion effects that pianists had previously acquired through ex-
tensive musical training. More recently, Stephan et al. (2018)
trained non-musicians to learn simple melodies composed of
sequences of four musical notes. Using TMS applied over the
M1 area, the authors were able to show that the amplitudes of
the motor-evoked-potentials (MEP) increased after the partic-
ipants learned the melodies, by comparison to before.
Importantly, this activation increase was observed before the
tone onset and was effector-specific. These findings thus di-
rectly support the notion that once action–effect associations
are built, the learned melodies cue the corresponding actions,
even in the absence of movement.

Outside the context of music, a PET study by Elsner et al.
(2002) showed that the caudal supplementary motor area and
the right hippocampus increased their activity following
sounds that were previously triggered by intentional actions,
by contrast to neutral sounds without prior associations.
Similarly, a TMS study by Ticini et al. (2012) indicated that
the motor system precisely represents newly acquired action–
effect associations, as the amplitudes of the motor-evoked
potentials (MEP)were increased following the passive presen-
tation of sounds which were congruent (by contrast to incon-
gruent) with previously learned associations. Thus, these two
sets of results further demonstrate that action effects that were
previously associated with intentional actions cue motor
activity in the brain, also in the case of more arbitrary
action–effect associations. To conclude, in accordance
with the ideomotor principle, learning action effects asso-
ciations induces brain plasticity, reflected in motor-
specific activation following sounds that have been previ-
ously associated with actions.

Intentional action and auditory processing:
Summary and proposed mechanisms

As described in the beginning of this review, the ideomotor
principle has been used to formalize the concept of intentional
action, the results from the auditory modality discussed above
being largely in agreement with this. The model postulates
that actions and their sensory consequences are encoded to-
gether; based on this, we select our actions in order to generate
desired outcomes. Indeed, as we have seen with the active

variants of the oddball paradigm, unexpected action sounds
evoke larger responses at several steps along the auditory pro-
cessing hierarchy than expected action sounds. The sensory
attenuation studies showing reduced brain activity following
intentional action and intended action effects are in further
agreement with the ideomotor notion, even though results here
are typically attributed to forward modelling (or neural
preactivation). Note that the ideomotor principle and the for-
ward models are not incompatible with each other: they both
acknowledge the key role of action-effect anticipation, but
according to the ideomotor principle, predictions rely on the
person’s intentions, rather than on efference copies (Dogge,
Custers, et al., 2019). Furthermore, several omission studies
demonstrate the existence of a flexible system representing
specific and unspecific action-effect expectations, in agree-
ment with the notion that action intention is not a unitary
concept, but can refer to predicting what, when, and whether.
Finally, we have seen that the reverse is also true, that is,
sounds alone cue the actions with which they have been
encoded.

One shortcoming of the ideomotor principle is that it does
not explain the precise mechanisms of adjusting action-effect
expectations. That is, the existent representations are not per-
manent, but they constantly reorganize according to experi-
ence, context, and/or new evidence. In other words, the orig-
inal ideomotor theory explains the feedforward connections
generating predictions based on action intention, but it does
not tell much about backward comparisons that allow the sys-
tem to update. An advancement of the ideomotor framework,
the updated theory of event coding (TEC V2.0) provides a
more integrating view regarding the common codes of percep-
tion and action, according to which control processes such as
persistence or flexibility of the associations (referring to strong
vs. weak impact of the current goals) should additionally be
considered (Hommel, 2019). From this perspective, the ideo-
motor principle becomes more functionally compatible with
recent views explaining perception and action as inferential
processes.

In this vein, we next present a model indicating how ex-
pectations at sensory levels are generated and updated based
on intention and learned action effects. Extending on the au-
ditory event representation system (AERS; Schröger et al.,
2014; Winkler & Schröger, 2015), we propose the existence
of a common predictive mechanism that receives information
from the motor system that is in turn used to generate and
adjust sensory perception, besides receiving sensorial infor-
mation extracted from environmental regularities.
Accordingly, the two information types (i.e., action-based
and sensory-based) could be understood as two separate
sources—one derived from an initial sound analysis and the
other one derived from ideomotor learning—that feed into a
common system. Importantly, this implies that the two infor-
mation types can either integrate, have additive effects, or
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have independent effects on the final sensory representation,
depending on the task circumstances.

The auditory event representation system (AERS)

First, we would like to describe the elements of the original
AERS as proposed in Winkler & Schröger (2015), shown in
Fig. 4, in black colour. The model assumes that information
processing is directed towards the future. Representations of
the known environmental regularities are created and main-
tained until new evidence becomes available. This is imple-
mented by a system with module-like properties1 describing
the manner in which the new auditory information is proc-
essed to create and update the predictive model. In this con-
text, the basic auditory features of a given sound (such as
frequency, loudness, timbre) represent the input. These are
detected at an initial sound analysis step and are used to con-
struct an auditory sensory representation that not only contain
information regarding the basic auditory features of the in-
coming sound but also regarding the auditory context. For
instance, in a simple oddball sequence, sensory memories lead
to low-level expectations towards the presentation of a stan-
dard tone. These expectations are achievedwith the help of the
predictive model that stores information about the current ap-
plicable rule. Besides guiding the formation of the sensory
representation, the predictive model also helps to compare
the emerging representation with the current rule. This com-
parison might update the sensory representation, in case the
incoming sound mismatches the predictive model (i.e., is a
deviant). In this context, the MMN represents the marker of
this updating step, which can also be understood as new in-
formation indexing the prediction error that is fed back up to
the predictive model, where new rules might be extracted (i.e.,
model updating; Winkler et al., 1996). The outcome of the
comparison along with the current version of the sensory rep-
resentation further feed into the evaluation process that pre-
pares the information for higher-level processes, such as at-
tentional control indexed by the elicitation of the P3 compo-
nent. The evaluation thus focuses on aspects of the sound that
are outside the auditory environment, but might also initiate
the search for new rules in the auditory environment, for ex-
ample, in the case of successive deviant events. Finally, the
AERS output consists of an auditory event representation,
referring to both the sound-related information as well as the
general context in which the sound was presented.

Intention-based predictions and the extended AERS

In the context of AERS, we suggest that information from the
motor system based on intention and ideomotor learning rep-
resents an additional type of input, which, if fed into the mod-
el, produces similar effects along the auditory sensory pro-
cessing hierarchy as described above. These additions, creat-
ing the extended AERS, are represented in blue/grey colour
in Fig. 4. More specifically, information referring to the
intention-based expectations (i.e., acquired through the as-
sociations between actions and sounds via ideomotor
learning) are stored into the motor system. The source of
this information is represented by a higher order generative
model storing information about intentions, action–effect
couplings, or other types of information with predictive
value. Note that this is in line with recent views, according
to which the retrieval of information based on ideomotor
learning is governed by “current metacontrol states”
(Hommel, 2019). From this perspective, intention and
ideomotor learning represent higher-level cognitive infor-
mation, which, in agreement with the hierarchical nature of
information processing in the brain (Friston & Kiebel,
2009), are transmitted to the lower sensory levels of
AERS. Thereafter, once the motor system is engaged in
producing an action sound, the corresponding information
is passed through the sensory predictive model towards the
initial auditory sensory representation, where an expecta-
tion towards the sound paired with that specific action first
emerges.

An important aspect to be noted here is that the intention-
based representations are formed in a top-down manner, while
the previously described regularity-based representations arise
because of bottom-up stimulation. That is, both information
types eventually feed into the same sensory predictive model
and contribute towards forming an initial auditory sensory
representation, but the source is different (i.e., higher-level
cognitive areas vs. peripheral, sensory memory areas). As be-
fore, a comparison between the emerging sensory representa-
tion and the current rule stored into the predictive model is
performed at the sensory levels, a mismatch between the two
potentially causing the model to update. As we have seen in
previous sections, this can be indexed by mismatch responses
(i.e., MMN, N2) or comparable omission-related components,
elicited to violations of expected action effects. The outcome
of the comparison along with the current version of the sen-
sory representation are once again fed into the evaluation pro-
cess, the studies reviewed in previous sections indicating that
at this processing step, the P3 and omission P3 components
are often elicited following unexpected action outcomes.

Finally, the auditory event representation stores the assem-
bled information regarding the sound in relation to its associ-
ated context (i.e., action), which in turn feeds into a further
comparison process with the event predictive model, where a

1 In this system, one could be interested to zoom in on the specifics of each
module, in a process of hierarchical decomposition; in this sense, the model
may never be considered complete. Here, the individual modules should be
regarded as different levels of abstraction and complexity, rather than describ-
ing full-scale processes.
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more abstract representation regarding the expected sound in
relationship with the set context is stored. The further evalua-
tion process determines in turn whether the current state of the
system matches the current goals, this information being once
again passed towards and stored into the higher order genera-
tive model until the system in engaged into the next (action-)
sound processing.

Note that our vision regarding the origin of the auditory
intention-based predictions aligns with the idea of ideomotor
learning. The proposed model is furthermore congruent with
the theory of event coding (TEC), which postulates bidirec-
tional associations between the motor and the event codes
(Hommel, 2019; Hommel et al., 2001), as displayed in
Fig. 4, in grey, dashed lines. Yet the proposed model addi-
tionally allows explaining how the action-based predictions
may be reorganized or updated—this is of most importance,
since as underlined earlier, the ideomotor framework comes
short at explaining the mechanisms of adjusting the action-
effect expectations according to new evidence and/or expe-
riences. In this vein, the extended AERS proposes that ad-
ditional processing steps may mediate the forward and back-
ward connections between the motor system and the audito-
ry event representation. Of particular relevance here is the
fact that the backward connection from the auditory event
representation to the motor system may pass through addi-
tional comparison and evaluation processes; this is when the
event predictive model and in turn the higher order genera-
tive model feeding information into the motor system may
update. We thus believe that these are necessary steps to be
considered when clarifying how action-effect sensory pre-
dictions may change, rather than think about the

bidirectional associations between the motor and event rep-
resentations as direct connections with no steps in between
(see Fig. 4).

A few particularities of the extended AERS require further
consideration. First, the motor system input from the higher
order generative model does not suggest the exclusion of the
original input from the initial sound analysis, where the basic
auditory features of a given sound are detected. What it sug-
gests instead is that the communication between the sensory
predictive model and the sensory representation concerns the
information received from in the motor system, besides the
potential information on environmental regularities; if envi-
ronmental regularities are concurrently extracted, the corre-
sponding motor and non-motor information integrate (or pos-
sibly add up, depending on task scenario). Indeed, we have
seen that MMN responses to violations of intended action
effects are elicited with or without a global regularity pattern
(i.e., based on single top-down intention-based expectations,
or based on concurrent bottom-up regularity-based and top-
down intention-based expectations; Korka et al., 2019).
Moreover, the degree to which intention and regularity con-
tribute to the final output (i.e., the auditory event representa-
tion) further depends on the specifics of the experimental task.
For instance, we have seen that when environmental regular-
ities are difficult to be encoded based on the mere sound prob-
abilities (i.e., stochastic regularities), additional input based on
action–effect associations might become the main information
source for the sensory predictive model, leading to a larger
MMN response when available (Korka et al., 2021).
Conversely, it has been repeatedly shown that simple sound
regularities, if available, play important roles for the action–

Fig. 4 A model explaining the effects on action intention on auditory
processing. First introduced to explain the auditory regularity-based pre-
dictions, we propose an extended version of the auditory event represen-
tation system (AERS; Schröger et al., 2014; Winkler & Schröger, 2015),
that explains the effects on action intention and action–effect predictions

on the auditory processing. Represented in black is the original model as
presented in Winkler and Schröger (2015), while the new elements refer-
ring to the motor input into AERS are represented in blue/grey. Dashed
grey lines mark the model’s compatibility with the theory of event coding
(TEC). (Figure adapted based on Winkler & Schröger, 2015)
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effect predictions (Baess et al., 2008; Dercksen et al., 2020;
Korka et al., 2020; SanMiguel, Saupe, et al., 2013;
SanMiguel, Widmann, et al., 2013). The extended AERS thus
offers a framework to study the independent but also joint
effects of top-down predictive information, intention on the
one hand, and bottom-up extracted regularity on the other
hand.

The second aspect requiring consideration is that the infor-
mation from the event predictive model and the sensory pre-
dictive model can be realized directly (via the auditory event
representation), without any bottom-up input. This implies
that top-down predictions can be implemented in the absence
of any actual sensory input (i.e., no existing auditory sensory
representation), for instance before the first sound presentation
in a previously learned action-effect sequence. This is also the
case when representing multiple and simultaneous action–
effect associations (Band et al., 2009; Korka et al., 2019,
2020, 2021; Le Bars et al., 2019), when a new action that is
coupled with a new sound is planned, which in turn re-
quires a new rule for the event predictive model. Note that
from this perspective, the higher order generative model
can be seen as a collection of rules, which can be
switched between themselves according to the planned
action and correspondingly transmitted top-down to the
event and sensory predictive model in turn. By contrast,
in the case of regularity-based predictions, the rule typi-
cally remains until the sensory predictive model updates
by bottom-up means.

Perhaps the most relevant example speaking in favour of a
direct connection between the event and sensory levels comes
from action-related omission studies. As we have previously
seen, representing specific key-press–tone associations for
each hand that are occasionally omitted leads to omission-
related responses, thus demonstrating the intention-based
top-down effects in the absence of any sensory stimulation
(Korka et al., 2019). This seems to also be the case when no
specific action effects can be predicted (i.e., when an action
sound is to be expected, but the sound’s identity is unknown),
even though the magnitude of the omission responses is re-
duced in this situation (Dercksen et al., 2020; Korka et al.,
2020). This feature of the extended AERS thus potentially
accounts for the different components of intentional action
(what, when, whether; see Brass & Haggard, 2008), which,
as we have seen in previous sections, modulate the auditory
sensory processing to different degrees. Moreover, note that
this connection between the event and sensory levels (in the
absence of actual sensory input) is not exclusive to intentional
action, but also applies to other top-down predictions—for
instance, based on visual information. Indeed, is has been
shown before that preceding visual information with predic-
tive value for the subsequent sound modulates the early audi-
tory sensory responses when the sensory predictive model
cannot be directly derived from preceding auditory input

(Pieszek et al., 2013; Stuckenberg et al., 2019; Stuckenberg
et al., 2021; Widmann et al., 2004). In line with this, it could
be argued that the extended AERS extends to visual-auditory
predictions too, also since it was demonstrated that, similarly
to the motor-auditory domain, the perceptual visual-auditory
system is flexible and able to form temporal and identity pre-
dictions (van Laarhoven et al., 2017; van Laarhoven et al.,
2020). However, some differences between the visual-
auditory and auditory intention-based predictions likely still
exist, potentially because self-evidence leads to stronger pre-
dictions, as supported by data from Dogge, Hofman, et al.
(2019) who showed that prediction effects were stronger when
participants first learned to rely on motor-auditory instead of
visual-auditory cues. Similarly, recent data by Ghio et al.
(2021) suggested that when self-performed actions and ob-
served actions were well matched in time, the prediction effect
following self-performed actions was larger. Indeed, the ideo-
motor theory also attributes intention a greater role, in contrast
to sensory–sensory relations, in the sense that a sensory–
sensory relation might or might not result in predictive pro-
cessing, while intention always does.

Finally, in the light of the connection between the event
and sensory levels through which the action-related expec-
tations can be implemented in the absence of a preexisting
sensory representation, it could be argued that the direct
connection between the motor system and sensory level
becomes redundant. Yet studies that implemented in vivo
cellular recordings in mice bring forward strong evidence in
favour of direct connectivity between the (secondary) mo-
tor cortex and auditory cortex areas (Schneider et al., 2014;
Schneider et al., 2018), thus demonstrating that a direct
motor–sensory connection represents an important element
of the action-perception cycle. Accordingly, we would like
to propose that these alternative routes account for the dif-
ferent facets of the action-modulated sensory outcomes,
rather than being redundant. In this context, hard-wired
action effects may be represented by direct communication
between motor and sensory systems, while, as we have seen
earlier, more abstract action-based expectations may be im-
plemented through the longer communication pathway, in-
cluding the higher-order generative model and event pre-
dictive level. The direct vs. indirect motor-auditory routes
are further congruent with the existence of distinctive
efference copy vs. corollary discharge signals (Crapse &
Sommer, 2008). While both signals are part of the forward
model, recent data indicate that they depend on the motor
content specificity (Li et al., 2020), in agreement with the
nature of our direct vs. indirect connections. In this context,
the efference copy potentially corresponds to the connec-
tion between our higher order generative model and the
event predictive model, while the direct motor-system to
sensory-predictive-model connection is likely congruent
with corollary discharge.
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Thus far, we have discussed how the proposed model pro-
cesses the information when sounds are to be expected based
on the action choice. Yet, as previously mentioned, ideomotor
learning assumes bidirectional associations where the reverse
is also true (i.e., specific actions are triggered by the sounds
that have been previously paired with those actions). Indeed,
this seems to be the case as demonstrated, for instance, by
studies looking at motor patterns of brain activation while
participants passively listened to musical sequences that they
previously learned to produce (Haueisen & Knösche, 2001;
Stephan et al., 2018). Thus, a final aspect to consider is the
relationship between the extended AERS and the auditory-
triggered motor responses. As described earlier, our model is
congruent with the idea of bidirectional associations between
the motor system and the auditory sensory representation.
However, we believe that these connections, especially the
backward one (i.e., from the auditory event representation to
the motor system) do not necessarily have to be direct as
suggested by the original ideomotor framework, but may be
mediated by further event comparison and evaluation process-
es which may allow the model to update. Nevertheless, this
remains in line with the idea that the information transmitted
to the motor system is stored and that sounds that have previ-
ously been coupled with actions may activate the correspond-
ing actions.

To sum up, the proposed extended AERS addresses multi-
ple issues. First and most importantly for the scope of this
review, it proposes a detailed account of the mechanisms
through which intention and action–effect predictions gener-
ate effects in the auditory processing hierarchy that is overall
compatible with the ideomotor framework, predictive coding,
and forward modelling. Additionally, it explains the distinc-
tions and commonalities between how action–effect predic-
tions and regularity-based predictions are achieved at sensory
levels and furthermore, accounts for joint effects of the two.
We believe that this common perspective could guide the
further research studying the joint or individual mechanisms
involved in action- and regularity-based predictions. Finally,
the proposed trajectories of information processing in the ex-
tended AERS in which the communication between the motor
and sensory systems can be realized via alternative routes
further explains how action–effect predictions may be based
on various types on information, in agreement with the notion
that action intention represents a multi-dimensional concept.

The extended AERS and alternative theoretical
frameworks

Besides the prediction mechanism based on forward model-
ling (described in the “auditory attenuation and the forward
models” section), a few alternative frameworks of predictive
coding/ideomotor origin have been proposed in explaining the
action-related sensory processing. The active inference

principle, a framework particularly designed to explain
action-related predictions or “the enactivist version of the
Bayesian brain,” proposes that action and perception integrate
to produce optimal behaviour by reducing surprise (i.e., pre-
diction error) following self-produced effects (Brown et al.,
2013; Friston, 2011). That is, the theory postulates that agents
who perceive and act need to solve the conflict between the
self-produced and the external sensory input, this being
achieved by adjusting the precision of the sensory evidence
following our own actions (Brown et al., 2013). This
precision-adjusting mechanism is taken to explain the typical
N1 attenuation studies showing that the brain responses fol-
lowing action-related sounds are attenuated by comparison to
externally generated sounds (see “auditory attenuation and
the forward models” section). However, as we discussed
previously, the N1 attenuation phenomenon is a rather broad
sensory effect that cannot clearly be attributed to intentional
action; instead, it seems to reflect a comprehensive mecha-
nism that might include but is not limited to intentional ac-
tion. Furthermore, while the precision adjustment hypothesis
is generally used to explain the magnitude of environmental-
related sensory predictions (Feldman & Friston, 2010;
Friston, 2018), in the context of action-related predictions,
it merely states that action-related outcomes are differently
weighted relative to the environmental-related outcomes,
without addressing the specific role of expected vs. unex-
pected or specific versus unspecific action effects. From this
perspective, the extended AERS offers a more detailed ex-
planation that refers to both the specifics of the action–effect
predictions, as well as their relation to possible concurrent
predictions based on environmental regularities.

One further model proposed by Verschoor and Hommel
(2017) explains how the ideomotor principle and predictive
coding might integrate in the context of action. Concretely,
they propose that the anticipation of the intended effect
activates the respective effect representation, which in turn
cues action selection, as the original ideomotor principle
postulates. Then, the activated representations are used to
generate a prediction regarding the action outcome which,
in accordance with the predictive coding theory, is evaluat-
ed against the actual sensory feedback; in case the two are
incompatible, prediction error is transmitted back up the
cortical hierarchy in order to update the generate model.
Thus, from this perspective, the model can be described in
two steps: ideomotor action selection, followed by predic-
tion error-based action evaluation. While this perspective
provides an elegant theoretical connection between the two
theories, note that the focus falls onto explaining the action-
related outcomes. By contrast, the extended AERS focuses
on explaining the sensory outcomes, as modulated by the
action–effect predictions. This is an important distinction,
as in the first case, the evaluation of action-related out-
comes taps into the opposite direction of the perception–
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action cycle by focusing on the specifics on the motor rather
than the sensory event representations.

Finally, compared with both the active inference principle
(Brown et al., 2013) as well as the model of Verschoor and
Hommel (2017) that are rather domain-general, the extended
AERS is specific to the auditory system. A level of general
cross-modality conceptualization of the predictive mecha-
nisms is crucial for an overall understanding of the brain’s
fundamental functioning. Yet the details of the modality-
specific mechanisms are similarly important if we consider
that the value of predictive processing might be larger in the
context of more transient information (as is the case in
audition; see also Winkler & Schröger, 2015) compared with
information that we can revisit more easily (as in the case in
vision).

Summary

The present work brought forward the role of action intention-
based predictions on the processing of action-related auditory
outcomes. We reviewed relevant studies with a focus on re-
cent results looking at action–effect predictions from three
main lines of research (without limiting ourselves to these).
First, the sensory attenuation studies brought evidence that,
overall, the attenuation phenomenon presumably representing
forward modelling is not limited or specific to intentional
action, as often described; intention might nevertheless con-
tribute, if/when available. Second, in line with the ideomotor
theory, suggesting that actions are encoded together with their
sensory outcomes, studies including active oddball paradigms
demonstrated that various steps in the auditory processing
hierarchy are differentially modulated depending on whether
the produced sounds matched or mismatched the expected
action affects. Third, studies employing omission paradigms
demonstrated the existence of specific vs. unspecific action–
effect predictions along the auditory processing hierarchy, in
line with the view that intentional action represents a multidi-
mensional concept, which may refer to the identity or the
timing of the expected action-effect. Integrating findings from
all reviewed paradigms, we proposed a theoretical model—
the extended auditory event representation system (AERS)—
to explain the mechanisms throughwhich intention-based pre-
dictions modulate the auditory processing hierarchy, and ad-
ditionally, to explain the distinctions and commonalities be-
tween intention- and sensory regularity-based predictions. We
believe that this common perspective could guide further re-
search studying the joint or individual effects of the two pre-
diction types at auditory sensory levels.

Acknowledgements This work was supported by the German Research
Foundation (www.dfg.de) with Grant No CHR 375/25-1 and by the
Agence Nationale de la Recherche (www.anr.fr; ISP-16-FRAL-0008-01).

Availability of data and materials Not applicable.

Author contributions B.K., A.W., and E.S. came up with the review idea
and general structure. E.S. provided the idea for the theoretical model,
which was further developed by all coauthors. B.K. wrote the manuscript
draft. E.S., A.W., F.W., and A.D. provided feedback and contributed to
revisions of the manuscript.

Funding Open Access funding enabled and organized by Projekt DEAL.
This work was supported by the German Research Foundation (www.
dfg.de) with the grant number SCHR 375/25-1.

Declarations

Conflicts of interest The authors have no conflicts of interests to
declare.

Ethics approval This is a review paper; therefore, no ethical approval is
required.

Consent to participate Not applicable.

Consent to publication Not applicable.

Code availability Not applicable.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as long as
you give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes were
made. The images or other third party material in this article are included
in the article's Creative Commons licence, unless indicated otherwise in a
credit line to the material. If material is not included in the article's
Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder. To view a copy of this
licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Aliu, S. O., Houde, J. F., & Nagarajan, S. S. (2009). Motor-induced
suppression of the auditory cortex. Journal of Cognitive
Neuroscience, 21(4), 791–802.

Arnal, L. H., & Giraud, A. L. (2012). Cortical oscillations and sensory
predictions. Trends in Cognitive Sciences, 16(7), 390–398.

Baess, P., Horváth, J., Jacobsen, T., & Schröger, E. (2011). Selective
suppression of self-initiated sounds in an auditory stream: An ERP
study. Psychophysiology, 48(9), 1276–1283.

Baess, P., Jacobsen, T., & Schröger, E. (2008). Suppression of the audi-
tory N1 event-related potential component with unpredictable self-
initiated tones: Evidence for internal forward models with dynamic
stimulation. International Journal of Psychophysiology, 70(2), 137–
143.

Baess, P., Widmann, A., Roye, A., Schröger, E., & Jacobsen, T. (2009).
Attenuated human auditory middle latency response and evoked 40-
Hz response to self-initiated sounds. European Journal of
Neuroscience, 29(7), 1514–1521.

Band, G. P., van Steenbergen, H., Ridderinkhof, K. R., Falkenstein, M.,
& Hommel, B. (2009). Action-effect negativity: Irrelevant action

Psychon Bull Rev

http://www.dfg.de
http://www.anr.fr
http://www.dfg.de
http://www.dfg.de
https://doi.org/


effects are monitored like relevant feedback. Biological Psychology,
82(3), 211–218.

Bellebaum, C., & Colosio, M. (2014). From feedback-to response-based
performance monitoring in active and observational learning.
Journal of Cognitive Neuroscience, 26(9), 2111–2127.

Bendixen, A., SanMiguel, I., & Schröger, E. (2012). Early electrophysi-
ological indicators for predictive processing in audition: A review.
International Journal of Psychophysiology, 83(2), 120–131.

Bendixen, A., Schröger, E., & Winkler, I. (2009). I heard that coming:
event-related potential evidence for stimulus-driven prediction in the
auditory system. Journal of Neuroscience, 29(26), 8447–8451.

Blakemore, S.-J., Wolpert, C. A. D., & Frith, C. (2000). Why can’t you
tickle yourself? NeuroReport, 11(11), 11–16.

Brass, M., & Haggard, P. (2008). The what, when, whether model of
intentional action. The Neuroscientist, 14(4), 319–325.

Brown, H., Adams, R. A., Parees, I., Edwards, M., & Friston, K. (2013).
Active inference, sensory attenuation and illusions. Cognitive
Processing, 14(4), 411–427.

Crapse, T. B., & Sommer, M. A. (2008). Corollary discharge across the
animal kingdom. Nature Reviews Neuroscience, 9(8), 587–600.

Crowley, K. E., & Colrain, I. M. (2004). A review of the evidence for P2
being an independent component process: Age, sleep and modality.
Clinical Neurophysiology, 115(4), 732–744.

Dercksen, T. T., Widmann, A., Schröger, E., & Wetzel, N. (2020).
Omission related brain responses reflect specific and unspecific
action-effect couplings. NeuroImage, 215, 116840.

Desantis, A., Weiss, C., Schütz-Bosbach, S., & Waszak, F. (2012).
Believing and perceiving: authorship belief modulates sensory at-
tenuation. PLOS ONE, 7(5), Article e37959.

Dogge, M., Custers, R., & Aarts, H. (2019). Moving forward: On the
limits of motor-based forward models. Trends in Cognitive
Sciences, 23(9), 743–753.

Dogge, M., Hofman, D., Custers, R., & Aarts, H. (2019). Exploring the
role of motor and non-motor predictive mechanisms in sensory at-
tenuation: Perceptual and neurophysiological findings.
Neuropsychologia, 124, 216–225.

Elsner, B., & Hommel, B. (2001). Effect anticipation and action control.
Journal of Experimental Psychology: Human Perception and
Performance, 27(1), 229.

Elsner, B., Hommel, B., Mentschel, C., Drzezga, A., Prinz, W., Conrad,
B., & Siebner, H. (2002). Linking actions and their perceivable
consequences in the human brain. NeuroImage, 17(1), 364–372.

Feldman, H., & Friston, K. J. (2010). Attention, uncertainty, and free-
energy. Frontiers in Human Neuroscience, 4, 215.

Friston, K. (2005). A theory of cortical responses. Philosophical
Transactions of the Royal Society of London B: Biological
Sciences, 360(1456), 815–836.

Friston, K. (2010). The free-energy principle: a unified brain theory?.
Nature Reviews Neuroscience, 11(2), 127–138.

Friston, K. (2011). What is optimal about motor control?. Neuron, 72(3),
488–498.

Friston, K. (2018). Does predictive coding have a future?. Nature
Neuroscience, 21(8), 1019–1021.

Friston, K., &Kiebel, S. (2009). Cortical circuits for perceptual inference.
Neural Networks, 22(8), 1093–1104.

Folstein, J. R., & Van Petten, C. (2008). Influence of cognitive control
and mismatch on the N2 component of the ERP: A review.
Psychophysiology, 45(1), 152–170.

Ford, J. M., Palzes, V. A., Roach, B. J., & Mathalon, D. H. (2014). Did I
do that? Abnormal predictive processes in schizophrenia when but-
ton pressing to deliver a tone. Schizophrenia Bulletin, 40(4), 804–
812.

Garrido, M. I., Kilner, J. M., Stephan, K. E., & Friston, K. J. (2009). The
mismatch negativity: A review of underlying mechanisms. Clinical
neurophysiology, 120(3), 453–463.

Ghio, M., Egan, S., & Bellebaum, C. (2021). Similarities and differences
between performers and observers in processing auditory action
consequences: Evidence from simultaneous EEG acquisition.
Journal of Cognitive Neuroscience, 33(4), 683-694.

Ghio, M., Scharmach, K., & Bellebaum, C. (2018). ERP correlates of
processing the auditory consequences of own versus observed ac-
tions. Psychophysiology, 55(6), Article e13048.

Greenwald, A. G. (1970). Sensory feedback mechanisms in performance
control: With special reference to the ideo-motor mechanism.
Psychological Review, 77(2), 73.

Haggard, P., & Whitford, B. (2004). Supplementary motor area provides
an efferent signal for sensory suppression. Cognitive Brain
Research, 19(1), 52–58.

Haueisen, J., & Knösche, T. R. (2001). Involuntary motor activity in
pianists evoked by music perception. Journal of Cognitive
Neuroscience, 13(6), 786–792.

Heins, N., Pomp, J., Kluger, D. S., Trempler, I., Zentgraf, K., Raab,M., &
Schubotz, R. I. (2020). Incidental or Intentional? Different Brain
Responses to One's Own Action Sounds in Hurdling vs. Tap
Dancing. Frontiers in Neuroscience, 14, 483.

Herholz, S. C., & Zatorre, R. J. (2012). Musical training as a framework
for brain plasticity: Behavior, function, and structure.Neuron, 76(3),
486–502.

Herwig, A., Prinz,W., &Waszak, F. (2007). Twomodes of sensorimotor
integration in intention-based and stimulus-based actions.Quarterly
Journal of Experimental Psychology, 60(11), 1540–1554.

Herwig, A., &Waszak, F. (2009). Short article: intention and attention in
ideomotor learning.Quarterly Journal of Experimental Psychology,
62(2), 219–227.

Hommel, B. (2003). Acquisition and control of voluntary action. In S.
Maasen, W. Prinz, & G. Roth (Eds.), Voluntary action: Brains,
minds, and sociality (pp. 34–48). Oxford University Press.

Hommel, B. (2013). Ideomotor action control: On the perceptual ground-
ing of voluntary actions and agents. In W. Prinz, M. Beisert, & A.
Herwig (Eds.), Action science: Foundations of an emerging
discipline (pp. 113–136). MIT Press. https://doi.org/10.7551/
mitpress/9780262018555.003.0005

Hommel, B. (2019). Theory of Event Coding (TEC) V2. 0: Representing
and controlling perception and action. Attention, Perception, &
Psychophysics, 81(7), 2139–2154.

Hommel, B., Müsseler, J., Aschersleben, G., & Prinz, W. (2001). The
theory of event coding (TEC): A framework for perception and
action planning. Behavioral and Brain Sciences, 24(5), 849.

Horváth, J. (2013). Action-sound coincidence-related attenuation of au-
ditory ERPs is not modulated by affordance compatibility.
Biological Psychology, 93(1), 81–87.

Horváth, J. (2015). Action-related auditory ERP attenuation: Paradigms
and hypotheses. Brain Research, 1626, 54–65.

Horváth, J., Maess, B., Baess, P., & Tóth, A. (2012). Action–Sound
Coincidences Suppress Evoked Responses of the Human Auditory
Cortex in EEG and MEG. Journal of Cognitive Neuroscience,
24(9), 1919–1931.

Horváth, J., Winkler, I., & Bendixen, A. (2008). Do N1/MMN, P3a, and
RON form a strongly coupled chain reflecting the three stages of
auditory distraction? Biological Psychology, 79(2), 139–147.

Hsu, Y. F., Hämäläinen, J. A., & Waszak, F. (2013). Temporal expecta-
tion and spectral expectation operate in distinct fashion on neuronal
populations. Neuropsychologia, 51(13), 2548–2555.

Hughes, G., Desantis, A., & Waszak, F. (2013a). Mechanisms of inten-
tional binding and sensory attenuation: The role of temporal predic-
tion, temporal control, identity prediction, and motor prediction.
Psychological Bulletin, 139(1), 133–151.

Hughes, G., Desantis, A., &Waszak, F. (2013b). Attenuation of auditory
N1 results from identity-specific action-effect prediction. European
Journal of Neuroscience, 37(7).

Psychon Bull Rev

https://doi.org/10.7551/mitpress/9780262018555.003.0005
https://doi.org/10.7551/mitpress/9780262018555.003.0005


Jack, B. N., Chilver, M. R., Vickery, R. M., Birznieks, I., Krstanoska-
Blazeska, K., Whitford, T. J., & Griffiths, O. (2021). Movement
planning determines sensory suppression: An event-related potential
study. Journal of Cognitive Neuroscience, 1–13.

Jack, B. N., Le Pelley, M. E., Han, N., Harris, A. W., Spencer, K. M., &
Whitford, T. J. (2019). Inner speech is accompanied by a
temporally-precise and content-specific corollary discharge.
NeuroImage, 198, 170–180.

Jacobsen, T., & Schröger, E. (2001). Is there pre-attentive memory-based
comparison of pitch? Psychophysiology, 38(4), 723–727.

Jahanshahi, M., Jenkins, I. H., Brown, R. G., Marsden, C. D.,
Passingham, R. E., & Brooks, D. J. (1995). Self-initiated versus
externally triggered movements: I. An investigation using measure-
ment of regional cerebral blood flow with PET and movement-
related potentials in normal and Parkinson’s disease subjects.
Brain, 118(4), 913–933.

Janczyk, M., Heinemann, A., & Pfister, R. (2012). Instant attraction:
Immediate action-effect bindings occur for both, stimulus-and
goal-driven actions. Frontiers in Psychology, 3, 446.

Janczyk, M., & Kunde, W. (2020). Dual tasking from a goal perspective.
Psychological Review, 127(6), 1079.

Kaiser, J., & Schütz-Bosbach, S. (2018). Sensory attenuation of self-
produced signals does not rely on self-specific motor predictions.
European Journal of Neuroscience, 47(11), 1303–1310.

Kim, S., &Arbel, Y. (2019). Immediate and delayed auditory feedback in
declarative learning: An examination of the feedback related event
related potentials. Neuropsychologia, 129, 255–262.

Klaffehn, A. L., Baess, P., Kunde, W., & Pfister, R. (2019). Sensory
attenuation prevails when controlling for temporal predictability of
self-and externally generated tones. Neuropsychologia, 132, Article
107145.

Knolle, F., Schröger, E., Baess, P., & Kotz, S. A. (2012). The cerebellum
generates motor-to-auditory predictions: ERP lesion evidence.
Journal of Cognitive Neuroscience, 24(3), 698–706.

Knolle, F., Schröger, E., & Kotz, S. A. (2013). Cerebellar contribution to
the prediction of self-initiated sounds. Cortex, 49(9), 2449-2461.

Krieghoff, V., Brass, M., Prinz, W., & Waszak, F. (2009). Dissociating
what and when of intentional actions. Frontiers in Human
Neuroscience, 3, 3.

Krieghoff, V., Waszak, F., Prinz, W., & Brass, M. (2011). Neural and
behavioral correlates of intentional actions. Neuropsychologia,
49(5), 767–776.

Korka, B., Schröger, E., & Widmann, A. (2019). Action intention-based
and stimulus regularity-based predictions: Same or different?.
Journal of Cognitive Neuroscience, 31(12), 1917–1932.

Korka B, Schröger E, Widmann A (2020). What exactly is missing here?
The sensory processing of unpredictable omissions is modulated by
the specificity of expected action effects. European Journal of
Neuroscience, 52(12), 4667–4683.

Korka, B., Schröger, E., & Widmann, A. (2021). The encoding of sto-
chastic regularities is facilitated by action-effect predictions.
Scientific Reports, 11, 6790.

Kühn, S., & Brass, M. (2010). Planning not to do something: Does
intending not to do something activate associated sensory conse-
quences?. Cognitive, Affective, & Behavioral Neuroscience, 10(4),
454–459.

Kühn, S., Seurinck, R., Fias, W., & Waszak, F. (2010). The internal
anticipation of sensory action effects: when action induces FFA
and PPA activity. Frontiers in Human Neuroscience, 4, 54.

Lange, K. (2009). Brain correlates of early auditory processing are atten-
uated by expectations for time and pitch. Brain and Cognition,
69(1), 127–137.

Lange, K. (2013). The ups and downs of temporal orienting: A review of
auditory temporal orienting studies and a model associating the het-
erogeneous findings on the auditory N1 with opposite effects of
attention and prediction. Frontiers in Human Neuroscience, 7, 263.

Le Bars, S., Darriba, Á., &Waszak, F. (2019). Event-related brain poten-
tials to self-triggered tones: Impact of action type and impulsivity
traits. Neuropsychologia, 125, 14–22.

Li, S., Zhu, H., & Tian, X. (2020). Corollary discharge versus efference
copy: Distinct neural signals in speech preparation differentially
modulate auditory responses. Cerebral Cortex, 30(11), 5806–5820.

Martikainen, M. H., Kaneko, K. I., & Hari, R. (2005). Suppressed re-
sponses to self-triggered sounds in the human auditory cortex.
Cerebral Cortex, 15(3), 299–302.

Mather, M., Clewett, D., Sakaki, M., & Harley, C. W. (2016).
Norepinephrine ignites local hotspots of neuronal excitation: How
arousal amplifies selectivity in perception and memory. Behavioral
and Brain Sciences, 39, 1–75.

Mifsud, N. G., Beesley, T., Watson, T. L., & Whitford, T. J. (2016).
Attenuation of auditory evoked potentials for hand and eye-
initiated sounds. Biological Psychology, 120, 61–68.

Miall, R. C., &Wolpert, D. M. (1996). Forward models for physiological
motor control. Neural networks, 9(8), 1265–1279.

Mumford, D. (1992). On the computational architecture of the neocortex.
Biological Cybernetics, 66(3), 241–251.

Nattkemper, D., Ziessler, M., & Frensch, P. A. (2010). Binding in volun-
tary action control. Neuroscience and Biobehavioral Reviews,
34(7), 1092–1101. https://doi.org/10.1016/j.neubiorev.2009.12.013

Näätänen, R., Paavilainen, P., Rinne, T., & Alho, K. (2007). The mis-
match negativity (MMN) in basic research of central auditory pro-
cessing: A review. Clinical Neurophysiology, 118(12), 2544–2590.

Nieuwenhuis, S., De Geus, E. J., & Aston-Jones, G. (2011). The anatom-
ical and functional relationship between the P3 and autonomic com-
ponents of the orienting response. Psychophysiology, 48(2), 162–
175.

Nittono, H. (2004). The action-perception paradigm: A new perspective
in cognitive neuroscience. International Congress Series, 1270, 26–
31.

Nittono, H. (2006). Voluntary stimulus production enhances deviance
p roce s s i ng i n t h e b r a i n . I n t e rna t i ona l Jou rna l o f
Psychophysiology, 59(1), 15–21.

Nittono, H., Hamada, A., & Hori, T. (2003). Brain potentials after
clicking a mouse: A new psychophysiological approach to human-
computer interaction. Human Factors, 45(4), 591–600.

Nittono, H., & Ullsperger, P. (2000). Event-related potentials in a self-
paced novelty oddball task. NeuroReport, 11(9), 1861–1864.

Oestreich, L. K., Mifsud, N. G., Ford, J. M., Roach, B. J., Mathalon, D.
H., & Whitford, T. J. (2016). Cortical suppression to delayed self-
initiated auditory stimuli in schizotypy: Neurophysiological evi-
dence for a continuum of psychosis. Clinical EEG and
Neuroscience, 47(1), 3–10.

Pfister, R., Kiesel, A., & Hoffmann, J. (2011). Learning at any rate:
Action–effect learning for stimulus-based actions. Psychological
Research, 75(1), 61–65.

Pieszek, M., Widmann, A., Gruber, T., & Schröger, E. (2013). The hu-
man brain maintains contradictory and redundant auditory sensory
predictions. PLOS ONE, 8(1), e53634.

Pinheiro, A. P., Schwartze, M., Gutierrez, F., & Kotz, S. A. (2019).When
temporal prediction errs: ERP responses to delayed action-feedback
onset. Neuropsychologia, 134, 107200.

Pinheiro, A. P., Schwartze, M., Gutiérrez-Domínguez, F., & Kotz, S. A.
(2020). Real and imagined sensory feedback have comparable ef-
fects on action anticipation. Cortex, 130, 290–301.

Polich, J. (2007). Updating P300: an integrative theory of P3a and P3b.
Clinical Neurophysiology, 118(10), 2128–2148.

Poonian, S. K., McFadyen, J., Ogden, J., & Cunnington, R. (2015).
Implicit agency in observed actions: Evidence for N1 suppression
of tones caused by self-made and observed actions. Journal of
Cognitive Neuroscience, 27(4), 752–764.

Quiroga-Martinez, D. R., Hansen, N. C., Hoejlund, A., Pearce, M.,
Brattico, E., & Vuust, P. (2020). Decomposing neural responses to

Psychon Bull Rev

https://doi.org/10.1016/j.neubiorev.2009.12.013


melodic surprise in musicians and non-musicians: Evidence for a
hierarchy of predictions in the auditory system. NeuroImage,
116816.

Rao, R. P., & Ballard, D. H. (1999). Predictive coding in the visual cortex:
A functional interpretation of some extra-classical receptive-field
effects. Nature Neuroscience, 2(1), 79–87.

Reznik, D., Guttman, N., Buaron, B., Zion-Golumbic, E., &Mukamel, R.
(2021). Action-locked neural responses in auditory cortex to self-
generated sounds. Cerebral Cortex, 0, 1–10. Advance online
publication.

Reznik, D., Henkin, Y., Levy, O., & Mukamel, R. (2015). Perceived
loudness of self-generated sounds is differentially modified by ex-
pected sound intensity. PLOS ONE, 10(5), e0127651.

Reznik, D., Henkin, Y., Schadel, N., & Mukamel, R. (2014). Lateralized
enhancement of auditory cortex activity and increased sensitivity to
self-generated sounds. Nature Communications, 5(1), 1–11.

Reznik, D., Simon, S., & Mukamel, R. (2018). Predicted sensory conse-
quences of voluntary actions modulate amplitude of preceding read-
iness potentials. Neuropsychologia, 119, 302–307.

Rinne, T., Antila, S., & Winkler, I. (2001). Mismatch negativity is unaf-
fected by top-down predictive information. NeuroReport, 12(10),
2209–2213.

Roussel, C., Hughes, G., &Waszak, F. (2013). A preactivation account of
sensory attenuation. Neuropsychologia, 51(5), 922–929.

SanMiguel, I., Saupe, K., & Schröger, E. (2013). I know what is missing
here: Electrophysiological prediction error signals elicited by omis-
sions of predicted “what” but not “when”. Frontiers in Human
Neuroscience, 7, 407.

SanMiguel, I., Todd, J., & Schröger, E. (2013). Sensory suppression
effects to self-initiated sounds reflect the attenuation of the unspe-
cific N1 component of the auditory ERP. Psychophysiology, 50(4),
334-343.

SanMiguel, I., Widmann, A., Bendixen, A., Trujillo-Barreto, N., &
Schröger, E. (2013). Hearing silences: human auditory processing
relies on preactivation of sound-specific brain activity patterns.
Journal of Neuroscience, 33(20), 8633-8639.

Saupe, K., Widmann, A., Trujillo-Barreto, N. J., & Schröger, E. (2013).
Sensorial suppression of self-generated sounds and its dependence
on attention. International Journal of Psychophysiology, 90(3),
300–310.

Sato, A. (2008). Action observation modulates auditory perception of the
consequence of others’ actions. Consciousness and Cognition,
17(4), 1219–1227.

Schafer, E. W., & Marcus, M. M. (1973). Self-stimulation alters human
sensory brain responses. Science, 181(4095), 175–177.

Schneider, D. M., Nelson, A., & Mooney, R. (2014). A synaptic and
circuit basis for corollary discharge in the auditory cortex. Nature,
513(7517), 189–194.

Schneider, D.M., Sundararajan, J., &Mooney, R. (2018). A cortical filter
that learns to suppress the acoustic consequences of movement.
Nature, 561(7723), 391–395.

Schröger, E., Bendixen, A., Denham, S. L., Mill, R. W., Bőhm, T. M., &
Winkler, I. (2014). Predictive regularity representations in violation
detection and auditory stream segregation: From conceptual to com-
putational models. Brain Topography, 27(4), 565–577.

Schröger, E., Marzecová, A., & SanMiguel, I. (2015). Attention and
prediction in human audition: A lesson from cognitive psychophys-
iology. European Journal of Neuroscience, 41(5), 641–664.

Schröger, E., & Roeber, U. (2021). Encoding of deterministic and sto-
chastic auditory rules in the human brain: The mismatch negativity
mechanism does not reflect basic probability. Hearing Research,
399, 107907.

Shadmehr, R., Smith, M. A., & Krakauer, J. W. (2010). Error correction,
sensory prediction, and adaptation in motor control. Annual Review
of Neuroscience, 33, 89-108.

Shahin, A., Roberts, L. E., Pantev, C., Trainor, L. J., & Ross, B. (2005).
Modulation of P2 auditory-evoked responses by the spectral com-
plexity of musical sounds. NeuroReport, 16(16), 1781–1785.

Stekelenburg, J., & Vroomen, J. (2015). Predictive coding of visual–
auditory and motor-auditory events: An electrophysiological study.
Brain Research, 1626, 88-96.

Stuckenberg, M. V., Schröger, E., & Widmann, A. (2019). Presentation
probability of visual–auditory pairs modulates visually induced au-
ditory predictions. Journal of Cognitive Neuroscience, 31(8), 1110–
1125.

Stuckenberg, M. V, Schröger, E., &Widmann, A. (2021). Modulation of
early auditory processing by visual information: Prediction or bi-
modal integration? Attention, Perception, & Psychophysics, 83(4),
1538–155.

Stephan, M. A., Lega, C., & Penhune, V. B. (2018). Auditory prediction
cues motor preparation in the absence of movements. Neuroimage,
174, 288–296.

Ticini, L. F., Schütz-Bosbach, S., Weiss, C., Casile, A., & Waszak, F.
(2012). When sounds become actions: higher-order representation
of newly learned action sounds in the human motor system. Journal
of Cognitive Neuroscience, 24(2), 464–474.

Timm, J., SanMiguel, I., Saupe, K., & Schröger, E. (2013). The N1-
suppression effect for self-initiated sounds is independent of atten-
tion. BMC Neuroscience, 14, 2.

Timm, J., SanMiguel, I., Keil, J., Schröger, E., & Schönwiesner, M.
(2014). Motor intention determines sensory attenuation of brain re-
sponses to self-initiated sounds. Journal of Cognitive Neuroscience,
26(7), 1481–1489.

Van Elk, M., Salomon, R., Kannape, O., & Blanke, O. (2014).
Suppression of the N1 auditory evoked potential for sounds gener-
ated by the upper and lower limbs. Biological Psychology, 102(1),
108–117.

van Laarhoven, T., Stekelenburg, J. J., Eussen, M. L. J. M., & Vroomen,
J. (2019). Electrophysiological alterations in motor-auditory predic-
tive coding in autism spectrum disorder. Autism Research, 12(4),
589–599.

van Laarhoven, T., Stekelenburg, J. J., & Vroomen, J. (2017). Temporal
and iden t i t y p r ed i c t i on in v i sua l - aud i t o ry even t s :
Electrophysiological evidence from stimulus omissions. Brain
Research, 1661, 79-87.

van Laarhoven, T., Stekelenburg, J. J., & Vroomen, J. (2020).
Suppression of the auditory N1 by visual anticipatory motion is
modula ted by tempora l and iden t i ty p red ic tab i l i ty .
Psychophysiology, 58(3).

Verschoor, S. A., & Hommel, B. (2017). Self-by-doing: The role of
action for self-acquisition. Social Cognition, 35(2), 127–145.

Voss, M., Ingram, J. N., Haggard, P., & Wolpert, D. M. (2006).
Sensorimotor attenuation by central motor command signals in the
absence of movement. Nature Neuroscience, 9(1), 26–27.

Vroomen, J., & Stekelenburg, J. J. (2010). Visual anticipatory informa-
tion modulates multisensory interactions of artificial audiovisual
stimuli. Journal of Cognitive Neuroscience, 22(7), 1583–1596.

Waszak, F., Cardoso-Leite, P., & Hughes, G. (2012). Action effect antic-
ipation: Neurophysiological basis and functional consequences.
Neuroscience & Biobehavioral Reviews, 36(2), 943–959.

Waszak, F., & Herwig, A. (2007). Effect anticipation modulates deviance
processing in the brain. Brain Research, 1183, 74–82.

Waszak, F., Wascher, E., Keller, P., Koch, I., Aschersleben, G.,
Rosenbaum, D. A., & Prinz, W. (2005). Intention-based and
stimulus-based mechanisms in action selection. Experimental
Brain Research, 162(3), 346–356.

Weiss, C., Herwig, A., & Schütz-Bosbach, S. (2011). The self in action
effects: Selective attenuation of self-generated sounds. Cognition,
121(2), 207–218.

Psychon Bull Rev



Weiss, C., & Schütz-Bosbach, S. (2012). Vicarious action preparation
does not result in sensory attenuation of auditory action effects.
Consciousness and Cognition, 21(4), 1654–1661.

Whitford, T. J., Mathalon, D. H., Shenton, M. E., Roach, B. J., Bammer,
R., Adcock, R. A., Bouix, S., Kubicki, M., De Siebenthal, J.,
Rausch, A. C., Schneiderman, J. S., & Ford, J. M. (2011).
Electrophysiological and diffusion tensor imaging evidence of de-
layed corollary discharges in patients with schizophrenia.
Psychological Medicine, 41(5), 959–969. https://doi.org/10.1017/
S0033291710001376

Widmann, A., Kujala, T., Tervaniemi, M., Kujala, A., & Schröger, E.
(2004). From symbols to sounds: Visual symbolic information acti-
vates sound representations. Psychophysiology, 41(5), 709–715.

Winkler, I., Karmos, G., & Näätänen, R. (1996). Adaptive modeling of
the unattended acoustic environment reflected in the mismatch neg-
ativity event-related potential. Brain Research, 742(1/2), 239–252.

Winkler, I., & Schröger, E. (2015). Auditory perceptual objects as gen-
erativemodels: Setting the stage for communication by sound.Brain
and Language, 148, 1–22.

Yeung, N., Holroyd, C. B., & Cohen, J. D. (2005). ERP correlates of
feedback and reward processing in the presence and absence of
response choice. Cerebral Cortex, 15(5), 535-544.

Zapparoli, L., Seghezzi, S., & Paulesu, E. (2017). The what, the when,
and the whether of intentional action in the brain: a meta-analytical
review. Frontiers in Human Neuroscience, 11, 238.

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

Psychon Bull Rev

https://doi.org/10.1017/S0033291710001376
https://doi.org/10.1017/S0033291710001376

	The...
	Abstract
	The ideomotor framework of intentional action
	Auditory attenuation and the forward models
	Is the attenuation effect specific to intentional action?
	Sensory attenuation beyond the self vs. other comparison

	The active oddball paradigm: Match vs. mismatch of expected action effects
	Unexpected action effects trigger attention
	Preattentional processing levels: The intention-based MMN

	Is there something missing here? Omission of expected action effects
	Action-effect specificity determines the magnitude of the omission responses
	The prediction system is flexible and tolerates unspecific action effects as well
	Expected action effects further determine auditory cortex activation to action alone

	Actions are cued by learned action effects
	Intentional action and auditory processing: Summary and proposed mechanisms
	The auditory event representation system (AERS)
	Intention-based predictions and the extended AERS
	The extended AERS and alternative theoretical frameworks

	Summary
	References


