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Abstract Autonomous navigation is a key defining feature that allows agricul-
tural robots to perform automated farming tasks. Global navigation satellite sys-
tem (GNSS) technology is providing autonomous navigation solutions for current
commercial robotic platforms that can achieve centimeter-level accuracy when
real-time kinematic (RTK) corrections are available. However, GNSS-based solu-
tions are expensive and require a long preparation phase where the field has to
be surveyed with a GNSS rover to collect waypoints for the navigation path. An
alternative navigation approach can be provided by Local perception sensors, such
as LiDAR scanners, by tracking geometric features in the perceived scene. This
paper presents a robust LiDAR-based solution for structure tracking along vine
rows. The proposed method does not require prior field surveying, and it is insensi-
tive to crop characteristics such as row width and spacing. Moreover, the proposed
algorithm identifies and builds an online regression model of the structure. This
is done by applying the Hough transform with a parameterization and search
method motivated by a practical interpretation of point cloud statistics. The pro-
posed method was tested on a commercial robotic platform in two configurations
of vineyards. The experiments show that the proposed algorithm achieves consis-
tent and accurate row tracking, which was validated against a reliable RTK-GNSS
ground truth.

Keywords Agricultural robotics - Autonomous navigation - Structure tracking -
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1 Introduction

Increasing demands for food production, lack of workforce, and new environmental
regulations regarding the use of chemicals are raising the interest in automated
agricultural machinery as a way to improve production means. Indeed, autonomous
agricultural robots offer an entirely new approach to performing automated agri-
cultural tasks. In order to perform these tasks efficiently and safely without dam-
aging the crops, a robot has to navigate along crop rows with a considerable level
of accuracy. Global Navigation Satellite System (GNSS) technology provides robot
navigation solutions that can achieve centimeter-level accuracy when Real-Time
Kinematic (RTK) corrections are available. However, these solutions require a
prior definition of a global path from a set of waypoints which can be collected
by surveying the field using a GNSS rover. In this regard, a reliable GNSS-based
solution is costly in terms of materials invested and time consumed preparing the
task. This drawback has motivated a research interest in developing alternative
navigation solutions based on local perception sensors.

In a local perception navigation paradigm, sensor data such as images and 3D
point clouds are analyzed in order to identify and track local features in the scene.
This approach has been applied to on-road autonomous driving by tracking local
features such as lane marking [1,19] or road boundaries [18]. In agricultural fields,
crop rows represent a geometrical structure that can be exploited as a navigation
clue. Crop rows vary in features across different types of cultures, ranging from
small plants in market gardening to dense canopies in viticulture. Hence, feature
identification can be challenging in agricultural environments due to their open and
changing nature and extreme lighting conditions. In this regard, LiDAR sensors
are often preferred over cameras in these situations due to their accuracy and
insensitivity to lighting conditions. Common local navigation approaches require
a prior 3D map of the environment [16] or a prior measurement model [13,25] that
incorporates crop-specific characteristics such as spacing width and periodicity.
This makes them less suitable for versatile robots intervening on different crops
with different characteristics. Hence the interest in structure tracking methods
that are indifferent to specific crop characteristics and require no prior map of the
environment.

This paper presents a robust LiDAR-based solution for structure tracking along
vine rows. The proposed solution consists of two main steps. The first step consists
of the identification of the navigation clues provided by the vine row structure as
an estimation of the overall heading and the lateral position of each row. This is
done by applying Hough transform on the perceived point clouds with a param-
eterization and a search method motivated by a practical interpretation of point
cloud statistics. In the second step, frame-to-frame structure estimations are used
along with the robot’s motion in order to build and maintain, in real-time, a per-
sistent regression model for each row. Finally, tracking data are provided in the
form of relative localization information, i.e., lateral and angular deviations, with
respect to the regression model of the row to follow. The proposed method was
tested on a commercial robotic platform in two configurations of vineyards. The
experiments show that the proposed algorithm achieves consistent and accurate
row tracking, which was validated against a reliable RTK-GNSS ground truth.
The main contributions of this paper are:
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— A LiDAR-based solution to provide autonomous tracking in vineyards, which
is considered as a perceptually challenging environment due to the irregular
canopy shape and high vegetation density.

— The proposed solution does not require prior field surveying, and it is insensitive
to crop characteristics such as row width and spacing. This reduces the effort
and time invested in task preparation.

— The proposed method was implemented and tested in real conditions on pro-
duction sites. The evaluation with respect to a reliable GNSS-based solution
showed very high robustness and consistency, even when some vines were miss-
ing. This suggests that the proposed method can be implemented as an alter-
native to GNSS-based tracking or as a part of a hybrid navigation solution,
which reduces the cost and accuracy requirements of the GNSS system.

The remainder of the paper is organized as follows. Section 2 presents some re-
lated work. Section 3 states the problem and describes the different elements of
the proposed method for structure tracking along vine rows. Section 4 presents
the experimental results and the validation against a reliable ground truth in pro-
duction sites. Finally, Section 5 concludes the paper and provides some ideas for
future work.

2 Related work

This paper proposes a navigation approach based on the perception and identifica-
tion of a geometric structure in the scene. Crop rows provide this structure in the
majority of cases where an agricultural robot has to intervene. In this setting, the
problem discussed here is related to the field of crop/weed detection and discrim-
ination in the computer vision literature. Crop rows detection is generally a first
step where its outputs are used for further analysis in order to provide solutions for
weed detection [3], modeling plant characteristics [20], or autonomous navigation
[5]. Hence, the discrimination accuracy and distinctiveness requirements of a crop
rows detection algorithm varies depending on the application. Mature results have
been presented in the literature with the use of deep convolutional neural networks
[4] with the objective of increasing detection accuracy and reducing the fault rate
for weeding applications and offline planning. On the other hand, for autonomous
navigation applications, crop rows are identified as a local feature in a framework
that takes the inaccuracy of feature extraction as an input to a model matching
and filtering step [5,17]. In such a framework, a trade-off between accuracy and ef-
ficiency takes place. Therefore, high discrimination accuracy and distinctiveness of
the algorithm, which comes at the expense of increased computational cost, is not
necessarily crucial for this task, and a computationally efficient accurate-enough
feature extraction technique is often preferred.

Classical vision-based navigation approaches in agricultural environments im-
plement line fitting techniques in order to identify the underlying parallel line
structure of crop rows from image data. Common line fitting techniques include
linear regression [24], RANSAC [21] and Hough transform [22]. Hough transform
is a mathematical transformation between a feature space (often the image space)
and a parameter space called Hough space. It is used as a pattern recognition tech-
nique to identify a parametric model such as a line through a voting procedure
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in the Hough space. Hough transform is preferred over linear regression due to
its robustness against outliers and its ability to be generalized to identify curves
and complex patterns. A common approach is to apply line fitting on a binary im-
age obtained after a segmentation, done by thresholding appearance features such
as color indices [12], aiming to separate pixels belonging to the crops from other
elements in the scene: Hough transform was applied in [22] after the image was
binarized by thresholding grey values and in [10] after thresholding excess green
index (ExG). The simple application of the Hough transform to detect a single
line reaches a limitation in situations with significant presence of weed or high
vegetation density. To deal with such situations, search techniques in the Hough
space that exploit prior hypotheses about the field were introduced. Row spacing
was used in [2] to search for parallel lines in the Hough space. Row parallelism was
exploited in [14,10], and the authors concluded that, in Hough space, the peaks
corresponding to parallel lines are aligned around the overall orientation.

A different pattern analysis algorithm was proposed in [8]. The authors pro-
posed a segmentation-free image-based method to extract the heading of parallel
crop rows by analyzing the texture in a grayscale image. In this method, the im-
age is first wrapped into an overhead view. Then, the image is iteratively skewed,
and the variance of the sum of grey values for each column is computed at each
iteration. Finally, the overall heading of the structure is considered to be the angle
that maximizes the computed variance. This method was completed in [9] with
a learning method to learn a crop model that was used to calculate the lateral
deviation.

The preprocessing steps in a typical image-based pipeline perform color anal-
ysis in order to find a set of keypoints on which line fitting will be applied. Other
operations are required in order to project the keypoints in a 3D metric space rel-
ative to the guided vehicle. These operations introduce challenges such as dealing
with variable appearance due to seasonal changes and light conditions. LiDAR
sensors, on the other hand, provide precise measurements directly in that space,
and through a simple preprocessing (e.g., height thresholding), the set of keypoints
to be used to detect crop rows can be found. This was applied in [11], where the
Hough transform was applied on data points acquired by two laser scanners in
order to guide a vehicle between tree rows in an orchard. In [21], the RANSAC
algorithm was applied on 2D laser-scan measurements to detect crop rows at dif-
ferent growth stages. A common keypoints extraction method was discussed in [26]
for LIDAR and vision measurements by thresholding the height for point clouds
and a color index for images. Furthermore, the Hough transform was extended
in [26] to fit a pattern of parallel equidistant lines parametrized by a common
orientation, an offset, and spacing. Such parameterization improved the detection,
and it requires less prior knowledge about the structure since it includes the spac-
ing in the parameter space. The drawback of this method is that it increases the
computation complexity by adding a third dimension to the parameter space.

In this work, LiDAR point clouds are used as the perception modality in order
to identify and track a parallel structure. The proposed algorithm applies Hough
transform with a parameterization motivated by a practical interpretation of point
cloud statistics. Furthermore, a search strategy in Hough space is applied in order
to estimate the overall structure heading inspired by the ideas from [10,8] without
adding the third dimension to the search space. Eventually, to provide complete
and reliable navigation in challenging environments with high vegetation density,
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a model matching and filtering algorithm is developed to deal with the inaccuracy
and faults during the feature extraction step.

3 Materials and methods

The method described in this paper is designed and tested on Trektor', a 3 tons
versatile agricultural robot developed by SITIA. The robot, shown in two vineyard
configurations in Figure 1, is designed to intervene on different crops with their
variety of features, ranging from tiny plants in market gardening to dense small
trees in viticulture. The robot can also adjust its width to adapt to different vine-
yard configurations: wide and narrow vineyards. A parallel structure is common
in all of these fields, whether it is provided by crop rows or man-made structures
(e.g., wheel tracks). Thus, it is worthy to investigate a structure tracking solution
based on local perception. This section explains the motivation and development
of the LiDAR-based structure tracking method.

(a) Narrow vineyard. (b) Wide vineyard.

Fig. 1: SITTA’s Trektor: the robotic platform used in the experimentation.

3.1 Problem Statement and overview of the proposed solution

One of the main applications of our robotic platform is autonomous navigation
in vineyards. The current solution implemented onboard requires a global GNSS
path covering the entire field. Hence, the robot is equipped with an accurate global
navigation system based on the fusion of RTK-GNSS and high accuracy inertial
navigation systems. Leveraging this accuracy in practice requires the global path
to be in high resolution, meaning that several waypoints along the vine rows need
to be collected using a GNSS rover, which requires a significant effort in the task
preparation phase. Hence comes the motivation for a local perception navigation
method that exploits the navigation clues provided by the crop row structure.
In this setting, the accuracy and resolution requirements of the global path are
significantly reduced: only the start and endpoints of the desired rows need to be

1 yww.sitia.fr/en/innovation-2/trektor/
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surveyed in order to create the global path that handles the transition between
rows while leaving accurate row tracking for the local perception algorithm.

Local perception for this task is provided by a 16-channel 3D LiDAR sensor
(Ouster OS1-16) mounted on top of the robot, as shown in Figure 2. The design
decision behind such positioning is to allow several rows to be perceived in different
vineyard configurations as well as in various types of cultures. In this setting, vine
rows will be perceived from the top, resulting in the structure profile illustrated
in Figure 3. The goal of the proposed approach is to identify this structure from
3D LiDAR point clouds as an overall heading A+ and the lateral positions y; of
each perceived row. Hence, crop rows are assumed to be locally parallel in the
considered range of measurement of the LiDAR sensor (it was set to 10 meters in
experimentation). Consequently, the method builds a model for each row that will
serve as a reference path to follow. The final outputs of the method are the relative
localization information: the lateral deviation Al and the angular deviation A~.
This information is suitable for tracking control laws that are designed for car-like
mobile robots. We refer the reader to the approach proposed in [15] for a complete
explanation of the control law implemented on our robotic platform. The tracking
control law is beyond the scope of this paper since the main focus here is on the
perception part of the problem.

Fig. 2: LiDAR sensor’s positioning.

A schematic overview of the proposed solution is provided in Figure 4 with
three major blocks:

— Preprocessing: the operations in this step are tailored by the target culture and
sensor choice. The aim here is to extract a set of representative keypoints to be
used by the pattern analysis algorithm. In the case of vineyards perceived with
a 3D Lidar, downsampling and height thresholding is sufficient to eliminate
the ground and extract representative keypoints.
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— Structure identification: this is the step where frame-to-frame rows detection
occurs. The proposed algorithm, based on Hough transform and point cloud
histograms, extracts row positions and a common heading from the set of
keypoints.

— Model matching: this step takes the outputs from the identification step and
performs data aggregation and filtering in order to construct a persistent model
of each row of the structure.

The remainder of this section explains in detail the different steps of the proposed
solution.

~— ~—

Crop rows LA
- : Robot frame ‘Tf
: Structure frame -’I
Fig. 3: Tllustration of the structure profile to be identified. Tracking is provided by

calculating the lateral Al and angular A~ deviations with respect to the reference
row.

Preprocessing ~ Structure Model matchi ~ Tracking
TEPrOCessINg > jdentification  [7] OUC! Matclmg information

Fig. 4: Overview of the proposed solution.

3.2 Structure identification

The goal here is to identify a set of parallel rows from input point clouds after
preprocessing through height thresholding and voxel grid downsampling [23].
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Fig. 5: The top view of two point clouds along with the corresponding y-histograms.
(a) A point cloud with initial heading with respect to the robot’s frame and its
y-histogram. (b) The corrected point cloud after iterative skewing (zero heading)
and its y-histogram. The y-histogram of the corrected point cloud has a maximal
variance.

3.2.1 Heading estimation with iterative skewing

Figure 5a shows an example of an input point cloud acquired in a narrow vineyard
(configuration shown in Figure 17a). The core of the proposed structure identifica-
tion method is the estimation of a common heading by analyzing the entire input
point cloud: Figure 5 shows the concept behind heading estimation. The first row
shows illustrations in the x-y plane of the same point cloud except that in Figure
5b, the point cloud is rotated in a way to be aligned with the x-axis. The second
row shows the corresponding y-histograms of the point clouds. It is clear that the
histogram of the corrected point cloud has peaks that can identify each row, while
the histogram of the original point cloud is more flattened, and the rows cannot
be separated. Hence, the information about the heading can be resumed in the
y-histogram: the variance of histogram values is maximized when the point cloud
has zero heading [8]. The method used here to maximize this variance, and thus,
finding the common heading, is the one originally proposed in [8] for images where
the equivalent of y-histogram was the sum along the columns of a grayscale image.
This method, named iterative skewing, consists of iteratively rotating the cloud
about the z-axis while computing the y-histogram along with its variance in each
iteration. Finally, the heading is considered to be the angle that maximizes the
variance.
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3.2.2 Relation to the Hough transform

Looking into the iterative skewing algorithm, the relationship between the coor-
dinates of a point in the rotated cloud and the original cloud is the following:

Yrot =T0 SINY + Yo COSY (1)

=xgcosf + yosinf, = g -0, (2)
where + is the heading rotation angle, y,ot is the ordinate of a point in the rotated
cloud, and (zo,yo) are the coordinates of the corresponding point in the original
cloud. Equation 2, when generalized to any (z,y) tuple, is the representation of
a line according to the mormal parameterization using the normal angle 6 and
a signed distance yro+ which is the standard representation of a candidate line
in Hough transform [7]. Therefore, computing the histogram of y,o¢ for iterative
values of = is equivalent to computing the Hough transform of the point cloud
through a 2D voting procedure.

Indeed, Hough transform maps input points from their 2D metric space (x,y)
to the parameter space (i.e., the Hough space) (yrot,7v). A point (zo,yo) in the
input point cloud is mapped to a sinusoid in the Hough space (yrot,vy) that is
defined in Equation 2. This sinusoid defines the parameter of all the possible lines
that pass through the point (zo,yo). Thus, each point votes for the parameter of
candidate lines. After considering all points, the Hough representation (also called
the Hough accumulator) of the input cloud is a heatmap in the 2D parameter
space where the coordinates of high heat define the most likely model candidates.
In this setting, each column of the resulting Hough accumulator is the y-histogram
of the point cloud rotated by a heading ~.

Such an interpretation gives a formal understanding of the iterative skewing
algorithm as a search method in Hough space that estimates the heading angle by
finding the column with maximal variance. This search method finds the common
heading of a pattern of parallel lines without integrating it in the search space.
Therefore, the search space remains limited to only two parameters: (yrot,~y). This
provides a considerable advantage in terms of computational time by not adding
a third dimension to the search space as in other pattern fitting methods [26].
Figure 6 illustrates the heading estimation method: the Hough accumulator for
v € [=20°,20°]. The plot of column variance with respect to the heading angle is
shown in the second row along with the estimated pattern heading.

83.2.8 Detecting lateral row positions

Once the heading is estimated, each row in the structure must be located (posi-
tion on the y-axis) in order to complete the crop profile. This is done through 1D
peak detection on the accumulator column corresponding to the estimated head-
ing. This column is the y-histogram of the corrected point cloud in Figure 5b and
thus finding its peaks would locate each row on the y-axis. To this end, a sim-
ple peak detection method is proposed to complete the detection. The proposed
peak detection method is efficient and does not require prior knowledge about
the structure details such as spacing and row width (these are often required in
standard peak detection methods such as mean shift [6] or k-means). Figure 7
shows the principle of the algorithm. First, a thresholding step is performed on
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Fig. 6: Illustration of the heading estimation method in Hough space. First row:
the hough accumulator of the input point cloud. Second row: the column variance
with respect to the heading angle. The heading is estimated as the angle that
maximizes the variance.

histogram values (using their mean as the threshold) to find histogram segments
that represent interval estimation of the position of each row. Then, a position
is estimated from each interval as the mean of its values. Since the input point
cloud corresponds to the crop’s canopy, the exact position of the tree trunk is
not directly observable and thus needs to be estimated. The mean of histogram
values provides a reasonable estimate of the trunk’s position as the center of the
perceived canopy row. The results of peak detection are presented in Figure 6 as
white dots in the Hough accumulator.

Peak Detection

0.8
e Threshold

— Rows Centers

] Histogram-bars

0.6 1

s
L

Point frequency

5}
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—8 —G —4 =2 0
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Fig. 7: Illustration of the peak detection algorithm used to find the y-coordinate
of each row.
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In summary, the structure identification step applies Hough transform with
a custom search method in the parameter space in order to identify a common
heading along with the position of each row. Imperfections in the detection could
occur, such as discontinuity and inaccuracy of row position estimation due to
high vegetation pressure in the discussed case. The discretization resolution of the
parameters in Hough space also produces some inaccuracy. This is not ideal for
accurate navigation since the tracking algorithm requires continuous and smooth
lateral and angular deviations. Therefore, a model matching and filtering step
is required in order to construct a consistent and robust model to be used as a
reference path.

3.3 Model matching

At each time step and as the robot moves forward, structure identification esti-
mates, for each point cloud, an overall heading v and a set of row positions. Thus
providing local observations as a set of points

Or = {(%i,94i,7i), it:1—>n} (3)

where x; and y; represent the coordinates of a detected row center, ~; is the corre-
sponding estimated heading, and n is the number of rows detected per input frame
(point cloud). These observations are not consistent in their representation of the
actual structure elements (crop rows): discontinuity occurs in these observations
due to gaps in the vegetation, which is common in old production sites, or due to
detection failures. Figure 8 illustrates the general idea behind the model matching
step in such situations. The goal here is to make sense of the local observations
by associating them with a unique model of each row that is persistent across
all the frames. The models constructed in this step are linear regression models
representing line equations in a relative frame. Thus, an odometry localization is
needed to provide this relative frame.

A detailed diagram of the operations in the model matching step is provided
in Figure 9. The first set of observations is used to initialize line models. After
that, the existing models are used to associate the frame-to-frame centers. Data
association here means attributing each center (x;,yi,v:) to a unique model (l(id)).
Finally, the associated centers are used to update the existing models and create
new ones if needed. These three operations are explained in detail below.

Initialization: The initialization step is crucial since data association and model
updating are highly dependent. A poor initialization could lead to failure in the
following operations. Here it is simply supposed that the algorithm will be acti-
vated in front of the structure? so that the first observation O1 would be reliable.
Once the first set of observations O; is perceived, row models are initialized ac-
cordingly. A row model (l(id) ), defined with the parameters wéid) and wgid)
initialization per each (x;,yi, ;) data point in O; as follows:

, is

(1UD)  y = atany; +yi — zitany; = wi Ve + w(()id)~ (4)

2 Since the presence of a structure in the perceived point cloud is a base assumption for the
proposed algorithm; a global planner is needed to ensure this condition at row starts, as will
be discussed in section 4.
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y

Fig. 8: Illustration of the goal of model matching. Three cases are presented to show
that local observations are not necessarily consistent with their representation of
the actual rows: a missing detection, a gap, or a row that appears after several
time steps. The detected row centers (red dots) are to be used to build a regression
model for each row in a relative frame.

(Z,y,7)

identified

existing
models

Fig. 9: A detailed diagram of the model matching step. Frame-to-frame row centers
are used to initialize and build regression models. This is done through a cycle
of associating centers with existing models and updating the models using the
associated centers.

In the case of Figure 3, five models would be initialized according to Equation
(4) as five lines placed at rows positions (z;,y;) and oriented with the common
heading ~;.

Data association: After row models initialization, tracking begins by calculating
lateral and angular deviations with respect to the selected row model to follow. As
the robot moves forward, row centers from frame-to-frame profiles are mapped in
the relative frame and should be assigned to row models in order to update them.
The assignment is done using a simple zone rule based on the distance d;;, between
frame-to-frame row centers (z;,y;) and existing models (l(j)), and a row spacing
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s that is inferred as the median of the differences between successive intercepts
of existing models. A greedy approach is considered; therefore, the best candidate
model for the input (zi,y;) is the model (1Um)) with the lower distance. The
following zone rule is used to decide whether center (x;,y;) has to be assigned to
(l<j”“'")), rejected, or used to initialize a new model:

di; < 0.4s = assign
0.4s < d;; < 0.5s = reject outlier
d;; > 0.5s = initialize new model

Updating models with regularized regression: Data points in the data association
step are assigned to the buffer of the corresponding row model as a set of (z;, y:, i)
points. A data buffer is used to update a row model using linear regression. Linear
regression is formalized as follows:

My y = xwd (5)
where
e 1 = (id)
Y=| : |, X=|: : |and WU = [ i ] :
. . . w 3
Yn 1 Tn 1

As mentioned in the explanation of the structure identification step, rows centers
(4, yi) estimation is not as accurate as heading 7; estimation. Thus, in the early
steps of tracking, when there are only a few data points along row directions,
classic linear regression would lead to false lines and therefore, data association
would fail, leading to a failure in tracking.

In order to initialize robust regression models, the heading—which represents
strong information about the row direction— is added as a regularization term for
the linear regression. The heading is integrated as the regularization term of the
following loss function®:

n 2 n
L= (yi—xI'W) +ad @3 (6)
i=1 i=1
n 2 n
= (yi — X;TW) +a Z (tan~; — wy)? (7)
i=1 i=1
= [Y = XW|* +allI' —aW|?, (8)
T 0..01" : o
where I' = [tan~vy1 ... tanvy,] ,a = and « is the regularization

1 ...1
parameter. Minimizing the loss function L leads to:

W = (X"X +aa”a) '(XTY 4+ a2’ ). (9)
The regularization term > ;" , |7 .77|? is the dot product of the normal vector
of the solution 77 = (—w1 1) and the vector 5 = (1 tan-y) oriented along the

3 The superscript (‘4 is omitted in the following since the same optimization is done per
row model.
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Fig. 10: Effect of using the heading as a regularization term in linear regression
using (z;,vi,7v:) data points. Only diamond-shaped points (z;,y;) are used in
the regression, the small arrows represent the heading ~;; blue points are points
belonging to the same row and are unseen at the time of regression.

heading angle . This regularization penalizes the solutions that are not coherent
with the estimated heading. Figure 10 shows the effect of the regularization term
on the results. In the presented case and the subsequent experimentations, an
aggressive regularization was chosen (o = 1.5). This regularization has the most
impact after initialization since it ensures that the row model is oriented along
the estimated heading 7; and mitigates the effect of lateral imprecisions due to
the estimation of row positions (z;,y;) from a discretized histogram. However,
this regularization will have less impact in the later stages of tracking with the
accumulation of (x;,y;) data points along the row direction, which provides more
reliable information about the row’s direction.

To summarize the overall solution: Point clouds are perceived and preprocessed at
the input of the identification step that provides frame-to-frame local observations
of the structure. These observations are mapped in the relative frame, and the
model matching step build row models from the local observation. Tracking is
done by sending lateral and angular deviations with respect to the reference model.
Figure 11 shows the results of the combined components of the proposed algorithm.
Data association is shown as the color assigned to each center (a unique color per
row), and the linear regression models are plotted as the lines representing each
row.

4 Experimental evaluation

The proposed algorithm was tested on a vineyard production site in the two config-
urations presented in Figure 1: wide and narrow vineyards. The baseline solution
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Fig. 11: Mapping of LiDAR frames along with the detected row centers and the
corresponding models in a relative frame. The robot is shown in a position where
there is a missing tree in the row, showing that tracking continues with respect to

the model.

for the navigation task is provided via a reliable GNSS-based localization and navi-
gation system. This solution consists of creating a global path by manually defining
geo-referenced points along the rows using a reliable GNSS rover (Septentrio Al-
tus NR3). Figure 12 shows the satellite image of the narrow vineyard (provided
by google earth) along with the geo-referenced points and the reference path. In
the following, the ground truth for the structure algorithm is considered to be the

global GNSS path.

Fig. 12: Satellite image of the vineyard test field along with the geo-referenced

points used to create the ground-truth path.
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The goal here is to validate the feasibility of the proposed local navigation
approach in this perceptually challenging environment. Perception challenges in
vineyards come from the irregular shape and density of the perceived canopy.
Hence, the experiments were conducted with the goal of validating the consistency
and reliability of the proposed algorithm’s estimates against those of the baseline
GNSS-based solution. To this end, the autonomous tracking was provided by the
ground truth GNSS-based algorithm, and the structure-based algorithm was run
as an observation in real-time during the experiments. In order o deal with the
overhead turns and the transition from one row to another, a global planner was
used to define two sub-portions of the path: an in-row portion and an overhead
turn portion. The structure-based observations were only activated in the in-row
portion of the path, which was shifted 3 meters before the start and end of each
row in order to adapt to the measurement range of the LiDAR sensor.

The configuration and parameters were considered in experimentation: point
clouds were acquired using a 16-channel LiDAR sensor (Ouster OS1-16) at a fre-
quency of 10 Hz. Preprocessing consisted of cropping the point clouds in the range
of [—4m, 4m] along the y-axis in the robot’s frame (Figure 3) followed by a voxel
grid downsampling with a voxel size of 0.15m. Y-histograms for heading estima-
tion using iterative skewing were computed by discretizing the [—4m, 4m] interval
into 100 bins. For model matching and linear regression, a buffer size of 50 was
used with a regularization parameter o = 1.5.

4.1 Validation on the wide vineyard

The first experiment consisted of navigating in the wide vineyard (Figure 17b).
The navigation was done on eight rows characterized by an inter-row spacing of
1.9m and a row length of approximately 120m. The robot speed was 1 m/s in the
in-row zone.

Figure 13 offers a global view of the results of the navigation on eight rows.
It shows the ground truth predefined GNSS global path along with the path esti-
mated by the structure-based algorithm. Row limits are also shown on the figure
to indicate where the structure algorithm was activated/deactivated. Such illus-
tration on the global scale shows that the path estimated from local structure
perception remained consistently available and reliable on the whole covered area.

A more detailed view of the results on one row can be found in Figure 14,
with the lateral and angular deviations estimated by the structure algorithm and
the ground truth GNSS algorithm. By considering the GNSS-based algorithm as
the ground truth of the experiment, the absolute difference between the devia-
tions of the two algorithms is, therefore, the total error of the structure algorithm
with respect to the ground truth. In the case presented in Figure 14, the redun-
dancy of the two algorithms can be concluded with a slight lateral offset. The root
mean square error (RMSE) characterizing the lateral offset of the algorithm on
all the rows is summarized in Table 1. The average RMSE for this experiment is
0.107m which is reasonable compared to 1.9m row spacing. This lateral offset is
investigated in the next experiment presented in the following section.
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Fig. 13: The ground truth GNSS path and the estimated structure path. The rows

do not have the same length. The black dots indicate the positions on which the
structure tracking algorithm was activated/deactivated.
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Fig. 14: The lateral and angular deviations estimated by both the proposed
structure-based and the baseline GNSS-based algorithms. The absolute difference

between the deviations along with the root mean square error is noted on each
graph.

Row number H rl r2 r3 r4 r5 r6 r7 r8 ‘ average
RMSE lateral (cm) || 6.6 144 4.6 134 79 167 107 109 [ 10.7

Table 1: Root mean square lateral errors on each row of the wide vineyard.

4.2 Validation on the narrow vineyard

The same experiment was repeated on seven rows of the narrow vineyard (Figure
17a). The RMSE lateral error for this experiment is reported in Table 2 with
slightly higher values than the first experiment.

Row number H 1 r2 r3 r4 r5 r6 r7 ‘ average
RMSE lateral (cm) || 6.4 133 131 126 7.5 20 11.2 ] 12

Table 2: Root mean square lateral errors on each row of the narrow vineyard.

To get an insight into the repeatability of the results and to understand the
higher RMSE on some rows, a second experiment was conducted on one row of the
narrow vineyard and consisted of repeating the navigation five times on the same
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row. Figure 15 shows the concatenation of the point clouds from each frame along
with the GNSS reference and the estimated structure path for all five passages.
It can be concluded from the figure that the estimated structure path follows
the perceived vegetation, which is the vine canopy. The position and shape of the
canopy with respect to the trunks varies depending on the tree. In some situations,
it is wider and can be shifted on one side of the trunk, as it is shown in the middle
of the concerned row in Figure 15.

Mapping in the global frame of the repeated navigation

—— Structure anchor
-4 —— GNSS ground truth
Concatenated point cloud

¥ (m)

10 15 20 35 30 35 40

Fig. 15: The estimated structure path of the repeated navigation along with the
ground truth GNSS path and the concatenated point clouds.

Lateral error between the estimated path and the ground truth
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Fig. 16: The lateral error between the estimated structure path and the ground
truth of each of the individual runs along with their mean curve and the 1-std
range.

This can be further noticed in Figure 16 that shows the lateral error between
the estimated structure path and the ground truth GNSS path of all five passages.
The lateral error is plotted with respect to the time offset since each observation
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was activated on the same location at the beginning and with the same speed
profile. The path estimation of each run starts with a lateral error of approximately
0.20m that decreases afterward to under 0.05m. This offset at the beginning is
justified since only a few noisy frame-to-frame observations were received, and the
regression model is less reliable with fewer data at the start. This can also be seen
in the standard deviation of the offset across all the runs that decreases as the
regression model gathers more data (the height of the 1-std range shown on the
figure); a lower standard deviation indicates the repeatability of the algorithm.
The lateral offset increases again towards the end; however, by comparing this
offset with the results reported in Figure 15, this can be interpreted by the shift
and width of the perceived canopy with respect to the ground truth. Figure 17
shows two photos of the canopy taken by an onboard camera on the robot during
the experiment: one of a reqular canopy and another of a wide canopy that scored
an offset of 0.20m with respect to the ground truth.

(b)

Fig. 17: Photos taken by an onboard camera on the robot in the narrow vineyard.
(a) a regular vine canopy, (b) a wider vine canopy that caused the estimated
structure path to shift 0.20m from the ground truth.

Finally, the performed experiments demonstrate a redundant behavior of the
proposed structure-based algorithm with respect to a reliable GNSS-based algo-
rithm. The peak lateral offset in the most challenging cases remained under 0.2m;
this ensures satisfying autonomous navigation in real scenarios knowing that the
inter-row separation of the vineyard structure is between 1.5 and 1.9 meters. The
main practical advantage of the proposed algorithm is that it does not require a
prior manually defined global path and provides robust and similar tracking as
the GNSS-based tracking. A practical approach that reduces the effort in the task
preparation phase is to integrate the proposed algorithm in a hybrid approach with
a GNSS-based solution that defines only the row limits and the overhead turns
and uses the structure-based algorithm to navigate along the rows of the crop.
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5 Conclusion and perspectives

This paper presents a robust LiDAR-based method for autonomous structure
tracking in vineyards; which is one of the most challenging structure tracking
scenarios in precision agriculture due to the wide and dense vine canopy. The
proposed method does not require prior field surveying, and it is insensitive to
crop-specific characteristics such as row width and spacing. In fact, the proposed
method is based on the identification of the navigation clues provided by crop
row structures. This allowed the proposed algorithm to be suitable for a versatile
robot that intervenes in different types of cultures. Indeed, it was shown that the
proposed method provides accurate and robust tracking in two vineyard configu-
rations: wide and narrow vineyards. This was achieved by exploiting a practical
interpretation of point cloud histograms to extract local structure observations
from Hough space that are used to build an online crop model as the robot moves
forward in the field. A key challenge while building an online model is proper
initialization. Hence, robust heading estimation used as a regularization term pro-
vides a strong initialization for linear regression models.

Experimental validation was conducted on vineyards. The experiments confirm
a robust structure tracking that is redundant with a reliable GNSS-based solution
while significantly reducing the requirements of the fastidious task preparation
phase (only the row limits were used to handle the transition from one row to
another). Moreover, the proposed method can reduce the accuracy requirements,
and thus the cost, of the GNSS subsystem since it provides accurate tracking
relative localization with respect to the perceived structure.

A future work direction is to study the behavior of the proposed algorithm
on different types of cultures, such as greenhouses and open fields. The idea is to
consider wheel tracks as negative rows after extracting the ground plane from the
point cloud using a random sample consensus algorithm. Hence, further analysis is
required to study the consistency of the proposed algorithm in such fields and to
define suitable conditions for applicability such as minimum plant height or wheel
track depth. By doing so, the proposed approach could contribute to providing full
autonomy on various production sites, including areas with poor precision GNSS
coverage.
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