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• Demonstrate the influence of plasticity induced crack closure on the crack front shape 
• Establish the limitations of the use of stress fields’ method beyond small scale yielding  

 

Abstract  
 

The objective of this study is to develop a numerical tool using the commercial software, Abaqus 

and Python, to predict the fatigue crack front shape while taking into account the influence of 

plasticity induced crack closure on crack propagation in three Dimensional (3D) structures. In this 

aim, a 3D model of a compact tension specimen made out of stainless steel 304L, and subjected to 

a constant loading scheme, is proposed. The crack propagation is considered to be driven by the 

stress fields developed in the vicinity of the crack tip and thus by the stress intensity factor K. Two 

parallel simulations are used: an elastic simulation intends to calculate the local maximum stress 

intensity factor while the other, an elasto-plastic one, aims at obtaining the plastic wake and the 

resulting crack closure load. The results of both simulations are combined in order to constitute the 

effective stress intensity factor range, which is in turn used, along with Paris law, to calculate the 

crack propagation along the thickness. The local crack advancements obtained allow to construct 
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the new crack front. Finally, a node release technique is used with geometry remeshing to issue 

new iterations with new boundary conditions that respond to the changes in the crack front. The 

procedure is repeated until the stabilization of the effective stress intensity factor values all along 

the specimen thickness is reached. The results obtained are compared with previously issued 

experimental results, showing very good results in small scale yielding and beyond that a large 

dependency on the plastic zone size developed in the neighborhood of the crack front. 

1. Introduction  
 

As the initiation of cracks has shown to be inevitable in moderate and highly solicited domains, 

scientists have to consider the presence of cracks while respecting safety recommendations. 

Therefore, it is always necessary to follow the development of these cracks and thus study their 

initiation, propagation and failure. With respect to propagation, the most important task is to 

identify the crack driving force and thus to predict the body’s failure.  

Irwin [1], based on a previous work of Westergaard [2], was the first to define the notion of the 

stress intensity factor K to lead and predict propagation. This parameter is related to the stress and 

strain fields developed in the vicinity of the crack tip in an elastic medium. Newman and Raju [3]  

used the stress field method, to calculate K for a wide range of semi-elliptical surface cracks in 

plates of finite thickness as well as in three-dimensional bodies. De Morais [4] also analyzed 

different isotropic and orthotropic specimens under different modes of fracture using this method, 

and obtained very good results with a calculation error of K that didn’t exceed 1%. Likewise, Shih 

and Chen [5] used it to analyze the development of fatigue crack in a specimen subjected to tension, 

bending and a combination of these two loads. Aman et al [6] showed that it can be used to evaluate 

the stress intensity factor for interacting three dimensional cracks of undefined shape. In another 



3 

 

context, Davood et al [7] used the stress fields’ method under mixed mode fracture mechanics to 

predict  the angle of the propagation of the crack front depending on the shear and tangential 

stresses; the numerical results showed to be consistent with the experimental results. 

Other authors preferred using the displacement fields’ method. This method was used by Lu [8] 

who calculated K for semi-elliptical surface cracks in a welded zone with complex stress fields. In 

addition, it has been used by a large number of authors such as [9]–[13]. In the same context, some 

authors [14], [15] used some energetic methods following the Griffith theory [16], [17] that 

consider the energy release rate as the driving force.  

The major drawback of using the displacement fields’ method and the energetic one is that they 

show great dependence on the stress state along the thickness in 3D cases. Therefore, it appears 

that the stress fields’ method constitutes a good solution where no stress state assumption is needed. 

In the 70s, Elber [18] noticed that, for some loading schemes, a specific phenomenon is taking 

place ahead of the crack tip. He showed that the development of the plastic wake in the crack tip 

region creates compressive stresses which induce, in turn, a premature crack closure, denoted 

Plasticity Induced Crack Closure (PICC). This has led, under cyclic loading, to the introduction of 

a new notion namely the effective stress intensity factor range ΔKeff, based on the stress intensity 

factor derived by Irwin and also taking into account the closure phenomenon: It is equal to the 

difference between the values of the maximum and the opening stress intensity factors.  

The phenomenon of closure, like in most numerical simulations, was firstly studied in bi 

dimensional models by Newman [19], [20] who differentiated in his calculations the state of plane 

stresses and that of plane strains. Crack closure is shown to be much more important in plane 

stresses [21]–[23] than in plane strains relying on the fact that the opening load is greater in the 
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plane stress state.  Fleck [24] considers it even absent under plane strain state. On the other hand, 

McClung [25] considers that the difference between crack closure in both states is small.  

Some authors [26]–[28] proposed a more specific study on the influence of the state of stresses on 

the volume considered. Dill and Saff [29] were the first to calculate the opening and closure loads 

based on observations of the stress state in the crack plane during cyclic loading. Sehitoglu and 

Sun [30], [31] considered a state of plane strains for their propagation problems. They also 

introduced a parameter of tensile load at the crack tip which characterizes the level of stress at the 

crack tip. In addition, Wu and Ellyin [32] proposed a similar concept which relies on the evolution 

of the state of the stress fields to calculate the opening and closure loads. Moreover, Alizadeh [33] 

proposed a method to calculate ΔKeff directly from the stress fields in front of the crack front tip. 

The equation used is similar to that used previously with ΔK, but it was replaced by ΔKeff and some 

additional adjustment values. 

The first 3D study, including the influence of crack closure, was issued by Chermahini [34]. 

However, he used a simple elasto plastic material behavior of Aluminum (elastic perfectly plastic) 

as well as a small number of cycles between node releases. In the same context, and in order to 

study the final crack front shape, Hou [11], [12]  proposed a 3D model for the propagation of a 

semi elliptical crack in an elastic perfectly plastic material involving two parallel simulations. The 

first elastic simulation allowed to calculate the local maximum stress intensity factor, and the 

second elasto plastic one aimed at extracting the opening local stress intensity factor taking into 

account crack closure. The introduction of crack closure was recently studied by Camas et al [35] 

who presented the influence of the crack growth scheme on the three dimensional evolution of the 

plasticity induced crack closure in terms of the number of loading cycles and the maximum allowed 

penetration while in contact. 
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In this manner, Vor [36] simulated the propagation of a rectilinear crack front in a CT-50 geometry, 

in an austenitic stainless steel 304L using an elastoplastic constitutive law developed by Chaboche 

[37] to take into account the crack closure. He used the node release technique to simulate the 

propagation with a maximum crack advancement of 0.05mm. 15 cycles were simulated between 

successive releases. Thus he validated numerically the presence of the closure at the free surface 

rather than at the center. The main limitation in his approach was the shape of the crack fronts 

remaining rectilinear throughout propagation, while the experimental results showed a curvature, 

more or less pronounced, according to the loading conditions. Despite the work of setting up a very 

interesting 3D model, it was clear that the method must be refined and that the shape of the crack 

front should be updated to take into account the curvature. 

Improvements were made by Fiordalisi [38], with the implementation of an adaptive remeshing 

technique allowing updating the meshing scheme at each crack advance based on the assumption 

that the effective stress intensity factor range is the driving force. The initial crack front is 

rectilinear. The local effective stress intensity factor range was obtained through both elastic and 

elasto plastic calculations. The K values were calculated using the method developed by Shih and 

Asaro [39], an energy dependent method. Fiordalisi [38] investigated, under different loading 

conditions, several different predefined crack shapes and mainly elliptical shapes often used in 

literature for crack fronts. The numerical results were generally consistent with experiments, even 

if the predicted curvature was systematically lower than the experimental one. This may be 

explained by the underestimation of the predicted crack closure at the edge. In addition, Gardin et 

Al. [38] observed that the K values calculated by the Shih and Asaro method were very close to  

plane strain values almost all along the specimen thickness, even near the free surface where a 
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plane stress state prevails ignoring the evolution of this state along the thickness in three 

dimensional studies. 

The objectives of the present paper are to develop a three dimensional numerical model taking into 

account, more precisely, the influence of the plasticity induced crack closure all over the thickness. 

To this aim, the stress fields’ method is used for the calculation of the local maximum stress 

intensity factor in order to avoid any hypothesis on the stress state along the thickness. No 

predefined crack shape will be imposed throughout propagation. The final numerical crack front 

results will be compared with previously issued experimental results [36], [38], [40] to assess the 

robustness of the method. 

Nomenclature: 

CT    : Compact tension Pmax    : Maximum applied load (superscript ℓ: 
local) 

ΔK   : Stress intensity factor range U      : Crack closure rate (superscript ℓ: local) 
Δ����: Local effective stress intensity factor 

range (superscript ℓ: local; (Subscript i: 
at node i) 

σyy Stresses perpendicular to the crack 
plane  

��
 : Local maximum stress intensity factor 

range(superscript ℓ: local) 
Uy Displacement perpendicular to the 

crack plane (superscript ℓ: local) ���     : Local opening stress intensity factor 
range (superscript ℓ: local) 

PEEQ: Magnitude of Accumulated plastic strain  

PICC: Plasticity induced crack closure  a      : Crack length 

R    : Load ratio  W     : Ligament length 
Pop        : Opening applied load (superscript ℓ: 

local)  
Δaf-c   : Difference in crack length between center 

and free surface 
 

 

2. Numerical model 
 

The geometry of the test specimens conforms to the geometry of a standardized compact tension 

test specimen CT-50 with a thickness of 10mm as shown in Figure 1. For reasons of symmetry, 
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only one quarter of the specimen is modeled in the simulations. For the same reason, y = 0 and z = 

0, symmetry planes are blocked in translation in the y and z directions respectively. 

 

Figure 1: Geometry of the CT-50 specimen  

 

The material studied is a 304L austenitic stainless steel, according to the AISI nomenclature. Vor 

[36] proposed an appropriate constitutive law of this material after having collected parameters 

from various monotonic and cyclic tensile tests. He found that the constitutive law of the material 

corresponds to that proposed by Chaboche [37], which represents both hardening behavior, 

isotropic behavior expressed with an exponential law and a kinematic law. These behaviors reflect 

the Bauschinger [41] and ratchetting [42] effects of the material.  

The specimen is subjected to cyclic loading in pure mode I with a constant ΔK in order to ignore 

the influence of over and under loads. To keep this value constant, the load F applied on the 

specimen is reduced progressively during propagation and calculated by the relation below: 

 � = 
Ӏ. 
. √�
�  (1) 
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F is the load applied by a pin on the holes of the specimen, KӀ is the stress intensity factor in mode 

Ӏ, B is the thickness of the specimen, W is the length of the ligament and Y is a form factor 

calculated for a CT specimen as follows: 

 

 � = �2 + ���0.886 + 4.64� − 13.32�� + 14.72� − 5.62�"�
�1 − �� �#  (2) 

 

 

With A = a / W> 0.2, where a is the crack length measured from the center of the specimen hole to 

the bottom of the notch. This length a is measured at the surface of the test specimen as used during 

the experimental test conditions. 

The studied loading conditions in this work are the following: ΔK= 4 and 12MPa√m at R=0.7 and 

ΔK=12, 15 and 18MPa√m at R=0.1. 

The contact between the lips of the crack is achieved through a rigid surface, placed on the 

propagation front in order to prevent the interpenetration of the nodes on the lips. The crack lip is 

considered the slave surface while the rigid surface is considered the master one. The Node-to-

Surface scheme is preferred here because it requires less computational time; several tests showed 

there exists almost no difference with the Surface-to-Surface’ scheme results. The Augmented-

Lagrange contact algorithm is used in this case.  

 

The geometry of the specimen is divided into two main parts: the first constitutes a small region in 

the vicinity of the crack front with a very fine mesh in order to capture large stress gradients, while 

the second, with a coarser mesh, constitutes the region far from the crack tip which is thus 

insensitive to crack fields. The two parts are then connected by a * Tie interaction integrated in 

ABAQUS as shown in Figure 2. 
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Figure 2: Fine and coarse meshes on the two parts of the geometry  

 

 

Eight-noded linear hexahedral elements with reduced integration (C3D8R) are used in the refined 

zone close to the crack front in order to reduce the computation time. Particular attention is given 

throughout the propagation to ensure that no Hourglass effect is generated due to the use of these 

elements. After several tests, it appears that 20 elements are sufficient to obtain the best ratio, 

quality/time, along the thickness with refinement towards the free surface. In the plane of 

propagation, the maximum element size is chosen to be equal to 0.1 mm which is much smaller 

than the plastic zone developed around the crack tip as recommended by Dugdale [43]. 

It is necessary here to study the size of the monotonic plastic zone in order to check the validity of 

linear elastic fracture mechanics. The ASTM E647 standards [44] have defined these limits: they 

were based on the analytical bi dimensional calculations provided by Irwin [45], which appear to 

be invalid in 3D problems due to several aspects related to the material behavior, the loading 

conditions and the stress state along the thickness. The results given in Table 1 show that the 

maximum size of the calculated plastic zone is much smaller than that with Irwin’s plane stress 

assumption (at free surface usually) with an error of around 40%. Moreover, its minimum size is 
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larger than that under Irwin’s plane strain assumption (at center usually) with an error that ranges 

from 40 to 75%. 

Table 1 : Comparison between the optimum initial plastic zone sizes in propagation direction along the thickness using a 

combined hardening constitutive law with those calculated by Irwin in 2D conditions for various loading conditions  

 Irwin plane 
stress (2D) (mm) 

Maximum size of 
plastic zone (3D) 

(mm) 

Minimum size of 
plastic zone (3D) 

(mm) 

Irwin plane 
strain (2D) (mm) 

ΔK=12MPa√m, R=0.1 4.1 2.3 1.1 0.7 

ΔK=15MPa√m, R=0.1 6.5 3.9 2.2 1.1 

ΔK=18MPa√m, R=0.1 9.3 5.1 4 1.6 

ΔK=4MPa√m, R=0.7 4.1 2.3 1.1 0.7 

ΔK=12MPa√m, R=0.7 37.2 24.9 24.9 6.2 

 

For ΔK = 12MPa√m, R = 0.1 the maximum plastic zone constitutes approximately 10% of the 

length of the crack as well as of the distance till the extremities of the specimen. This percentage 

increases as the load increases. For ΔK = 18MPa√m, R = 0.1, the plasticity covers a really wider 

volume, as can be seen in Figure 3 which constitutes more than 25% of the distance between the 

crack and the specimen extremities. Finally, for ΔK = 12MPa√m, R = 0.7, one can see in Figure 4 

that the plasticity covers all the region after the crack front until the extremities.  
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Figure 3 : Accumulated plastic strain PEEQ showing the size of the monotonic plastic zone after first loading half cycle for (a) ΔK 

= 12MPa√m, R = 0.1, (b) ΔK = 15MPa√m, R = 0.1 

 

 

 

Figure 4: Accumulated plastic strain PEEQ showing the size of the monotonic plastic zone after first loading half cycle  for ΔK = 

12MPa√m, R = 0.7 

 

3. Methodology 
 

3.1. Procedure  

 

The crack propagation, in this study, is considered to be governed by the local effective stress 

intensity factor range ∆
&''ℓ . In order to determine its value, two parallel simulations are issued: 

the first one is an elastic simulation, for the calculation of the maximum local stress intensity factor 

(a) (b) 

5mm 
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()*ℓ  using the stress fields’ method. The second one is an elasto-plastic simulation that takes into 

account the effect of the crack closure by calculating the opening stress intensity factor 
+,ℓ . The 

results of these two simulations are collected at each node of the crack front along the thickness. 

The effective local stress intensity factor ∆
&''ℓ  is then calculated using the following equation. 

 

On the basis of the modified Paris law proposed by Lin and Smith [46]–[48], the advancement Δai 

of the crack is calculated for each node i. The maximum advancement, ∆-()*, equal to 0.1mm is 

imposed at the node where ∆
&'',/ ℓ is the maximum, generally at the specimen center. 

 

Where m is the Paris law exponent and ∆
&'',()*ℓ  is the maximum effective stress intensity 
factor along the crack front. 

 

The calculated advancements then constitute the new crack front to be integrated in the geometry 

in Abaqus which usually uses a cubic spline fit to join consecutive nodes. This change in geometry 

implies an update of the existing mesh scheme in order to correspond to these changes, referred to, 

as remeshing. Moreover, the boundary conditions are modified shifting to the new front using the 

node release technique, while updating the loading conditions at the same time, in order to maintain 

a constant applied stress intensity factor range as the crack length increases.  

This procedure is repeated at each propagation step until the mean difference stabilization criterion, 

E1234_678, implemented here, is reached. This criterion represents the summation of the differences 

 ∆
&''ℓ = 
()*ℓ − 
+,ℓ  (3) 

 

∆-/ = 9 ∆
&'',/ℓ
∆
&'',()*ℓ :

(
∆-()* (4) 
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between the values of  ;
&'',/ℓ  , at each node i of the crack front, and the average of these values 

as shown in the following equation: 

 

 E1234_678 = ∑ =;
&'',/ℓ − ;
&''ℓ    >>>>>>>>>>=?/@A
;
&''ℓ  >>>>>>>> ∗ C ∗ 100 (5) 

 

Where ;
&''ℓ    >>>>>>>>>> is the average value of ;
&'',/ℓ  over the ‘n’ nodes of the thickness. 

3.2. Calculation of the local maximum stress intensity factor 
()*ℓ  

 

The analytical approach of Westergaard [2] and Irwin [1] is implemented in the elastic numerical 

model to calculate 
()*ℓ  using the stress fields in the vicinity of the crack tip. Considering the fact 

that loading in this case is uniaxial (Westergaard [2] - equivalent biaxial), only the stresses 

perpendicular to the crack propagation plane σyy are used to eliminate additional unknowns as the 

T-stress, usually considered for the stresses parallel to crack propagation plane σxx. The use of the 

nodes located after the crack front on the propagation plane helps reduce the stress intensity factor 

equation to its following final form: 

 DEE = 
()*ℓ
√2FG  (6) 

Where r is the distance between the nodes retained and the crack front. 

The calculation procedure is implemented in a Python program linked directly to post processing 

in Abaqus. The concerned nodes’ information are classified in three main matrices. The matrix, 

coordinates z, defines the positions of the nodes of the crack front in the thickness. A second and 
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third matrix respectively classify the stresses and distances from the crack front for all the nodes 

of the uncracked part of the crack plane for the different Z positions in the thickness (Figure 5a). 

 
 

Figure 5 : (a) nodes used for the interpolation of  
()*ℓ  after  few iterations (b) example of evolution of σyy stresses vs 1 / √2πr 

for the nodes after the crack front  

The stresses are then interpolated as a function of 1/√2FG as shown in Figure 5b. The evolution of 

σyy can be divided into three main zones. The first one, the closest to the crack front, is strongly 

disturbed associated to non-linearity due to high singularities. The second zone is a zone of linearity 

which allows to obtain a unique value of the slope 
()*ℓ . This zone is thus considered as the best 

position for interpolation. However, the boundaries of this area are not always easy to determine. 

In fact, there is no general rule or relationship that fixes this interval. The third zone is the furthest 

from the crack front with less non-linearity than zone 1. The calculation of 
()*ℓ   in this zone would 

probably require introducing additional higher order terms in equation 6. 
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Figure 6 :  
()*ℓ  calculated as the slope of the curve: σyy vs 1 / √2πr (ΔK=4MPa√m, R=0.7,1s iteration) 

Following several studies of the interpolation curves after different iterations, for different front 

curvatures and positions in the thickness, the retained interval of interpolation is [0.1-1.5mm] , 

found to be usually located in the second region. The stress values in this interval are linearly 

interpolated with the value of 
()*ℓ  represented by the slope (Figure 6). 

The linearity of the stress values as a function of 1/√2FG is in agreement with the analytical 

formulations for the different z positions in the thickness. Near the free surface, the quality of the 

interpolation is poorer than further. This may be referred to vertex singularity which was presented 

by authors like Hutar [49] to have a unique behavior in around 10% of the region close to the free 

surface. 

3.3. Calculation of the local opening stress intensity factor 
+,ℓ  

 

The local displacement perpendicular to the crack plane, IEℓ, is considered here to correspond to 

the opening or the closing of the crack. When IEℓ becomes positive during loading, it means that 

the crack locally opens and thus the local opening load J+,ℓ  can be calculated. When Uy becomes 

equal to zero during unloading, the local closure load JKLℓ  can be calculated. There is a small 

difference between these two values which can be related to the plasticity that occurs during the 

F

R

O

N

T 



16 

 

loading cycle. In this study, the local opening load will be used to detect the opening with a retained 

minimum value  Uy= 9 * 10-9mm. Since the crack closure develops before the crack front, these 

displacements and the opening local J+,ℓ  loads are collected on the crack front that positioned just 

before the present one at a distance lower than 0.1mm. 


+,ℓ  is then calculated using the following relationship between the loads and the stress intensity 

factors: 

 
+,ℓ = 
()*ℓ J+,ℓ
J()*ℓ  (7) 

 

4. Results  
 

4.1. Absence of crack closure  

 

For tests carried out with a high load ratio R, crack closure is rarely present. The tested 

corresponding loading conditions are ΔK =4 and 12 MPa√m with R=0.7: the loading ratio is high 

enough to ensure the absence of crack closure. The driving force of propagation, in such cases, 

corresponds to the local amplitude of the stress intensity factor ΔK, assumed to have a unique value 

all over the thickness after stabilization. In fact, in the absence of crack closure, ΔK is proportional 

to the local maximum stress intensity factor 
()*ℓ  with ;
 = 
()*ℓ �1 − M�. For that reason, in 

what follows, only the evolution of 
()*ℓ  will be presented. For ΔK =12 MPa√m, to achieve 

stabilization (equation 5), 28 iterations were necessary. The stabilization error shows to be 

decreasing rapidly throughout propagation (Figure 7a) with a final value close to zero.  
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Figure 7: ΔK=12 MPa√m ; R=0.7  (a) Stabilization error N(&)?_O/' PQ number of iterations   (b) 
()*ℓ  in the half thickness at 

different stages of propagation 


()*ℓ   is plotted as a function of the distance from the edge in Figure 7b for several stages of 

propagation: initial, intermediate and final. 
()*ℓ  evolution is found to be completely identical for 

the two loading conditions 4 and 12 MPa√m with R = 0.7 which is consistent with the elastic 

behavior. The initial curve corresponds to the initial rectilinear crack front; the value of 
()*ℓ  is 

much lower at the free surface than at the center. This difference tends to decrease as the crack 

propagates before stabilizing at the final iteration where the values of 
()*ℓ  converge to a unique 

value over the entire thickness. The values at the center are almost constant throughout the 

propagation. The final stabilized values of 
()*ℓ  are close to 16 MPa√m for ΔK = 4MPa√m and 

48.5 MPa√m for ΔK = 12MPa√m which corresponds to approximately 20% higher values than the 

global imposed which are 13.33 and 40 MPa√m respectively. 

The resulting shape of the ‘spline’ crack front is compared, in Figure 8, with that of an ellipse 

constructed by interpolating the crack front nodes throughout propagation. This comparison aims 

to check if the shape of the obtained crack front is close to the elliptical form generally proposed 

throughout the literature. It is clear that the first fronts are rather far from being described by an 
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ellipse. However, as stabilization approaches, the elliptical shape of the front becomes more and 

more evident. The last crack front can be perfectly described by an ellipse. 

  

  

Figure 8: Comparison between the ‘spline’  front shapes with their elliptical interpolation for ΔK = 4 and 12 MPa√m; R = 

0.7 

 

4.2. Presence of crack closure 

 

In the presence of crack closure, the propagation is controlled by the amplitude of the effective 

local stress intensity factor ∆
&''ℓ . The corresponding studied loading conditions are the following: 

ΔK = 12, 15 and 18 MPa√m with R = 0.1.  
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Figure 9: Evolution of the stabilization error on ∆
&'' ℓ vs number of iterations, ΔK = 12 MPa√m; R = 0.1 

The stabilization seems here to be slower with the presence of crack closure, however the error still 

tends towards zero as shown in Figure 9. The same behavior is observed for all the other loading 

conditions with the values of the stabilization errors given in Table 2. 

Table 2 : Number of iterations necessary to minimize the error for different loading conditions, and corresponding error values 

 Iterations until stabilization Minimum error  

ΔK= 12 MPa√m ; R=0.1 38 0.64 % 

ΔK= 15 MPa√m ; R=0.1 42 0.73 % 

ΔK= 18 MPa√m ; R=0.1 36 0.81 % 

 

4.2.1. Evolution of the local maximum stress intensity factor 

 

Figure 10a shows the values of 
()*ℓ  along the thickness of the CT specimen for different stages 

of propagation for ΔK = 12MPa√m with R = 0.1. At the beginning of propagation, there is a 

significant difference between the values at the free surface and the center, with much lower values 

in the vicinity of the free surface. This difference decreases during propagation with almost 

Stabilization 

position retained 
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constant center values. At the final stage, the values at the free surface become much higher than 

those at the center. 

 

  

Figure 10 : Evolution of 
()*ℓ  in the specimen thickness (a) at different stages of propagation for  ΔK=12 MPa√m ; R=0.1 (b)  

for different loading conditions at the final step 

Figure 10b illustrates 
()*ℓ  as a function of the position in the thickness for the various levels of 

ΔK imposed and this for the stabilized fronts. The curves are almost proportional to each other. 

However, a small disturbance can be remarked in the free surface region. For ΔK = 12, 15 and 18 

MPa√m with R = 0.1, the final values of 
()*ℓ   at the center are respectively 14.4, 17.7 and 22.4 

MPa√m. Regarding the first two conditions, the difference with the global imposed values, around 

14 and 16 MPa√m, is acceptable; however, for ΔK equal to 18MPa√m, the imposed 20MPa√m 

value is further from that calculated locally with a 12% difference. 

4.2.2. Crack closure evolution 

 

The evolution of crack closure is presented here using different approaches. First, in Figure 11a, 

the local opening stress intensity factor 
+,ℓ  is presented. In Figure 11b the local crack closure rate 

Iℓ, is plotted, defined as follows: 

(a) 
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 Iℓ = 1 − 
()*ℓ − 
+,ℓ

()*ℓ − 
(/?ℓ  (8) 

  

Figure 11: ΔK=12 MPa√m ; R=0.1 (a) local opening SIF  
+,ℓ       (b) local crack closure rate Iℓ 

 

For the initial iteration, 
+,ℓ  is slightly smaller at the free surface than at the center with values very 

close to  
(/?ℓ  (equal to 
()*ℓ /10 for R=0.1 in this case) as almost no crack closure is present. The 

corresponding value of Iℓ is almost equal to zero all along the thickness. This can be shown in 

Figure 12a which presents the magnitude of the accumulated plastic strain PEEQ for the first 

iteration where it is clear that the plastic wake is not yet sufficiently developed to induce crack 

closure. 

 During propagation, 
+,ℓ   strongly increases at the edge with almost constant values at the center 

where a small amount of crack closure is observed. Meanwhile, the accumulation of the plastic 

wake increases with the propagation (Figure 12b). As expected, crack closure has a stronger 

influence near the specimen edges than at the center. At the final iteration, six nodes near the center 

are still opened (Figure 11b) meaning that they are not influenced by closure.  

(a) (b) 
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Figure 12: Accumulated cyclic plastic strain at the minimum applied load for ΔK = 12 MPa√m; R = 0.1 : (a) initial front (b) final 

front 

This is also confirmed by the stress and displacement fields in the vicinity of the crack front. Figure 

13a illustrates the σyy compressive stresses surrounding the crack front and perpendicular to the 

propagation plane which are responsible for crack closure during loading. These stresses are much 

larger and spread over a wider area near the surface than in the center where they are almost 

negligible. Likewise, the values of the displacements perpendicular to the crack front (Figure 13b) 

are almost zero over a wider surface area near the edge, while, on the other hand, this area almost 

disappears at the center.  

  

Figure 13: For ΔK = 12 MPa√m; R = 0.1, free edge at 12.5% of maximum load (a) compressive σyy stresses surrounding the 

crack front and perpendicular to the propagation plane  (b) Displacements perpendicular to the crack front Uy; (light gray: Uy> 

0, dark blue: Uy <0) 

(a) (b) 

(a) (b) 

Free surface 

Center 

Free surface 

Center 

Free surface 

Center 

Free surface 

Center 
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Figure 14: Evolution along the thickness of (a)  the local opening stress intensity factor for the final front (b) the associated 

crack closure rate; ‘spline’ crack front, different loadings with R = 0.1 

The same general behavior is observed for the two other loading conditions ΔK = 15 and 18 

MPa√m, R=0.1 (Figure 14a). However, two main observations emerge with the increase in the 

applied load. The first lies in the portion of the thickness influenced by crack closure. As shown in 

Figure 14b, for ΔK = 12 MPa√m, 6 nodes at the center are not in the closed zone, for ΔK = 15 

MPa√m they are only 3, while for ΔK = 18 MPa√m all the nodes, even those of the center, are 

subjected to closure. The other observation lies in the closure rate values: near the free surface, as 

the applied load increases, the crack closure rate values slightly decrease. In that zone, the 

maximum closure rates are worth respectively 0.38, 0.35 and 0.3 for ΔK = 12, 15, and 18 MPa√m. 

This decrease has also been observed in the 2D study done by Lin et al [50] on 316L where the 

digital image correlation was used to measure the local displacement ahead of the crack tip: the 

closure was more pronounced in ΔK = 15MPa√m, R=0.1 than in ΔK = 20MPa√m, R=0.1 which is 

in turn greater than in ΔK = 25MPa√m, R=0.1. Furthermore, during his study, Vor [36] monitored 

that crack closure measured, globally, in specimens subjected to constant cyclic loading, is the 

same for different values of applied ΔK with the same loading ratio and tested that for ΔK = 12, 

15, and 18 MPa√m at R=0.1. The results obtained here can explain these observations as it can be 

(a) (b) 
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noticed that the areas below the crack closure rate curves in Figure 14b, calculated using a 

trapezoidal integral approximation, are very close for the different loading conditions. This means 

that the global amount of crack closure induced in the neighborhood of the crack front is the same 

for the different loading conditions at the same loading ratio; however, the distribution of this crack 

closure along the thickness is different depending the value of ΔK. 

4.2.3. Evolution of the local effective stress intensity factor range ∆K288ℓ  

 

The values of the local effective stress intensity factor range ∆
&''ℓ  = 
()*ℓ  - 
+,ℓ  along the 

thickness, for the final stabilized fronts are presented in Figure 15, for the different applied ΔK 

values. The figure shows clearly that the values of ∆
&''ℓ  all along the thickness tend to converge 

towards a single constant value when stabilized. It appears that, as expected, as the load increases, 

the stabilized local values increase. 

 

Figure 15: Stabilized curves of  ∆
&''ℓ vs distance from edge  for different applied loading conditions at R = 0.1 

The final crack fronts are then compared to elliptical interpolations in Figure 16. As the value of 

the applied load ΔK increases, a slight difference between the final ‘spline’ crack front and its 

elliptical interpolation is observed. For ΔK = 12MPa√m, the final curve almost coincides with its 

elliptical interpolation, while for the other conditions there exists a small difference. This may also 
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explain why Gardin et al [38] used a predefined shape with a 4th degree polynomial for these 

conditions instead of an ellipse for ΔK = 12MPa√m. 

Figure 16: comparison of the final front  shapes with their elliptical interpolation at R = 0.1 for: 

5. Comparison between experiments and numerical predictions 
 

The preceding numerical results are now compared with previously obtained experimental results 

[36], [38], [40]. 

5.1. Absence of crack closure  

 

Figure 17a compares the numerical crack front obtained with the experimental one for ΔK = 

4MPa√m, R = 0.7. The numerical crack front is very close. There is a small difference that could 

probably be related to the fact that this loading condition is close to the propagation threshold and 

then can be influenced by the environment and the microstructure. In this case, due to the extremely 

long duration of the constant loading test at 4MPa√m, the comparison is only based on a single 

experimental front. For ΔK = 12MPa√m, R = 0.7 (Figure 17b), the difference between the 

numerical and the experimental fronts is important for the three stabilized experimental crack 

fronts. 

ΔK = 12MPa√m ΔK = 15MPa√m ΔK = 18MPa√m 
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Figure 17: Comparison between the numerical and experimental results using the stress method [38]  (a) ΔK = 4MPa√m; R = 

0.7 (b) ΔK = 12MPa√m; R = 0.7 

5.2. Presence of crack closure 

 

For the cases with a noticeable crack closure, the comparison between the numerical and 

experimental final fronts for ΔK = 12, 15 and 18 MPa√m at R = 0.1 is presented respectively in 

Figure 18a, b and c. For ΔK = 12MPa√m, the predicted fronts match very well with the 

experimental ones. For ΔK = 15MPa√m, the numerical fronts seem to be a little further from the 

experimental one, in particular near the free surface. For ΔK = 18MPa√m, the difference between 

predictions and experiments is even larger. 

It can be noticed that, when the level of loading increases, the divergence between the numerical 

and experimental curves increases.  

(a) 

(b) 

10mm 
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Figure 18: Comparison between the numerical and experimental results for  (a)  ΔK = 12MPa√m; R = 0.1  (b)  ΔK = 15MPa√m; 

R = 0.1  (a)  ΔK = 18MPa√m; R = 0.1 

 

6. Discussion: 
 

In this section, the comparison between the obtained numerical results and the experimental ones 

is discussed in order to evaluate the accuracy of the model and the methodology developed. In this 

aim, the crack curvature is quantified through the parameter Δaf-c, corresponding to the difference 

between the crack length at the center and that at the free surface. The obtained values are 

summarized in Table 3 for the different loading conditions and according to the different 

approaches used.  

(a) (b) 

(c) 

10mm 

10mm 
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 For ΔK = 4MPa√m, R = 0.7, simulated in elasticity, Δaf-c is equal to 0.35 mm. This value deviates 

by about 12% from the experimental value of 0.4mm. The simulation is also done using an 

elastoplastic behavior law to demonstrate the absence of crack closure. The result (not presented 

here) is close to that obtained with the elastic behavior with a small improvement: the predicted 

Δaf-c becomes equal to 0.38mm with only 5% deviation from experiments. 

For ΔK = 12MPa√m, R = 0.7, the numerical Δaf-c is the same as that calculated for ΔK = 4MPa√m, 

R = 0.7, because of the elastic behavior considered. Therefore, the difference between the 

experimental front (Δaf-c =0.68 mm) and the predicted one is really important and close to 50%. 

Almost the same result was found using the elastoplastic behavior law. On the other hand, the 

numerical results obtained by Fiordalisi [38] show that the final crack front calculated by Shih and 

Asaro is not very far from that calculated with the stress field method with Δaf-c equals to 0.32mm. 

This large difference between the numerical and experimental results may be related to the fact 

that, in this case, the high loading conditions create a high amount of plasticity and thus an 

environment of generalized plasticity    

Table 3 : Comparison of crack curvature between numerical and experimental results for different loading conditions 

  Kmax (MPa√m) Δaf-c (mm) Error (%) 

ΔK=4MPa√m  
R=0.7         

(No closure) 

Experimental 

13.33 

0.40  

Stress fields’ method (elastic) 0.35 12 

Stress fields’ method (elasto plastic) 0.38 5 

Shih & Asaro method 
(FiordalisiΔK=12MPa√m R=0.7) 

0.32 20 

ΔK=12MPa√m  
R=0.1 

Experimental 

13.33 

1.21±0.08  

Stress fields’ method 1.28 5 

Shih & Asaro method (Fiordalisi [38]) 1.34 11 

ΔK=15MPa√m  
R=0.1 

Experimental 
16.66 

1.38±0.1  

Stress fields’ method 1.23 12 
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Shih & Asaro method (Fiordalisi [38]) 1.26 8 

ΔK=18MPa√m  
R=0.1 

Experimental 

20 

1.40±0.15  

Stress fields’ method 1 28 

Shih & Asaro method (Fiordalisi) 1.16 17 

ΔK=12MPa√m  
R=0.7         

(No closure) 

Experimental 

40 

0.68±0.07  

Stress fields’ method 0.38 44 

Shih & Asaro method (Fiordalisi [38]) 0.32 53 

 

 

Moreover, as the maximum applied stress intensity factor increases, the error between the 

numerical and the experimental values increases. The smallest error is obtained for ΔK = 

12MPa√m, R = 0.1 and ΔK = 4MPa√m, R = 0.7 and corresponds to a divergence of approximately 

5% from the experimental results. This error increases to about 15% for ΔK = 15MPa√m, R = 0.1 

and to 30% for ΔK = 18MPa√m, R = 0.1, to reach its maximum of 50% at ΔK = 12MPa√m, R = 

0.7 with the highest maximum load applied. These observations are also valid with the Shih and 

Asaro method, except for certain values which may change a little bit, depending on the predefined 

front shape imposed. Nevertheless, the results obtained show that, for all the conditions of loading, 

there exists a small difference between the two methods used.  

Finally, the results presented above show that the procedure used to describe the propagation of 

cracks is only accurate for two loading conditions ΔK = 12MPa√m; R = 0.1 and ΔK = 4MPa√m, 

R = 0.7. For all the other loading conditions, ΔK = 12MPa√m; R = 0.7, ΔK = 15MPa√m; R = 0.1 

and ΔK = 18MPa√m; R = 0.1, notable deviations exist. In addition, it can be noticed that the 

difference between the numerical and experimental results increases as the load increases. Thus, 

and knowing the influence of 
()*ℓ   on the size of the plastic zone in the vicinity of the crack tip, 

a directly proportional relation can be built between the increase in the size of the plastic zone and 

the increase in the divergence with the experimental results. 
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In fact, the increase in the size of the plastic zone seems to affect the earlier assumptions concerning 

the use of linear elastic fracture mechanics for the calculation of 
()*ℓ . According to the norms, 

the plastic zone size must remain smaller than a quarter of the crack length to correspond to small 

scale yielding assumptions [51]. In its specifications, ASTM E647[44] provides recommendations 

to specify to what extent the linear elastic fracture mechanics remains applicable as presented in 

the following equation: 

 � − - > 4
F 9
()*DE :

�
 (9) 

 

Although this equation depends on the plastic zone predictions provided by Irwin and although a 

noticeable difference is present with three dimensional predictions of the plastic zone while 

studying plasticity above, the margin remains wide enough to clearly respect the limits. Table 4 

presents a comparison between the main characteristic dimensions of the crack and the results of 

the ASTM E647 [44] standard. 

 Where 'a' is the length of the crack and 'W' is the length of the ligament of the specimen. 

Table 4 : Validation of the applicability of small scale yielding depending on the loading conditions applied 

 Min(a) mm Min(W-a) mm 
T
U V�WXY

Z[ \]
mm [44] Small scale yielding 

ΔK=4 MPa√m, R=0.7 

25.1 20 

16.53 Yes 

ΔK=12 MPa√m, R=0.1 16.53 Yes 

ΔK=15 MPa√m, R=0.1 25.84 No 

ΔK=18 MPa√m, R=0.1 37.217 No 

ΔK=12 MPa√m, R=0.7 148.8 No 
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Table 4 clearly demonstrates that, only under the conditions ΔK = 12MPa√m, R = 0.1 and ΔK = 

4MPa√m, R = 0.7, where the plastic zone size is smaller than the limits defined by ASTM, LEFM 

can be used. For the other loading conditions, with a size of the plastic zone approximately 4 times 

greater than 'W-a' in the case ΔK = 12MPa√m, R = 0.7, where the greatest error is recorded, LEFM 

cannot be used. 

The same behavior was observed by Fiordalisi [38] when using the Shih and Asaro method 

integrated in ABAQUS and which also depends on the validity of the LEFM. The error is higher 

with the increase of the dimensions of the plastic zone except in some cases due to the difference 

in the shape used for the crack front. The stress fields’ method, which doesn’t impose any 

assumption on the stress state, unlike the Shih and Asaro method, appears to be the best for the 

calculation of 
()*ℓ  in the loading conditions ΔK = 12MPa√m; R = 0.1 and ΔK = 4MPa√m, R = 

0.7 where LEFM is shown to be applicable. 

7. Conclusion and Perspectives 
 

This article presents a 3D numerical method for the prediction of the crack front shape during 

propagation. This method relies on the stress intensity factor calculated based on the stress fields 

developed in the vicinity of the crack, while taking into account the influence of the plasticity 

induced crack closure. The results obtained lead to the following conclusions: 

- The stress fields’ method, corrected with the influence of the plasticity induced crack closure, is 

an efficient method to simulate three dimensional crack propagation in the small scale yielding 

domain where LEFM is still applicable, without any prior assumption of the stress state throughout 

the thickness. 
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-The limitations of the stress fields’ method are related to the increase of the plasticity in the vicinity 

of the crack tip due to load increase. The increase of plasticity violates the hypothesis studied by 

Westergaard and Irwin in confined plasticity. 

-When considering small scale yielding domain, the results of the stress fields’ method are better 

compared to Shih and Asaro method due to the dependence of the latter on the stress state 

considered by Abaqus as plane strain for three dimensional structures. 

-The plasticity levels developed by Irwin in bi-dimensional studies and used by ASTM to define 

linear elastic fracture mechanics limits are not valid in three dimensional studies and should be 

studied case by case. 

-The crack closure existence is mainly concentrated in the free surface region. For severe loading 

conditions, a smaller amount of crack closure can also be observed in the center. 

-The final three dimensional stabilized form of the crack front is close to an ellipse. 

The upcoming work, aims at introducing other elasto plastic driving forces in order to be able to 

consider intermediate and large scale yielding. Other efforts are also planned to optimize the 

methodology used in order to reduce in turn the duration of the simulations without affecting the 

quality of the results. 
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